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PREFACE


At the end of the sixth volume of this Second Edition of the American Handbook of Psychiatry, I, as the
editor-in-chief, began my concluding remarks with the following thoughts:


With this volume the second edition of the American Handbook of Psychiatry comes to a conclusion. A reading of its
various tables of contents, or even a cursory perusal of a few sections, is
sufficient to reveal its scope and magnitude.


If for a few seconds we suspend our scientific judgment and give our
human propensity for metaphor free rein, what may come to mind is the building
of a Medieval cathedral. In this Handbook, as in the
cathedral, many people from different fields participated. They were united in
the hard and long work by a common vision and aim, which we hope has been
achieved, of giving an adequate representation of contemporary psychiatry.


When I wrote those sentences, I felt that the metaphor of the
cathedral had ended. But just as many cathedrals have required additional work
after they were thought to be completed, so too, I have come to believe, will
the American Handbook of Psychiatry benefit
from modification and improvement over time.


We are participating in an era of great scientific expansion, of
biological discoveries, of rapid social changes—all of which affect the
individual psyche and group psychology; the influence of these factors on
psychiatric conditions has to be constantly reevaluated.


One solution to the problems presented by this uninterrupted growth
would be to publish from time to time new editions of the Handbook. But the editors and publishers of the Handbook feel that this is not the best course of
action. Nearly all of what is included in the first six volumes of the Second
Edition is still valid and applicable. It would not be fair to encourage
readers who have bought the six volumes to make considerable financial
investment in a completely new edition.


The solution chosen by the editors and publishers is to include
these recent modifications and improvements in this seventh volume, Advances and New Directions. It is
essential for psychiatrists and those in related fields to familiarize
themselves with current developments. Surely all mental health professionals
will want to become informed, not purely from the theoretical point of view,
but also for a direct approach to clinical practice. Among the topics
considered are endorphins and psychosis; implications of split-brain studies;
the latest findings on the genetic models of mental illness;
psychopharmacotherapy as applied exclusively to children; the child at risk for
major psychiatric illness; borderline syndromes in childhood; new changes in
the psychoanalytic concepts of narcissism; new concepts of masked depression;
biofeedback; the most recent concepts of human sexuality; new management of
sleep disorders; the role of adult play in mental health; the prevention and
treatment of mental retardation; the roles of computers in psychiatry; changes
in law that pertain to psychiatry; current ideas on art, poetry, and music
therapy; and the family of the schizophrenic as a participant in the
therapeutic task. These are just some of the topics developed in the
thirty-nine chapters of this volume.


Whether professional readers are predominantly involved in
biological or psychodynamic psychiatry, in work with children, adolescents, or
adults, in individual therapy or in hospital, administrative, and social
psychiatry, they will find chapters, written by outstanding authorities in the
respective fields, that are particularly relevant to the areas of their major
interest.


One of the most comprehensive and innovative chapters in this volume
is “Liaison Psychiatry,” by Dr. Maurice Greenhill. It is with deep sorrow that
we must announce that Dr. Greenhill died on January 20,1981, and was not able
to see published the result of many years devoted to this particular study and
practice.


With so many new and exciting developments taking place, we cannot
know exactly what path tomorrow’s psychiatry will take. We can only suspect
that the construction of the “cathedral” is far from complete. It is to the
careful building of that structure that this seventh volume of the Handbook is dedicated.


Silvano Arieti, M.D.

Editor-in-Chief


PART ONE

Biological Studies


CHAPTER 1


THE ENDORPHINS AND PSYCHOSIS1


Stanley J. Watson, Huda Akil, Philip A.
Berger, and Jack D. Barchas 


Introduction


The list of neurotransmitters or neuromodulators has grown
enormously in the last few years. Yet, few of these newly discovered brain messengers
have so rapidly affected behavioral sciences and biological psychiatry as have
the endorphins. Clearly, the thought of having our “own natural opiates” is
fascinating and carries more obvious connotations to the psychiatrist than the
discovery of other substances with fewer pharmacological ramifications. After
all, opiates clearly alter mood and affect, and some of them produce
hallucinations and bizarre thought content. They have been occasionally used as
therapeutic tools in the past, with varying success. Furthermore, addiction to
morphine or heroin is a psychiatric and social problem which presents multiple
questions as to its psychological versus its physiological roots and
manifestations. Finally, morphine, codeine, and other analgesics on the one
hand, and heroin and other “street” opiates on the other, are closely
associated in many minds with notions of pleasure and pain—notions that lie at
the core of many psychological theories of normal and abnormal behavior.


It is fortunate that the endorphins are so intrinsically appealing,
because they are also complex, numerous, and sometimes frustrating. In the last
few years we have learned a great deal about them and from them. While they
have yet to provide a key to understanding psychosis, they have taught us a
great deal about brain-pituitary relationships, about the nature of
neurotransmission, and peptide biosynthesis. They hold some hope for a better
understanding of psychosis, an understanding which should be based on sound
knowledge of the underlying physiology.


This chapter begins with a presentation of the important basic
science issues associated with the field of the endorphins, followed by a
discussion of the clinical studies on endorphins, and ends with a summary and
discussion of the possible relationships between endorphins and psychosis. The
goal of the basic science section is to emphasize the complexity and diversity
of endorphin systems in the brain. A clear understanding of the basic science
issues is necessary before it is possible to appreciate potential etiological
and pharmacological relationships between the endorphins and human
psychopathology. In the second section, on clinical theory and data, it is
hoped that the reader will utilize the perspectives obtained from the basic
science discussions and, in doing so, be able to evaluate the many problems
clinical investigators face in attempting to apply this information to the
study of human psychosis.


Throughout this chapter, we shall use the terms “endorphin” and
“opiate peptides” interchangeably to denote the whole class of naturally
occurring substances that possess opiate-like properties. Terms such as
enkephalin, β-endorphin, a-endorphin, or dynorphin all denote specific peptides
with known structures that are members of the “endorphin” class (see table
1-1).


Basic Science Studies On the Endorphins: A
Summary


The study of endorphins has been very fast paced and has an
extremely broad and complex base. Not only have there been a large number of
published papers involving the several opiate peptides, but the types of
research carried out have been complex, involving every level from electron
microscopy and DNA cloning to clinical studies of schizophrenia. Therefore,
this discussion will attempt to compress the salient points, in order to give
the reader a basis for following the discussion of the possible role of these
substances in psychosis.


Opiate Receptors and Stimulation Produced
Analgesia


The advent of the field of endorphins can be traced to two main
lines of work which came to fruition in the early 1970s. Classical
pharmacology, and with it, the preparation of opiate agonists and antagonists
in active and inactive stereoisomer forms, was an enormous impetus to opiate
research. When this pharmacological armamentarium was combined with the
availability of techniques for producing drugs tagged with radioisotopes, it
was possible to demonstrate the presence of specific binding proteins
(“receptors”) in the mammalian brain to both plant and synthetic opiates. These
binding sites were characterized by several laboratories as possessing high
affinity for opiates, as being stereospecific, and as being heterogeneously distributed
across brain regions and other body tissues. Most importantly, the affinity
with which a drug bound to these sites predicted with good accuracy its
clinical effectiveness as an opiate. Based on such evidence, it was reasonable
to conclude that these membrane sites represented the recognition locus for
opiate action and were specific opiate receptors.


At the same time, several investigators at the University of
California at Los Angeles were able to demonstrate that electrical stimulation
in the brains of rats, and eventually of cats, monkeys, and humans, was capable
of producing a substantial degree of analgesia for both acute and chronic pain.
This phenomenon is referred to as stimulation-produced analgesia (SPA). These
investigators were able to show that the analgesia so produced did not
interfere with normal function over a broad set of measures, that it did
provide excellent pain relief, and that it was in part reversible by the opiate
antagonist naloxone. The ability of naloxone to partially reverse
stimulation-produced analgesia (SPA) led to the conclusion that the stimulation
released an endogenous material that appeared to be acting on the opiate
receptor to produce pain control. In effect, the demonstration of the opiate
receptor by(CH. 1) The Endorphins and
Psychosis 5 binding techniques and the stimulated release of endogenous
opiates through electrical means, taken together, were interpreted by several
groups as being strong evidence for the existence of an endogenous opiate
peptide system in the mammalian brain.


Table 1-1 Opioid and Related Peptides



 
  	Methionine-Enkephalin

  (Met-enkephalin)
  	Tyr-Gly-Gly-Phe-Met (β-LPH 61-65)
 

 
  	Leucine-Enkephalin

 (Leu-enkephalin)
  	Tyr-Gly-Gly-Phe-Leu
 

 
  	β-Endorphin

  (β-END)
  	β-LPH 61-91

  (See Fig. 1)
 

 
  	β-Lipotropin

  (β-LPH)
  	91 Amino Acids—Contains β-END (See Fig. 1)
 

 
  	Adrenocorticotropin (ACTH)
  	39 Amino Acids (See Fig. 2)
 

 
  	a-Melanocyte Stimulating Hormone (a-MSH)
  	Ac-Ser-Tyr-Ser-Met-Gly-His-Phe-Arg-Trp-Gly-Lys-Pro-Val-NH (See
  Fig. 2)

  Cleaved from ACTH and Processed Further
 

 
  	Corticotropin-Like Intermediate Lobe Peptide (CLIP)
  	(See Fig. 2)

  Cleaved from ACTH
 

 
  	Dynorphin
  	Tyr-Gly-Gly-Phe-Leu-Arg-Arg-Ile-Arg-Pro-Lys-Leu-Lys . . .
 






Enkephalins and β-Endorphin


Within a relatively few years after these two discoveries, the
pentapeptides methionine- and leucine-enkephalin (met- and leu-enkephalin) were
extracted from the brain and sequenced by Hughes, Kosterlitz, and their
collaborators (see table 1-1). These two opiate peptides were found to exist in
a large number of mammalian brain regions and appeared to agree generally with
the distribution of opiate receptors. In their paper describing enkephalin
sequences, Hughes and his collaborators pointed out that the structure of
met-enkephalin appeared within the longer pituitary peptide β-Lipotropin (β-LPH).
Several groups simultaneously recognized that the C-terminal portion of β-LPH, that is β-LPH 61-91 (see figure
1-1), which contained met-enkephalin (position 61-65), could very well be an
active opiate in its own right.'' It carried the name C fragment of lipotropin
or, eventually, β-Endorphin (β-END). Thus, within a few months we were faced
with the existence of not one but three endogenous opiate ligands in mammalian
brain (met-enkephalin, leu-enkephalin and β-endorphin). A large amount of work
was carried out to demonstrate the actions and activity of these agents in a
wide variety of test systems. The conclusion derived from such pharmacological
studies was that these compounds in general had a spectrum of actions very
similar to those of the plant alkaloid and synthetic opiates. Like morphine,
the endogenous opiates were capable of producing analgesia,- tolerance and
dependence, and positive reinforcement.



[image: Figure1.1]

FIGURE 1-1.
Structure of β-lipotropin (β-LPH): Contains β-endorphin (β-END
61-91) and has the structure of methionine-enkephalin (61-65). β-LPH 1-59 is
known as γ-LPH and is not
opiate-like.




But, in early 1976, there developed a sudden embarrassment of riches
in having three different opiate compounds. It was not clear at that point
whether the shorter peptide (met-enkephalin) was a cleavage product of the
longer peptide β-END and was therefore “simply” a metabolite of β-END, or
whether β-END was “just” the precursor to enkephalin. The answer to that
dilemma came fairly soon with the immunohistochemical work by several groups
demonstrating that enkephalin and β-END had distinctly different distributions
in the mammalian brain.' Both peptides occurred in cells, axons, and terminals,
but the two systems exhibited no anatomical relationship to one another. In
fact, it was soon concluded that enkephalin could be found in a large number of
cell groups throughout the brain, from the spinal cord through the limbic
system, whereas β-END had only one set of cells with very long fiber systems.
Therefore, it appears that the enkephalins may have a local modulatory role
because they are located in many different nuclei and are associated with short
fiber pathways and local circuit connections. In contrast, β-END is primarily
associated with the limbic system; it arises from a single set of cells with a
very widespread fiber distribution involving many limbic and brain stem
structures. From a physiological point of view, the enkephalins might be
thought of as being related to a wide variety of different functions. They are
located so that they could be involved in pain perception, control of
respiration, motor function, endocrine controls, and even affective states. On
the other hand, β-END appears to be much more tightly related to upper
brainstem and limbic systems and may be associated with system-wide changes.


Soon after the discovery of the enkephalins, it was possible to
demonstrate several important characteristics of their action, suggesting their
role as putative neurotransmitters. Not only were they stored intravesicularly
with well-demonstrated interaction with specific binding sites, but they could
also be shown to be released and degraded rapidly. Release studies were first
carried out in humans, since enkephalin-like material could be detected in
human lumbar fluid. The animal work on stimulation-produced analgesia had been
extended to the clinical situation, and employed to relieve chronic intractable
pain in humans. In neurosurgery, when these patients were electrically
stimulated, the concentration of enkephalin-like material in the third
ventricular fluid rose significantly. Finally, more recent evidence has
suggested the presence of a specific, membrane bound enzyme, termed
enkephalinase, which degrades enkephalin with high affinity.


β-Endorphin/α-MSH Systems


Studies on the nature of brain β-END have proven to be considerably
more complex and have raised more substantial questions than those associated
with enkephalins. β-LPH was known as a β-MSH pituitary prohormone for several
years prior to the discovery of the enkephalins and β-END. Immunohistochemical
studies of β-LPH showed it in the pituitary, in the corticotrophs of the
anterior lobe (cells that produce adrenocorticotropic hormone [ACTH]), and in
all of the cells of the intermediate lobe. When β-END antisera became
available, it was possible to demonstrate that β-END had precisely the same
localization as did β-LPH, that is the corticotrophs of the anterior lobe and
all intermediate lobe cells. Since ACTH was also present within these two cell
types, there appeared to be an intimate association between β-END, β-LPH, and
ACTH in the pituitary. Pelletier and coworkers and Weber and coworkers, using
electron microscopic techniques, were able to demonstrate that β-LPH and ACTH
immunoreactivity occurred within precisely the same granules in intermediate
lobe and in corticotrophs. By demonstrating the presence of three substances in
the same pituitary cells, that is, the corticotroph containing β-LPH, β-END,
and ACTH, support was provided for the common biosynthetic origin of ACTH, β-END,
and β-LPH. Mains and coworkers and Roberts and Herbert, using a mouse pituitary
tumor line, demonstrated that all three substances, ACTH, β-END, and β-LPH,
were made from the same precursor molecule—the 31K dalton precursor, also known
as pro-opiocortin (see figure 1-2). The 31K molecule contained the three
structures mentioned previously, plus a new portion known as the 16K piece,
which as yet has no clear physiology associated with it. An elegant and
powerful extension of the investigation of this protein chemistry is the work
of Nakanishi and associates, which demonstrates the DNA structure for the 31K
precursor in the bovine pituitary. Work by Eipper and Mains and Gianoulakis and
coworkers went one step further to show that the anterior lobe tended to cleave
the 31K precursor down to ACTH1-39
and β-LPH (with some β-END), whereas the intermediate lobe of the pituitary
took the precursor one step further to produce β-END and y-LPH (and a small
amount of β-LPH), and then cleaved ACTH into two fragments, an 18-39 piece
known as corticotropin-like intermediate lobe peptide (CLIP) and a-MSH
(N-acetyl ACTH 1-13
amide or a-Melanocyte Stimulating Hormone). Thus there were two biosynthetic
endpoints of the pituitary 31K precursor. Naturally, immunohistochemical
studies of the β-END/β-LPH cells in brain were extended to ACTH. Our own work
and that of others demonstrated that the same cells in the brain that contained
endorphin / lipotropin contained ACTH as well as the 16K piece. Thus, it
appeared that at least three places in the central nervous system contained the
genetic machinery for producing 31K precursor: two lobes of the pituitary and
the brain arcuate nucleus (see figure 1-3).


As already mentioned, the two pituitary cell types tend to process
31K in different ways. The anterior lobe stops at an earlier cleavage point,
mainly producing ACTH and β-LPH, the intermediate lobe progresses one step
further in both cases reaching to 13-END
and a-MSH. The immunohistochemical studies of the brain that allegedly
demonstrated “ACTH” in the brain were unclear. It was possible that the
antisera employed were actually reacting with y-MSH and CLIP, rather than full
ACTH. Further, there had been several studies demonstrating the presence of
a-MSH peptide in the central nervous system and suggesting that this peptide
had a distribution similar to β-END/β-LPH. In recent studies, we have been able
to show that brain 31K cells resemble intermediate lobe cells in their
biosynthesis, that is, they actually produce β-END and a-MSH in large proportions. In every case studied, each arcuate
cell that produces β-END also produces a-MSH and vice versa. As an interesting
aside, it should be noted that in the process of these studies a second a-MSH
system was discovered in the hypothalamus, physically unrelated to the a-MSH /β-END
system but positive for a-MSH using a wide variety of a-MSH antibodies. (We are
once again reminded of the wisdom of nature in using active structures
repeatedly: for example, the met-enkephalin structure occurs by itself and also
in β-END.) Thus, it appears that a-MSH occurs as a neurally active substance,
both as part of the 31K system and independent of it.



[image: Figure1.2]

Figure 1-2. 
The 31K precursor for ACTH, β-LPH, and β-END. See Figure 1-1
for β-LPH region model. ACTH 1-39 can be cleaved and modified to produce
a-Melanocyte Stimulating Hormone (a-MSH) and Corticotropin-Like Intermediate
Lobe Peptide (CLIP). The N Terminus of the 31K precursor is known as the “16K”
piece and contains a potentially active sequence similar to ACTH/ a-MSH 4-10.
This region is known as y-MSH. The anterior lobe of pituitary mainly produces
ACTH 1_39> β-LPH, and some β-END. The intermediate lobe of pituitary and
brain go further and produce β-END, y-LPH, a-MSH, and CLIP. The processing of
16K in these cells is currently under study.



Source: Mains, R.E., Eipper, B.A., and Ling, N. “Common
Precursor to Corticotropins and Endorphins,” Proceedings of the National Academy of Science (U.S.A.), 74 (1977).
3014-3018; and Eipper, B., and Mains, R. “Existence of a Common Precursor to
ACTH and Endorphin in the Anterior and Intermediate Lobes of the Rat
Pituitary,” Journal of Supramolecular
Structure, 8 (1978): 247-262.








[image: Figure1.3]

Figure 1-3.
Schematic of the pituitary and brain cell areas containing β-END
and Dynorphin immunoreactivity. The anterior and intermediate lobe of pituitary
and arcuate nucleus of hypothalamus contain the 31K precursor and products
08-END, β-LPH etc.—see legend). The supraoptic nucleus of hypothalamus contains
Dynorphin cells which project to brain and to the posterior pituitary.




In further characterizing the β-END system in the brain, several
kinds of studies have been carried out. For example, it has been demonstrated
that β-END, when injected intra-cerebro-ventricularly, can produce analgesia
and tolerance, as one might expect from an opiate. Yet, the effects are
extremely long lasting, compared to those of enkephalin. The latter peptide is
thought to be rapidly degraded—a characteristic of classical neurotransmitters.
Furthermore, β-END injections lead to a rigid “catatonic” state in rats,
probably due to the production of limbic seizures. It has been shown that, when
one looks at pituitary β-END and studies blood levels, severe stress to the rat
can produce a substantial release of β-LPH/β-END in parallel with ACTH. Thus,
at least the pituitary system is responsive to stress. It is known that β-END
can be detected in the lumbar and third ventricular fluids of normal humans and
in pain patients. It has been demonstrated (as mentioned for enkephalin) that
when electrodes are placed in the thalamus of humans suffering from chronic
pain, electrical stimulation produces pain relief for the patient and a
substantial release of β-END immunoreactivity (more dramatic than was observed
with enkephalin). In fact, it has been hypothesized that β-END is responsible
for the prolonged period of analgesia associated with electrical stimulation.
Finally, β-END in a highly specifically labeled form has been made available
recently by Dr. C. H. Li,- and this material also has a high affinity binding
site in the brain. We are able to conclude that β-END has many of the
characteristics one would expect from an active neuronal substance: It is
stored pre-synaptically, it is synthesized in the cell, it appears to be
releasable by electrical and, most recently, by some hormonal means, it appears
to produce substantial effects in its own right, and it possesses a binding
site in the brain.


To add to the complexity of these systems, one should remember that
not only do the β-END cells produce β-END but also produce ACTH in the process
of finally synthesizing a-MSH. Thus, a-MSH would appear to be a likely product
for release. Not only is α-MSH
synthesized in the brain, but it appears to be released into the cerebrospinal
fluid (CSF) upon stimulation. In recent studies, the authors and others have
been able to demonstrate the presence of a-MSH immunoreactivity in lumbar
fluids and its release into ventricular fluids of patients being stimulated for
pain relief. The problem of establishing the presence of a receptor for α-MSH and/or ACTH in the central nervous
system is a long and complicated one. The fairest summary is to state that many
laboratories have tried. Most recently, our laboratory has been successful in
producing a small amount of ACTH and a-MSH binding in the brains of several
mammalian species, tending to indicate there are relatively few receptor sites
available for this material, in contrast to β-END. Further, in very recent
studies it has been possible to demonstrate that α-MSH and its de-acetylated
form are both active in the brain when microinjected into the midbrain
periaqueductal gray. It appears that a-MSH is a reasonable candidate for a
neurally active substance in that it possesses a binding site, exhibits
behavioral effects, and appears to be releasable. However, the reader should be
cautioned that these data are preliminary and need further support.


The general principle that a single neuron tends to produce a single
active substance has now been brought into question, not only by the work
reviewed here but by the elegant work of Hokfelt over several systems,
peripherally and centrally. In considering the problem of multiple substances
being produced and very likely released by a single neuron, a huge set of
complex issues arise. For example, how does the synthesizing neuron control the
activity of two potentially active substances? Are there two receptor sites
post-synaptically? How do they feed back on the synthesizing neuron? Are they
both always released in a fixed ratio? Or does the synthesizing neuron have the
capacity to preferentially inhibit one and release the other, or can the neuron
make one form relatively more active than the other?


Another issue very relevant to clinical studies is that of the
proper way to mimic normal physiology. When one administers an opiate agonist
by itself, it is clear that that drug is not mimicking the endogenous β-END/α-MSH
system’s normal action. It is very likely that the endogenous system is exposed
to β-END and α-MSH simultaneously—two different substances for two different
receptors. It might be suggested that the proper way to approach such clinical
studies would be to administer α-MSH or β-END agonists or antagonists together
in some controlled fashion, rather than attempting to separate them, as many
studies have inadvertently done.


Dynorphin


Most recently, a new opiate peptide has been discovered by Goldstein
and his coworkers at Stanford University. They have called this new peptide
dynorphin (from dynis, “powerful”).
Dynorphin includes the full structure of leu-enkephalin as its first five
residues, followed by a highly basic region. This material is extremely potent
in the guinea pig ileum; it has yet to be thoroughly studied in the brain.
Immunohistochemical studies have revealed that it occurs in the posterior
pituitary almost exclusively (unlike β-END which occurs in the intermediate
lobe and anterior pituitary). It also has a distribution in the brain with
cells in the supraoptic nucleus and perhaps elsewhere and fibers throughout
limbic and brain structures. Some fibers have been detected in the guinea pig
ileum. While little is known about this newly discovered endorphin, it is clear
that its distribution in the brain is different from β-END; its relationship to
the enkephalin system is unclear. The cellular overlap relationship between
dynorphin and the other posterior lobe peptides (oxytocin and vasopressin) is
currently being studied. Certainly, questions of circulating blood levels, CSF
levels, or relationship to addiction or psychosis are yet to be addressed, and
should prove of great interest.


Summary


In studying the role of endorphins in psychosis, we are faced with
three major neuronal systems in the brain, intimately associated with the pain,
affect, and endocrine systems. These opiate peptide systems are enormously
complex in their own right, and at least one of them appears to contain one
other active substance (β-END/α-MSH). Another appears either to occur in the
same cells (met- and leu-enkephalin) or to have two different systems, but of
extremely similar distribution. The last one, dynorphin, has a third set of
brain fibers and major endocrine ramification. By demonstrating the presence of
so many systems, all of which would appear to have their own opiate receptors,
we are faced with enormous complexity associated with those receptor
measurements. It does not seem unlikely that each of these neuronal systems
should have a relatively different receptor subtype in order to account for the
differences in peptide structure. Of course, the neural connectivity of these
systems leads to quite different physiological ramifications.


While this review has focused on the brain and pituitary, it should
be noted that opiate peptides exist in the peripheral nervous system—for
example, in the gut adrenal. These peripheral systems present their own fascinating
complexities. For instance, it has recently been discovered that enkephalin and
some larger enkephalin-containing peptides occur within the adrenal medulla,
are stored within norepinephrine and epinephrine-containing granules, and may
be co-released when those catecholamines are released.


Endorphins are candidates for brain neurotransmitters or
neuromodulators, but they are also pituitary, gut, and adrenal hormones. Their
peripheral targets are yet to be determined, and their primary brain functions
yet to be defined. In retrospect, opiates such as morphine are understandably
potent since they access receptors in the brain and in the periphery for
numerous endogenous systems with multiple roles. While the complexity of
endorphins indicates their importance in behavior, it creates several logistics
problems for the clinician. With pharmacological tools, it is difficult to
influence one system without affecting the others. Enkephalin analogues are
likely to be recognized at the brain or peripheral sites that normally only
interact with β-END, and vice versa. Antagonists will block endogenous opiate
effects indiscriminately, though possibly with differential efficacy. Thus,
interpretation of behavioral and clinical data should proceed cautiously.


Clinical Studies


In the following section we summarize the several investigations of
psychosis that have been carried out using opiate pharmacology (or the opiate
peptides). In many ways, it is too early to draw conclusions of a valid or
lasting nature from this very preliminary set of investigations. Nonetheless,
the results to date will probably help shape future research, focusing it in
specific directions, while eliminating simplistic approaches or invalid
hypotheses.


In general, there have been five main approaches to the problems of
relating endorphins to psychiatric illness. These five include studies of
cerebrospinal fluid chemistry, the actions of opiate antagonists on psychiatric
symptomatology, the actions of opiate agonists (including β-endorphin on
psychiatric symptomatology), the attempted removal of endorphins by
hemodialysis, and finally, the administration of opiate inactive structural
variants of β-END (des-tyrosine-y-endorphin) to schizophrenic patients. The
general thrust in each of these areas has either been aimed at altering symptoms
of specific psychiatric illnesses or at correlating the occurrence of the state
of the illness with the level of endorphins in CSF, blood, or dialysate.


Cerebrospinal Fluid Studies


Soon after the discoveries of the endogenous opiate peptides, Terenius
and associates and Lindstrom and associates carried out a series of clinical
studies evaluating the endogenous opiate peptide levels in schizophrenic and
manic patients. These investigators did not identify the structure of the
peptides they were studying, but only characterized them in terms of their
column chromatographic behavior and interactions with opiate receptors. In
Terenius’ nomenclature, Fraction 1 is a higher molecular weight fraction, but
does not appear to contain β-END, whereas Fraction 2 is a lighter fraction and
does appear to contain enkephalin-like peptides. When untreated schizophrenics
were evaluated, they were found to have elevated levels of Fraction 1 in six
out of nine cases; but after treatment, levels returned to normal (less than 2
pmoles per ml) in seven of nine cases. Fraction 1 was further elevated in three
out of four cases of mania. However, these same manic subjects also
demonstrated highly elevated levels of Fraction 2 during normal mood states.
Even though Fraction 1 and Fraction 2 have not been specifically identified,
there appears to be significant indication that these opiate peptide fractions
may reflect either the effect of treatment, or some aspect of underlying
psychopathology in schizophrenic and manic patients. In a replication and
extension of this work, Rimon and colleagues have confirmed the elevation of
Fraction 1 in first break acute schizophrenics and a few reentering
schizophrenics with some normalization after treatment. No pattern to Fraction
2 was detected. Recently, Domschke and colleagues have described studies of
spinal fluid β-END in normal and neurological controls and in acute and chronic
schizophrenics. They conclude that normal subjects have values of 72 fmoles per
ml, whereas neurological controls have values of 92 fmoles per ml. The chronic
schizophrenics had only half the normal values (35 fmoles per ml) and acute
schizophrenics (definition unclear) had values of 760 fmoles per ml. These
normal and neurological control values are in general agreement with the study
of Jeffcoate and associates of normal CSF, in which β-END and β-LPH were found
in a 60-80 fmoles per ml range. However, both these studies are in striking
contrast to the studies from several other laboratories in which the levels of β-END
and β-LPH have been found to be much lower. Studies by Akil and colleagues, and
Emrich and colleagues generally find normal CSF values to be much lower, in the
range of 3-12 fmoles per ml for β-END. Akil and colleagues have studied over
sixty spinal taps from chronic schizophrenics and normals and found no
difference between them. In a study by Emrich and coworkers, normals and groups
of patients with meningitis, disk herniation, lumbago, and schizophrenia all
show approximately the same level of CSF endorphins (in the 10-15 fmoles
range). Thus, there appears to be substantial disagreement, not only on the
levels seen in schizophrenia, but also on the levels seen in normal individuals
as well. The studies reporting lower concentrations have used more elaborate
biochemical controls and more accurate calibrations of antisera and extraction
procedures.


Finally, Dupont and coworkers, in a very interesting study, have
approached the problem of peptidase activity in the cerebrospinal fluid of
schizophrenics and normals and find that peptidases which are capable of
degrading enkephalin are much more active in the spinal fluid of schizophrenics
than in that of normal individuals. However, in an attempt at replication,
Burbach and associates were unable to reproduce the finding of increased
activity of an enkephalin-degrading enzyme when CSF of schizophrenics was
contrasted with controls. They were further unable to demonstrate altered
/8-END breakdown in the same subjects. Thus, the question of altered metabolism
of these opiate peptides in the CSF of schizophrenics remains open.


In summary then, investigation of CSF chemistry of the opiate
peptides is technically difficult and at an early stage. Studies by Terenius
and coworkers would appear to be most interesting, as they show consistent pre-
and posttreatment differences. The work of other investigators in terms of
levels of β-END tends to be inconsistent and falls into two disparate groups.


Opiate Antagonists


Following up on the original results of their studies of elevated
endorphin levels in CSF, Gunne, Linstrom, and Terenius attempted to reverse
some of the symptoms of schizophrenia by administering the opiate antagonist
naloxone. Generally, they reasoned that since elevated levels of endorphins
occur during the acute phase of an illness, and decreased levels of endorphins
during the recovery phase, it might be concluded that the endorphins were in
part responsible for the worsening of psychosis. They speculated that the use
of the opiate antagonist naloxone might produce a change in psychotic
symptomatology. The initial study of Gunne, Lindstrom, and Terenius was a
single-blind study in which a modest dose of naloxone (0.4 mg) was given to six
schizophrenic patients. Four of these patients reported significantly decreased
auditory hallucinations. This study resulted in several attempts at
replications using a double-blind crossover design with basically negative
results. Volavka and coworkers used the same dose of naloxone on seven
well-chosen schizophrenic subjects and observed no effect. This was a careful
study which followed the effects of intravenous administration for over
twenty-four hours. Janowsky and coworkers used 1.2 mg of naloxone in studying a
rather heterogeneous group of patients for only one hour; they also detected no
effect on their eight subjects. Kurland and associates used between 0.4 and 1.2
mg naloxone and found no statistically significant effect on their eight
patients. Dysken and Davis, in a single-blind study, evaluated the effects of
20 mg naloxone for only a ten-minute period in a single subject to no avail.
Lipinski and associates, in a double-blind crossover, gave 1.6 mg naloxone to
schizophrenic patients with no observed effect. Finally, Davis and associates,
in a double-blind crossover design, generally using low doses (0.4 mg and in a
few instances using 10 mg naloxone), studied fourteen schizophrenic patients,
and found a change in “unusual thought content” on the Brief Psychiatric Rating
Scale. These same investigators found no change in their “affective” patients.
Thus, from the original six studies, only Davis and associates supplied any
support for the observations of Gunne and coworkers. However, it should be
noted that these were basically low-dose studies using 1.2 mg of naloxone or
lower doses.


From basic pharmacological work with the opiate peptides across
several test systems, it had become clear that the opiate peptides were
relatively resistant to the effects of naloxone, often requiring higher doses,
and that naloxone itself, although short-lived in its reversal of morphine,
could be detected in its effects on endorphin systems for several hours.
Therefore, it seemed logical to attempt to study the effects of naloxone on
schizophrenia, using much higher doses and following the patients for longer
periods of time. In a study reported by this group, a large number of
schizophrenic subjects were prescreened. The authors were able to find patients
who met the Research Diagnostic Criteria (RDC) for schizophrenia, were
diagnosed either as chronic undifferentiated or paranoid, and were at the same time
cooperative, stable on their medication, and noted for their chronic (twice per
hour) pattern of hallucinations. In this double-blind crossover design, 10 mg
of naloxone was used and the patients were followed for up to two days after
the infusion. Under these conditions, naloxone was found to produce a
statistically significant effect in reducing the number of hallucinations in
these chronic hallucinating schizophrenics at one and one-half to two hours
after infusion. Six of the nine patients subjectively reported a clear decrease
in auditory hallucinations. It must, of course, be admitted that this is a
highly selected subgroup, as over 1,000 schizophrenic patients at the Palo Alto
Veteran’s Hospital were screened for this study.


Emrich and coworkers''' report two studies in which they evaluated
the effects of naloxone on schizophrenics and other psychotic patients. Their
general impression in one study was that naloxone was effective in reducing
schizophrenic hallucinations, using between 1.2 and 4 mg of naloxone, at time
points between two and seven hours after infusion. In their next study, using
much larger doses of naloxone (24.8 mg), although there was a reduction in
psychotic symptoms, no reduction in hallucinations were reported in twenty
subjects tested. Davis and coworkers in a second double-blind study, using 15
mg of naloxone, found that there was a significant reduction in unusual thought
content in their schizophrenic patients and this effect tended to be most
pronounced in patients who were maintained on neuroleptics but had been
somewhat resistant to their effects. Finally, Lehmann and associates in single-
and double-blind paradigms, using 10 mg of naloxone and following the patients
for up to three hours, found that three of the six patients reported reduced
“tension” and five of five patients demonstrated lessening of their symptoms of
thought disturbance and hallucinations.


Thus, when one examines high-dose (between 4 and 25 mg),
double-blind, crossover naloxone studies in schizophrenic patients, the results
are consistently positive, if somewhat variable. These studies variously report
changes in auditory hallucinations, psychotic symptoms, unusual thought
content, or tension. From a clinical point of view, all of these symptoms would
appear to be essential to the process of psychosis, but their common
vulnerability to naloxone is somewhat disconcerting to the clinical
investigator, as they are not normally thought of as involving the same
underlying variable. Thus, some question should be raised about the nature of
the measurement instruments and the consistency of the effects of naloxone. It
is of considerable interest, however, that all of the five studies using
high-dose naloxone were positive, whereas the majority of the studies using low-dose
naloxone were negative. It is of further interest that the effects reported in
the high-dose naloxone studies have generally occurred much later than one
would expect from the classical pharmacology of that opiate antagonist. This
raises an important theoretical question: Is the naloxone effect due to opiate
receptor blockade, or is it the result of secondary or tertiary effects
resulting from that blockade?


Finally, there has been one study of the effects of naloxone in
mania. The study used 20 mg naloxone and reported a reduction of irritability,
anger, tension, and hostility in four out of eight manic patients.


The opiate antagonist naltrexone would appear to have several
advantages for the study of the effects of antagonists in schizophrenia. It can
be given in rather large doses, in an oral form, and has a very long period of
action. However, there have been few attempts to study naltrexone in
schizophrenia. Milke and Gallant, in an open-label design, gave 250 mg of
naltrexone to three schizophrenic patients, but observed no effect. Simpson,
Branchly, and Lee" studied the use of up to 800 mg naltrexone in a single-blind
study of four patients and found no effect.


The authors have evaluated naltrexone in a single-blind paradigm
(two subjects) and a double-blind paradigm (two subjects) and found a
confusingly mixed picture. Single-blind subjects were improved on 250 mg
naltrexone. Of two double-blind subjects, one improved at between 250 and 400
mg, and one worsened, and one subject (one of the single-blind subjects)
worsened on 800 mg. The effects of naltrexone would therefore appear to be
poorly studied, but also generally negative, although it must be admitted there
is the possibility of a therapeutic window in the 250 to 400 mg range.


In an elegant, if indirect, series of studies, Davis and coworkers
have been able to show a defect in pain response (flattened evoked response) in
their schizophrenic patients. This pattern is similar to that seen in normal
patients on morphine. When several schizophrenic subjects were given
naltrexone, their evoked responses changed so that they were much more “normal”
in appearance. This, again, is suggestive of over-activity in endogenous
opioids in some schizophrenics. A broader and more extensive set of studies is
needed, however. As Davis and coworkers point out, this paradigm might be
useful for selecting individuals with endorphin related psychoses.


The general impression emanating from the study of opiate
antagonists in schizophrenia is one of a rather delicate, ephemeral effect with
some inconsistency. Certainly, low doses of naloxone can fairly be said to be
ineffective in schizophrenia. A large number of excellent and well-qualified
laboratories have evaluated its effects and agree on either negative or transient
effects. Higher dose naloxone studies are consistent in that there appears to
be some effect in each study. However, the nature of that effect tends to
change between measurement scales and research groups. Naltrexone does not
appear to be particularly effective, although it has not been carefully
evaluated.


β-Endorphin Injections


Kline and coworkers originally reported that between 1 and 9 mg of
synthetic β-END, when injected intravenously (IV) in an open-label or
single-blind fashion, was very effective in altering a wide variety of
psychiatric symptoms in schizophrenia and depression. This study was, of
course, complicated and difficult to assess in that the patients were well
known to the senior investigator, a small amount of β-END was given, and the
design was not double-blind. Since the number of subjects carrying the same
diagnosis was limited, different drug doses and testing conditions were used.
It was not possible to carry out a rigorous statistical analysis of this data.
Angst reported that three of six depressed subjects became hypomanic after infusion
of 10 mg β-END IV. More recently, the authors have studied the effects of 20 mg
of β-END IV in a double-blind crossover design with ten schizophrenic subjects
and found a very modest improvement that was not detectable clinically but was
seen in the rating scales on days three and five following the infusion. This
effect is a very mild one and is smaller than that associated with the first
week of the study (an “adaptation” period that was not included in the data
analysis). Several technical controls were run to ensure the proper
administration of a biologically active compound of the proper specificity.
Plasma kinetics by radio immuno assay (RIA) (associated with a rapid rate of
infusion and pre-coating of the syringes and tubing), evaluation of serum
prolactin responses, and, in one case, cortical EEG responses were all
evaluated and found to be consistent with the injection of an active
opiate-like material with the proper molecular weight. Catlin and coworkers
have reported, in a very similar design, that β-END is either not effective or
mildly agitating to their schizophrenic subjects on the day of infusion. They
have also evaluated the compound in depression and found it to be moderately
and transiently effective. Finally, Bunney and coworkers have been working with
IV 13-END in schizophrenic patients
and, to date, have seen no reliable effects.


An enkephalin analog FK33-824 synthesized by Sandos has been used by
two groups in studies of schizophrenia. Nedopil and Ruther have reported in an
open-pilot study that nine schizophrenic patients (receiving 0.5 mg and 1 mg
per day for two days) improved significantly. The improvement was reported to
last for one to seven days. Another group, Jorgensen and associates, also
treated nine chronic psychotic patients in a single-blind fashion and reported
striking lessening of their subjects’ hallucinations.


The general impression of β-END injections as a mode of treatment
for schizophrenia is that of very modest or nonexistent effect. It must be
pointed out that a single injection of a neuroleptic would probably be equally
ineffective under similar circumstances, especially if the effective dose was
not known. Several of the aforementioned studies of β-END or the FK33-824'''
were either single-blind or open-label and therefore susceptible to the
criticism of suggestion, subject set, and expectancy by the patient. Other
technical problems associated with β-END are rather severe. It is unclear
whether β-END is transported into the central nervous system. Recent data
suggest that a modest amount is. However, it is not known whether there is
substantial breakdown under these conditions or whether the β-END can in fact
easily reach the most effective sites. Nor is it clear whether β-END should
necessarily be more effective than a synthetic alkaloid such as morphine or
levorphanol, unless one invokes notions of multiple opiate receptors, whose
relation to endogenous opioids has yet to be elucidated.


Hemodialysis and Leu-5-β-END


In 1977 Wagemaker and Cade reported that by dialyzing schizophrenic
subjects on a weekly basis it was possible to produce a substantial and
positive shift in their level of psychopathology. Simultaneously, they and
their colleagues reported the existence of a peptide not previously
described—that is, a leucine-5-β-END. The existence of leucine in position 5 of
β-END had not been reported in any tissue of any species prior to this
announcement. They further argued that the effectiveness of dialysis depended
on their ability to remove leucine-5-β-END and thereby reduce the amount of
this “aberrant” endorphin from the plasma. The hypothesis was that this was an
unusual material and that it was producing an unusual effect (that is,
psychosis). Thus, several issues were brought together in one very complex
package: the question of the clinical efficacy of dialysis, the question of the
existence of leucine-5-β-END, and the question of whether removal of that
compound or any endorphin by dialysis was an effective means of treating
schizophrenia. To address the first issue, there are ongoing studies in several
centers using hemodialysis or pressure dialysis. One study by Emrich and associates
of three patients reports no benefit from hemodialysis. To date, no other
results have been published. There have been many presentations, discussions,
and case histories in which most patients are not responsive and some anecdotal
reports in which an occasional patient is responsive to dialysis. The type of
dialysis membrane, the psychological nature of the setting, and the actual
diagnosis of the patient are all major issues. Unfortunately, no conclusion can
be reached on the clinical efficacy of hemodialysis as the studies have not
been completed. In addition to these preliminary reports, Port and associates
have carried out a literature retrospective study of fifty schizophrenics in
the Veterans’ Administration system who were dialyzed for renal problems. They
found that over the time of the dialysis, forty patients were unchanged, eight
were improved. They argued that from the multiphasic character of schizophrenia
and the heterogeneity of symptoms one would expect this degree of fluctuation among
fifty patients. The investigators also contended that the kidney is much more
efficient at filtering these molecules from the plasma than is the dialysis
machine, and, therefore, they questioned the effectiveness of dialysis as a
means of removing from plasma molecules the size of β-END or leucine-endorphin.


On the chemical side, Lewis and coworkers studied the hemofiltrate
from dialyzed schizophrenics and could detect no met-5-or leu-5-β-END in the
hemofiltrate. It should be pointed out that the level of sensitivity for
detecting the levels of met-endorphin (β-END) in normal individuals was quite
low in this study. However, the levels reported by Palmour and coworkers are
1,000- to 10,000-fold higher than in normal individuals and should have been
detected using the techniques of Lewis and associates.


Ross, Berger, and Goldstein addressed the problem at a somewhat
different level. They argued that if schizophrenics had extremely high levels
of β-END or leucine endorphin, then this amount of peptide should be obvious in
the plasma of these subjects (in contrast to normal individuals) using radio-immunoassays
for both met and leu-endorphin. In ninety-eight patients and forty-two normals,
they found an amazingly similar set of levels for endorphin-like immunoreactivity
(schizophrenics averaged 2.8 fmoles per ml; normals, 2.4 fmoles per ml).
Further, they were unable to detect leu-5-β-END in the dialysate from several
schizophrenic patients.


The argument for the existence of a leucine-5-endorphin or elevated
levels of endorphins in schizophrenia currently appears to be difficult to
justify. Although there have not been a large number of studies, the results of
the studies that have been carried out are clear. It is tempting to speculate
that because there do not appear to be aberrations of endorphins in
schizophrenia, dialysis should not be effective. However, the most productive
course, in the long run, would appear to be to wait until the clinical studies
are completed and then to address the issue of the mechanism of action of any
positive result.


Des-Tyr[1]-Gamma-Endorphin (β-LPH 62-77)


For several years, in a series of pioneering investigations, De Wied
and coworkers have been studying the behavioral effects of a large number of
neuropeptides. More recently, they have studied the effects of smaller
structural variants of β-END, known as a-END and y-END, and have found that
y-END had effects similar to those of haloperidol, whereas a-END acted more
like an amphetamine. This rather extensive set of behavioral and structure
activity studies has been most impressive in that they have been confirmed
generally by other groups. It has also been possible to alter the molecules so
that their basic haloperidol or amphetamine-like effects are still present, but
are no longer active in opiate systems (that is, the initial tyrosine from ƴ-END
is removed, resulting in des-tyrosine-y-endorphin [DTƴE]). Following the animal
behavioral experiments with y-END and DTƴE, De Wied and coworkers proceeded to
test DTƴE for its haloperidol-like effects in psychiatric patients. Thus,
Verhoeven and coworkers ran a single-blind crossover study, using DTƴE in daily
x mg intramuscular (IM) injections. They reported rapid temporary improvement
in schizophrenic symptoms in six out of six patients, with a persistence of
that improvement in three of the six patients (all six patients were drug
free). They then carried out a double-blind crossover study, using the same
compound in the same format. Again, they report substantial improvement in a
broad range of schizophrenic symptoms in eight subjects. Several clinical
studies by other groups are underway.


There have been studies attempting to investigate whether DTƴE acts
at the opiate receptor or at the dopamine receptor. Binding in tissue
homogenate has not shown any action of this compound at either receptor.
However, Pedigo and coworkers have shown that when the compound is administered
in vivo to rats it decreases the
amount of spiroperidol that can bind to the dopamine receptor. Thus, it is
conceivable that it has an effect in the live animal that is not seen in in vitro assays.


The mode of action of this agent is not clear. Perhaps it acts
through the subtle alteration of the dopamine binding previously described. Or
perhaps it is an effect on the intermediate metabolism of β-END, acting via
negative feedback to alter the amount of neuroactive substance the cell
produces. In support of this hypothesis, Burbach and coworkers have reported
the existence of DTƴE, ƴ-END, α-END, and DTαE in human lumbar CSF and the
formation of α-END, ƴ-END, DTαE, and DTƴE from β-END in brain synaptosomal
preparations. Finally, there may be a primary action of the compound on its own
receptor in the brain. As yet, none of these possible modes of action has been
verified. Certainly, if the agent is demonstrated to be effective in other
clinical studies (several studies- are currently in the planning stages) then a
new approach to the pharmacology of schizophrenia will have been opened. To
date, it is reported to be capable of producing antipsychotic effects with no
major problems associated with its administration. On a more theoretical level,
there are exciting issues associated with the agent in that it might allow a
conceptualization of the neuronal chemistry of the psychoses which goes beyond
the dopamine theory and the use of anti-dopaminergic agents.


General Summary


It appears that the CSF studies are promising if somewhat vague and
confusing in that there are some endorphin fractions (uncharacterized as yet)
that would appear to be very sensitive to the psychotic state of certain
individuals. The opiate antagonist naloxone has proven effective in
schizophrenia and mania at high doses but not at low doses. Unfortunately,
these are rather fleeting effects, difficult to measure, and varying from investigator
to investigator. The infusion of β-END itself has been extremely difficult and
costly to evaluate. It would appear that a single infusion of β-END is
minimally effective as an antipsychotic when administered by some investigators
and mildly agitating to the patient when administered by another. In some
manic-depressive patients, β-END seems to produce a switch from depression to
hypomania. It is reported by some investigators to be an effective
antidepressant (if somewhat transient and expensive). The enkephalin analog
FK33-824, according to two open- or single-blind reports, seems to be of
promise as an antischizophrenic agent. Hemodialysis in schizophrenia is even
more complicated, some groups finding it to be effective, others not. The
completion of these studies will require some time. However, it seems at this
writing that the existence of a leucine-5-β-END is unlikely. Finally,
destyrosine-ƴ-endorphin has been studied fairly extensively in animals, but
only in a limited fashion in humans. It does, however, appear to hold great
clinical and theoretical promise, should its efficacy be borne out by future
studies.


In considering the possibility of an integrated endorphin theory of
schizophrenia, which would help make understandable the modes of action of
these compounds and their relationship to psychopathology, one is struck with
the apparent contradictions of the clinical data and the tremendous diversity
of basic information. While it may be possible to construct a hypothesis that
integrates the apparent contradictions, the wisest course seems to be to wait
until clearer basic science patterns are available and until the various
clinical areas are clarified. At that point it may be possible to attain a
comprehensive overview that takes into account the basic biology and the
psychopathology.


As for the study of affective diseases and endorphins, there are even
fewer data. Depression has not been studied with respect to CSF levels of the
endorphins, nor have the antagonists been studied for their effects on
depression. β-END itself is reported to be moderately effective against
depression, but it is not clear that β-END effects in depression surpass those
of morphine. There have been no studies with the enkephalin analog, dialysis,
or DTƴE in depression. In mania, there is preliminary evidence for elevated CSF
endorphins (type uncharacterized), and in a single study some effects of opiate
antagonists on manic symptoms have been shown. However, there are no other
reported studies as of this writing. Therefore, the affective psychoses, which
in some ways would appear to be an extremely logical area for study of the
effects of opiate agents, have been very poorly examined. One might anticipate
a rich reward from careful study of endogenous depression, the endocrinology
associated with the effects of opiates, and the mood-altering properties
associated with the various types of opiate compounds.


Perspectives and Problems


Some of the issues associated with the study of endorphins and
psychosis may be thought of as being related to a lack of precise tools.
Certainly, the chronic and persistent complaint that clinical diagnoses are
variable and at times unreliable should be borne in mind. But one cannot blame
the entire problem in clinical studies on the unreliability of psychiatric
diagnoses. The lack of proper design in the use of open-label or single-blind
studies has caused problems. Furthermore, the specificity of the pharmacologic
agents used, their routes of administration, and the nature of the brain
structures affected are open to question. For example, naloxone is not a
specific antagonist for enkephalin. It would appear to be active against β-END
and dynorphin, as well. We have no specific antagonists aimed at the
hypothesized multiple types of opiate receptors. There is a great need for
increasing the specificity of opiate agonists and antagonists. These agents
should be targeted against specific receptor types in order to alter the
physiology of particular systems. For example, it would be most useful to have
a specific β-END-like agonist known to cross the blood-brain barrier, so that
one could mimic the effects of β-END. However, at the same time one would need
a similar compound to mimic the effects of α-MSH, for, as mentioned previously,
both β-END and a-MSH are contained within the same neurons and would appear to
be co-released when the neurons fire. Therefore, in order to mimic the normal
physiology of that system, it would be necessary to produce actions at the
appropriate receptors by using both endorphin and a-MSH analogues. Thus, the
pharmacological requirements for improved psychiatric studies are indeed
considerable.


In writing this chapter, two different thoughts have come to mind.
One is that this is a difficult chapter to write at this juncture. The careful
reader has undoubtedly realized by this point that, in many ways, this is a
highly premature piece of work. To date, there is no great consistency in the
role of endorphins in psychosis. There are trails; there are hints; there is
confusion. There may even be some pleasant surprises in the literature, but
there certainly emerges no compelling hypothesis. Even tentative conclusions
are likely to prove naive and incomplete. The other thought that comes to mind
is that this is, in several ways, a rather narrow chapter. It does not take
into account an enormous set of recently described substances in the central
nervous system. Many of them are peptides and appear to be well located for
effects on the limbic system. They represent likely candidates for actions of
interest to the psychiatrist. For example, arginine vasopressin has been
implicated in memory, opiate addiction, stress, and affect. Cholecystokinin, an
active peptide in the brain, has recently been associated with the dopaminergic
system, thereby implicating it in many actions classically associated with
dopamine. These are but a few of a much larger set of substances, which
includes neurotensin, somatostatin, bradykinin, and Substance P. It is clear
that the neuropeptides and other neuromodulators, such as the endogenous ligand
for diazepam (Valium), are going to mean a very major shift in the role of
brain biology for the psychiatrist’s understanding of the nature of
psychological processes in general and the psychoses in particular.
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CHAPTER 2

SPLIT-BRAIN STUDIES: IMPLICATIONS FOR PSYCHIATRY1


Michael S. Gazzaniga and Bruce T. Volpe


Human Brain Bisection— Present Perspective


Brain science has for the most part been unable to explain the
mechanism through which human beings generate a sense of subjective reality. In
the past, most of the energy devoted to the problem was spent on considering
whether this question could be reasonably studied. Recently, concerns of a more
strategic nature have appeared. The neurobiologist approaches the study of
mental processes in a reductionist fashion. As a consequence, current
discussion of a mental process such as memory is frequently cast entirely in
biochemical terms. Although these studies have begun to elucidate the synaptic
and cellular events, it is less clear how they promote an understanding of
memory, let alone human memory.


The recurring strategic problem that continually plagues biological
approaches to psychological processes is the blurred distinction between levels
of analysis. This difficulty becomes apparent when we compare the brain to a
computer. There is no way the power of a computer algorithm can be deduced by
an analysis of the chemical nature of the individual transistors that subserve
those functions. The algorithmic functions are a property of the system
resulting from the interaction of elements, and they can only be understood at
that level.


In this chapter, the objective is to promote an understanding of
conscious processes at the level of human behavior. The approach is to examine
patients who have undergone brain surgery or who have suffered focal brain
damage. The experimental data are derived primarily from patients with
progressive intractable epilepsy, who have had a surgical procedure in which
the largest inter-hemispheric commissure (the corpus callosum) is sectioned.


First, the early history of human split-brain research will be
summarized from the surgical perspective. The neurosurgical procedure is
performed only as a final effort to control epilepsy after all drug programs
have failed; patients in this group are necessarily few in number. These
patients have been followed closely from the therapeutic perspective, but the
intensive studies have focused on the cognitive aspects of their course.


Second, it will be demonstrated that the major psychological result
of the early studies established that each cerebral hemisphere of the
split-brain patient was capable of sustaining autonomous, independent cognitive
systems that were outside the realm of awareness of the opposite hemisphere.
With language mechanisms generally localized in the left cerebral hemisphere,
behavior generated from the right cerebral hemisphere could not, for the most
part, be verbalized. Since each hemisphere was ignorant of specific information
in the opposite hemisphere, later studies probed the mechanisms by which the
integration of these disparate cognitive operations could take place.


Experiments have shown that after a behavior is produced by the
nonspeaking (generally right) hemisphere, the subsequent verbal explanation
produced by the speaking (generally left) hemisphere delineates an explicit
motivation for such activity in spite of the speaking hemisphere having no real
prior knowledge of the behavior. Although the model is continuously evolving, it
will be argued later in the chapter that an individual is a series of
coconscious mental systems each competing for the limited output mechanisms. Of
the multiple mental systems present in human beings, usually only one can talk
and interpret events linguistically. The view is that the constant flow of
emitted behavior is generally interpreted by the verbal system, and provides
one with knowledge, opinion, belief about the environment, about oneself, and
about one’s behavior. By such acts linguistic behavior provides an
organizational framework for the individual.


Finally, the split-brain methodology will be modified for clinical
neurological studies of patients with focal brain damage. Similar questions
about the interaction of verbal and nonverbal mental systems will be discussed.
To date, studies suggest that man is not governed by unconscious and generally
immutable belief systems, but that his knowledge, opinions, and beliefs about
himself and the world arise out of the need to integrate behaviors that are
produced from coconscious nonverbal mental systems.


Perspectives in Neurosurgical History


The neurosurgical operations for the control of intractable epilepsy
involve the removal of an abnormal cortical area, the removal of a specific
lobe (often temporal or frontal), or, in certain restricted cases, the removal
of a complete cerebral hemisphere. Transection of the corpus callosum for
epilepsy control dates to the 1940s when Erickson experimented with the spread
of seizure activity in the cerebral hemispheres of monkeys. He suggested that
the corpus callosum was the principle pathway for the spread of epileptic
discharge from one hemisphere to the other, and that severing this commissural
system and other forebrain commissures seemed to prevent that spread.
Presently, opposing theoretical viewpoints suggest that the presence of the
callosum inhibits the spread of seizure activity, but the issue remains
unresolved.


At approximately the same time as Erikson, Van Wagenen and Herren
independently reached similar conclusions about the importance of the callosum
in the spread of the epileptic focus. Their experience was based on clinical
observations that epileptic patients who developed tumors of their callosum
experienced seizure-free episodes. They took the bold step of performing
forebrain commissurotomies on twenty-six patients who suffered intractable
epilepsy. Most of the patients underwent partial division of the callosum; only
one had the anterior commissure divided. Although the published results of the
first ten patients looked optimistic and there was no major change in most
patients’ behavior, the overall beneficial therapeutic effect was too variable.
Nine of the ten patients continued to seize in the first six postoperative
months.


An extended follow-up of these patients was undertaken by Akelaitis,
who suggested that there was no apparent decrement in mental functioning. Many
of the testing procedures that Akelaitis used were clinical in nature, and they
were simply not precise enough to address some of the more subtle issues raised
by two disconnected hemispheres in the same cranium. Akelaitis concluded that
the great cerebral commissure could be sectioned without apparent clinical
consequence. However, more sophisticated techniques later revealed the crisp
dissociations of independent cognitive processes.


Since the majority of the fibers in the corpus callosum interconnect
homotopic regions in the two hemispheres, section of the corpus callosum,
reserved as it is for the inexorably progressive forms of epilepsy, differs
from the cortical removal operations in that the lesion is clearly restricted
to these inter-hemispheric connecting fibers. There is no surround of injury
invading adjacent neural areas, such as occurs with cortical ablations. The associated
clinically observed deficits are minimal.


In any case, neurosurgical section of the forebrain commissures was
not used again until the 1960s when Bogen and Vogel embarked on a new study.
Using similar stringent criteria for selecting patients for operation, two new
series were begun. Many of these patients experienced fewer seizures, minimal
associated clinical changes, and were managed more successfully on lowered drug
dosage.


The Human Split-Brain Operation in Transition


From the late 1960s through the early 1970s, Donald Wilson and
colleagues of the Dartmouth Medical School started another series of callosal
sectioned patients. Using the accepted criteria for the classification of the
epilepsies as well as stringent criteria before accepting the patient for
surgery, Wilson sectioned the interhemispheric commissures in several different
procedures. In the first series, it was standard practice to open the lateral
ventricles and divide the anterior commissure, one fornix, and the corpus
callosum. In the second series, Wilson continued to use microsurgical
techniques, but he did not enter the ventricles; he divided only the corpus
callosum. The most recent group of patients, Wilson’s third series, underwent
similar microsurgical procedures that were completed in two stages. Several
weeks elapsed between the first and the second stage of the commissure section.
In this procedure the posterior half of the callosum is sectioned, and several
weeks later the remaining callosal fibers are sectioned. There are three
patients in this study, each of whom has been tested at each stage of
commissurotomy.


The History of Cognition in Each Hemisphere


The initial cognitive studies on Bogen and Vogel’s- first patients
were carried out by Gazzaniga and Sperry. In specific tests, lateralized
stimulus information was briefly presented to patients. Most studies involved
visual information, although auditory and tactual stimulus presentation modes
have also been used. The neural systems that subserve these functions are also
discretely lateralized. The visual experiments are possible because the
retinal-cortical pathways are organized so that tachistoscopic presentation to
the left visual field is projected to the right hemisphere, and information
presented in the right visual field is projected to the left hemisphere. In
general, only stimuli presented in the right visual field or in the right hand
can be verbally identified, since these stimuli are discretely projected to the
left hemisphere, whereas both hemispheres can respond in a nonverbal fashion.


The early studies demonstrated that information processed by one
disconnected hemisphere was not available to the cognitive apparatus of the
other hemisphere. Interhemispheric exchange of information was totally
disrupted, so that while visual, tactual, and auditory information presented to
one hemisphere could be recorded and processed, and a response could be
generated by that hemisphere, these activities occurred unknown to the opposite
hemisphere until an overt behavior was produced. The data confirmed the
experiments of Myers and Sperry in animals, which showed the callosum to be
crucial in interhemispheric transfer. The data in humans, however, were more
dramatic: Since the left hemisphere controls the language mechanisms in humans,
only processes ongoing in the left hemisphere could be verbally described by
the patients.


Thus, if a picture of a spoon, for example, was flashed to the right
hemisphere, the subject responded by saying “I did not see anything.” However,
the subject would be able to retrieve the object with the left hand from a
series of objects out of vision (see figure 2-1). The right hemisphere could
organize the discrete sensorimotor act of the left hand. Further, when this
object was held in the left hand out of the patient’s view, the response to the
experimenter’s question, “What are you holding in your left hand?” would
persistently be “I don’t know.” In fact, the talking hemisphere behaved as if
it did not know what the ipsilateral left hand was holding. It did not see the
exposed slide, nor did it have access to the highly refined proprioceptive
information from the ipsilateral left side of the body. Clearly, however, the
right hemisphere was able to process the projected stimulus and initiate any
additional activity necessary to direct the left hand to make a correct choice.
Since the right hemisphere in all but a very few split-brain patients is not
endowed with formal or sophisticated language mechanisms, the process is
distinctly nonverbal.
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Figure 2-1.
The word “spoon”, lateralized to the left field of a
split-brain patient, was available only to his right, nonverbal hemisphere. The
patient, unable to name it, was able to retrieve the correct object out of
view.




The studies showed that the left dominant hemisphere was vastly
superior to the right in both the production and comprehension of language. At
the same time, the right hemisphere possessed superior skills on nonverbal
tasks such as drawing and copying designs and in arranging items to construct
complex patterns. Although each hemisphere appeared to have some bias for
processing certain types of information, the detection of this difference
depended critically on the experimental design. LeDoux, Wilson, and Gazzaniga
showed, for example, that the right hemisphere advantage on a variety of
spatial tasks was dependent on the involvement of manual activities in the
perception of spatial relationships. In this study the striking difference in
the competence of the right compared to the left hemisphere on tasks of spatial
relationships disappeared when use of the hands was prohibited. The extension
of the early findings of cerebral lateralization has led to broader claims that
argue for the presence of different cognitive styles, each existing exclusively
within a cerebral hemisphere. The demonstration of the presence of similar
cognitive processes in both hemispheres, however, makes the argument for strict
lateralization more apparent than real.


Other investigators have asserted that the isolated right hemisphere
is the repository for mental processes that are repressed and “unconscious.”
They suggest that these right hemisphere processes are congruent with
primary-process thinking, and that the right hemisphere is the neural substrate
of the unconscious, or the generator of some “preconscious stream.” Experiments
have demonstrated that the right hemisphere can generate an overt behavior in
response to specific and complex stimuli. While the stimulus cannot be verbally
described, nor the patients able to evince prior verbal knowledge of this
behavior, the ensuing act is appropriate to the stimulus. It is doubtful
whether stimulus-appropriate behavior out of verbal awareness can continue to
be considered “unconscious.”


Some specialists have used the notion of right hemisphere as the
neural substrate of the unconscious to support a claim that the split-brain
patients do not dream, or at least cannot talk about their dreams. Some years
ago a study reported that split-brain patients dream. Over the years these
patients continued to report their dreams, revealing a fantasy life that is as
full and rich as their peers.


The rubrics of “mind-right”—“mind-left,” wholistic mind—analytic
mind, intuitiverational, east-west, and so forth, have all been used to
describe the differences in cognitive processing between the two hemispheres.
Humans seem to seek dichotomies, yet the appeal of these headings or divisions
resulted in an impoverished shorthand that has misrepresented the full story.
The taxonomy that has been developed for each hemisphere generally ignores
important details and, more specifically, the major issue—the study of
integrated behavior.


By demonstrating that information could be accurately processed
independently in each hemisphere, the early studies introduced the intriguing
question of whether the mechanisms of consciousness were doubly represented
following split-brain surgery, f While the conscious properties of the speech-producing
hemisphere were apparent, the view that the mute and apparently functionless
hemisphere was also “conscious” was widely criticized and generally rejected.
The task, then, was not only to tease out the workings of a speechless
hemisphere and recognize its coconscious status, but also to discover the
contribution of this hemisphere to the total behavior of the patient.


Integration of Coconscious Mechanisms in the
Split Brain


In recent years this challenge has been answered by designing
experiments that focus on the interaction of the two cerebral hemispheres in
the split-brain patient. This interaction produces an ever-present sense of
unity, even though the experimental evidence clearly shows that the mental
phenomena of one hemisphere continue unperceived by the other hemisphere. A
series of experimental paradigms address the question of how the dominant left
hemisphere deals with the overt and covert behaviors produced by the right
hemisphere.


A patient, P, was asked to select from a series of picture cards the
one picture that best related to a flashed stimulus. The test picture was
flashed tachistoscopically to the right or left visual field and thereby
lateralized to the left or right hemisphere. For example, when an “apple” was
flashed to a single visual field, the subject was asked to choose from a series
of picture cards that might have included a comb, a toaster, and a banana. With
the superordinate concept being, in this situation, “fruit,” each hemisphere
usually made the correct choice. The performance across several superordinate
categories was nearly perfect.


To examine how the left, talking hemisphere dealt with behavior
produced by the right half of the brain, this experiment was modified slightly:
Two pictures were flashed simultaneously, one to each hemisphere. In these
critical trials, the patient was again required to point to cards that best
related to the flashed stimuli. Only rarely did the response to one of the
stimuli, mainly the right visual field-left hemisphere, block a response from
the other hemisphere. In general, exposure to both visual fields led to the
correct choices. A typical example: A snow scene was exposed to the right
hemisphere, and a picture of a chicken claw to the left hemisphere. The best
choice for the left hemisphere from the four proffered cards was a chicken, and
the best choice for the right hemisphere was a snow shovel. The corresponding
choices were made with the hand contralateral to each exposed hemisphere (see
figure 2-2).


After the patient had pointed to two out of the eight cards, he was
asked to explain the reason for each choice. In the snow scene-chicken claw
exposure, the patient explained his choice of a shovel and a chicken by saying,
“Oh, that’s simple. The chicken claw goes with the chicken, and you need a
shovel to clean out the chicken shed.”


In test after test, when each hemisphere was given a task to solve
requiring an overt and specific response, the left language system behaved as
if it viewed the overt behavior of both hemispheres and instantly incorporated
that behavior into a general theory of personal motivation. The mode of this
incorporation was quite specifically elucidated by the left hemisphere language
system. However, the verbal system never admitted to prior knowledge of plans
or responses generated by other systems, specifically right hemisphere
responses. The striking ease and speed with which a story was completed on this
and other occasions demonstrated the need of the organism to establish a
framework in which the verbal system defended its sense of conscious unity. Once
a behavior was manifest the verbal system explained the external reality.


In other tests, patient J was asked to view two pictures
simultaneously exposed, one to each visual field. He then had to choose the
identical objects from a box of many objects, all within his field of vision.
For example, a spoon was exposed to the right hemisphere, and an apple was
exposed to the left, speaking hemisphere. He would pick up the spoon with his
left hand and then say, “This isn’t right. I didn’t see a spoon, I saw an
apple.” This said, he easily moved to the apple and picked it up (see figure
2-3). When asked why he picked up the spoon first, he immediately replied, “It
was in the way and I wanted to move it so I could pick up the apple.” The
explanations for his choices took this line throughout the entire experiment.
The responses were neither guesses nor the beginning of vivid confabulations;
they were statements of fact, a left hemisphere verbal offering to explain a
behavior arising from motivations lurking in the right hemisphere. The left
hand would always initially pick out the object flashed to the right
hemisphere, and the robust left hemisphere verbal system would immediately
suggest several reasons for picking an object that the right hemisphere saw but
could not describe.
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Figure 2-2. 
Two different picture completion tasks were presented
simultaneously, one to each hemisphere. The patient was required to point to
the appropriate answer, with the hand contralateral to the exposed hemisphere.
After both hands moved to complete the task, the patient described the reasons
for each choice, even though he could not verbally identify the left visual
field.




Source: Gazzaniga, M.S. and LeDoux, J.E. The Integrated Mind.
New York: Plenum Press, 1978. p. 149.


After several trials of this kind, in which the left hemisphere was
forced to propose a theory for behaviors produced by independent right
hemisphere behaviors, J became agitated. In these particular tests an explicit
conflict was induced in the patient, since the right hemisphere was basically
listening to a “lie” constructed by the left hemisphere. The right hemisphere
knew why the left hand was picking up the spoon. It saw a spoon. However, in J
this right hemisphere mental system, as is usually the case, was not capable of
speech, and it simply was unable to correct the left hemisphere story.
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Figure 2-3. 
Two different pictures were presented simultaneously,
one to each hemisphere-for example, a “spoon” was exposed on the left visual
field and an “apple” was exposed on the right visual field. Although the
patient chose the correct objects, the left verbal hemisphere did not know why
each object was picked. However, the patient immediately offered an explanation.




A re-explanation of the neurosurgical procedure has always had a
calming effect on J. Further, a discussion of the possible reasons for the
patient’s performance on each of the tasks considerably reduced the patient’s
anxiety. The patient was always reminded of the artificial system of
lateralizing the stimulus; it is a situation that never occurs in daily
experience. The investigator might say, “It is our special way of testing that
presents pictures to your silent right hemisphere that you simply cannot
verbally explain.”


Yet on the very next trial, J returned to the typical explanation of
the overt behavior produced by the right hemisphere response. He never used his
awareness of having a disconnected hemisphere to explain his action. In fact,
it can be said that after an action, the immediate drive for consistency and
coherence through a verbal description is overwhelming. Patients never use the offered
alternative explanation for the overt behaviors that occur outside of verbal
awareness. The ability to accept the alternative explanation may require a
tolerance of the disparate mental systems that is difficult to acquire. The
patient’s description of reality seems to arise again and again from
considering an overt behavior.


Covert Interactions: Cognitive and Emotional
Contributions to Consciousness


The variety of phenomena just described have demonstrated how overt
behaviors organized by the right hemisphere were accepted and interpreted by
the left hemisphere. Consequently, it is necessary to consider how covert
behaviors produced by nonverbal mental systems are interpreted by the verbal
system. Under certain conditions behavioral responses have demonstrated insight
into cognitive-emotional interactions and reinforced the coconscious multiple-mental-system-interaction
model. Before describing split-brain experiments carried out to date, it might
be helpful to consider some of the current theories of emotional behavior.


Views of emotional mechanisms and their influence on behavior
evolved from a controversy between James and Cannon. James argued that the
somatic change that occurred following an exciting stimulus was the emotion.
Cannon’s refutation was based on the physiology of the peripheral visceral
changes as observed in animal experiments. According to Cannon, visceral
changes were too slow and too nonspecific to account adequately for emotional
change. In fact, in animal experiments, total separation of the viscera from
the central nervous system did not alter emotional behavior. Peripheral somatic
change caused a general but nonspecific state of arousal.


However, a different and more recent view concerning emotional
mechanisms has been constructed by Schachter. After long series of experiments,
Schachter maintained that the particular cognitive state of a subject
determined the emotional interpretation given to a neutral but arousing
physical stimulus. Stated differently, cognitive systems establish dimensions
for the crude physiological arousal system that in itself cannot determine
positive or negative emotion.


More recent and compelling views stem from the work of Zajonc. In
his analysis emotional responses are immediate, precede cognition, and suggest
a positive or negative value. These emotional responses, in one experimental
setting, were based on stimulus frequency. While being exposed to a random
series of words, subjects attached more positive ratings to the more frequently
presented words. In this experiment, the words that were repeated with greater
frequency were also presented so that they could not be verbally detected.
Taken as a whole, this argues for the primacy of affect in cognitive-emotional
interactions; it also suggests that people initially assign either positive or
negative value to a stimulus and that this judgment takes place independent of
cognitive analysis.


Studies carried out on cognitive emotional interactions in the
split-brain patient support the latter interpretation and also suggest that a
nonverbal mental system making a value judgment about the flashed stimulus can
subsequently precipitate an emotional state that the left language system is
compelled to interpret. The induced emotional state in the split-brain experiments
did not lead to any overt behavior that the left hemisphere could observe and
interpret. These conclusions are deduced from the following experiments.


It was known from past observations that the right hemisphere of
patient P could perform certain primitive language operations. The development
of language skills in the right hemisphere is most unusual, and is the subject
of another complete investigation. On a verbal command test, P was instructed
to perform the action described by a word flashed before him. His reaction to
the left visual field presentation of the word “kiss” proved revealing.
Although he could neither describe the word he had seen nor mime the activity,
he said, . . no way, no way. You’re kidding.” His smile and nervous laugh on this
trial was different from those on other trials. He seemed embarrassed by this
flash. On presentation of the word “kiss” to the right visual field (left
hemisphere), he would not perform the action and, like the adolescent boy he
was, he said, “Kiss . . . No way. Kissin’ is not for me.” In trials to both
hemispheres there was an emotional reaction to the word “kiss.” In the latter
instance, P could accurately describe the word and the action that he was not
going to mime. When the command was exposed to the right hemisphere, he
responded with an emotional judgment generated by right hemisphere mechanisms,
which he could not describe, but he certainly felt. This independent setting of
behavior for an emotionally arousing stimulus has led to a broad exploration of
independent hemispheres—specifically, whether each half brain would behave as
if it had its own independent system for assigning values to events, setting
goals and response priorities.


Since this unusual young man, P, could read in the left visual
field, it was possible to pursue the right hemisphere responses that were
covertly communicated to both hemispheres and that necessitated verbal
interpretation by the left hemisphere. In a series of experiments a dozen words
that were known to have positive or negative affective quality were singly
presented to P’s left visual field. The patient’s task was to rank order each
word by pointing to one of five ratings: like very much, like, undecided,
dislike, and dislike very much. The patient’s inability to describe verbally
the stimulus lateralized to the left visual field confirmed the notion that the
left hemisphere did not have access to the complete critical identification of
the information. On specific exposures in the right visual field, the verbal response
indicated that the left hemisphere could easily perform the task. However,
since the experiment addressed the interaction between the hemispheres caused
by the emotional content of the stimuli, the critical exposures were to the
left visual field. Once this profile of rank order had been established for the
right hemisphere by pointing to rating cards, the words were rearranged and
again presented to the right hemisphere. In this series of trials, however, the
patient was required to make a verbal response. This verbal response emanated
from his left hemisphere and indicated a left hemisphere interpretation of the
feeling his right hemisphere had about each stimulus.


As can be seen in figure 2-4, the results under the two test
conditions were astonishingly similar. The profile of emotional values that the
right hemisphere had independently generated and reported by pointing with the
left hand was almost identical to the left hemisphere spoken responses to the
same set of left visual field stimuli. The left hemisphere on any particular
trial was unable to say what the word had been, although it produced identical
rankings. Clearly the emotional dimension was communicated to the left
hemisphere.


In the context of interactive coconscious mental systems, these
results demonstrated how a nonverbal mental system could precipitate an
emotion. Furthermore, it showed that once covert behavior is communicated
throughout the brain, it is then incorporated into the ongoing verbal
interpretation of the present.


A Model for Anxiety: Further Covert Actions


It is clear from observations made some time ago that each
disconnected hemisphere of a split-brain subject can independently express
emotion. It would seem possible, therefore, that each hemisphere might possibly
evaluate a particular stimulus differently. At a particular moment in time, the
left might like a particular idea, concept, or person, while the right might
react differently.0
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Figure 2-4. 
The left hemisphere and the right hemisphere
independently ranked a set of emotional words. These nearly identical rankings
suggest that emotional values can be shared by two disconnected hemispheres.
The scale consisted of: LVM = like very much; L = like; U = undecided; D =
dislike; DVM = dislike very much.




Source: Gazzaniga, M.S., and LeDoux, J.E. The Integrated
Mind. New York: Plenum Press, 1978, p. 153.


What would be the overall behavioral consequence of this disparate
state? Observations of this kind of problem came about on two different test
sessions. On a day when P was calm, tractable, and appealing, his left and
right hemispheres behaved as if they agreed on, and equally valued, himself,
his friends, and other matters (see figure 2-4). Assigning values, generating
choices, and making judgments were cognitive tasks easily and independently
accomplished by each hemisphere.


At other times, however, there were marked differences between the
evaluations made by each hemisphere. Under these circumstances, P behaved in an
unusual agitated, aggressive, and restless manner. The right and left
hemispheres were producing conflicting evaluations about the same stimuli. It
was as if both positive and negative emotional systems were simultaneously
active, and the ensuing conflict produced a state of anxiety. In fact, P
experienced cold, tremulous extremities, rapid pulse, and dilated
pupils—somatic changes frequently associated with anxiety.


This clear example of surgically produced psychological dynamism,
seen for the first time in P, raised the question of whether such processes are
active in the normal brain. Perhaps most or all episodes of anxiety are the
result of discrete mental systems evaluating the same external stimuli or
internal thought and assigning different values. Thus, when a nonverbal mental
system responds to a particular visual, auditory, sensory, olfactory, or
gustatory stimuli, which may or may not enter verbal awareness, it has a
pervasive effect on all subsequent processes. These sensations may be
conditionally associated with a definite emotional tone so that only a subtle
aspect of the experience is necessary to trigger the entire emotional
experience. While such conditioning is possible, it need not be available for
verbal awareness. For example, in Florence one can be focused on Michelangelo’s
statue of David and feel so aroused, awed, and inspired that, unknown to the
verbal system, the brain is also recording the scents, noises, and the total
gestalt of the city itself. The emotional tone conditioned by these subtle
aspects of the experience might later be triggered in other settings because of
the presence of similar or related stimuli. The person, puzzled by his
affective state, might question the reasons for feeling a certain way. At this
point, if the multiple nonverbal representations of the city are not recalled,
the verbal system might take over and concoct a substitute, though plausible,
explanation. In short, the environment has ways of planting hooks in our minds,
and while the verbal system may not know the why or the wherefore, part of its
job is to make sense out of the nonverbal mental system interaction.


Partial Commissurotomy: Evidence for Multiple
Representational Systems


The remarkable split-brain findings of the past twenty years are not
apparent in patients who have undergone section of the anterior one-half to
two-thirds of the corpus callosum. However, patients with posterior section of
the callosum are usually visually split and produce many of the remarkable
behaviors already described in patients with complete callosal section. These
clinical situations have generally occurred after tumor removal. This evidence
supports a wealth of observations from animal experiments and suggests that
disruption of visual communication underlies an important part of the
split-brain phenomenon. Recently, Wilson has carried out the surgical process
in two stages, with a patient undergoing isolated posterior callosal section
that included the splenium. This patient, J, had been examined both pre-and
postoperatively. He easily named the exposures in the right visual field (above
91 percent) and pointed accurately to the correct choice after left visual
field exposure (also in the 90 percent range). Much of the additional
experimental work addressed the psychological quality of the developing ability
to name the left visual field exposures.


In brief, the left hemisphere’s ability to name different sets of
visual stimuli presented to the right half brain, following the selective
posterior callosal section, improved during the ten-week period that elapsed
between the two surgical procedures. While the first testing session revealed
that J was, for the most part, unable to name stimuli presented in the left
visual field (28 percent accuracy), he was able eight weeks later, with new
stimulus material, to name 83 percent of left visual field stimuli. At first
glance, this kind of result might best be explained by hypothesizing that the
stimulus presented to the right hemisphere (left visual field) had been
transferred by the remaining commissures to the left hemisphere for analysis
and naming. Subsequent careful analysis of each test trial argued against that
mechanism. When instructed to name the left visual field, J’s behavior was
unlike any patient with complete callosal section, particularly because he did
not deny having “seen” anything. Also unlike patients who have had complete
callosal section but who transfer information via the remaining anterior
commissure, he did not name the stimuli immediately.


In fact, his initial response after left visual field exposure was
to say that he could “see” a “picture” of the stimulus but he could not name
it. The examiner initiated a series of questions whenever J insisted that he
had some sense of the left visual field information. This interaction often
began with the question, “Is it an object or a living thing?” and continued
along these lines. Thus, when a line drawing of a hunter’s cap was flashed to
the right hemisphere, J reported that the stimulus was an “object.” A number of
object classes, such as vehicles, tools, and so on, were then presented. He
rejected each, saying “No,” until clothing was offered. At this point he
responded with an emphatic “Yes.” He then recognized that the object was worn
by a man, and the particular season in which it was worn. When he recognized
the usual (red) color, he quickly exclaimed, “hunting cap.” In this manner, J
rarely identified the left visual field stimulus immediately. More often he
described personally relevant contexts in which the stimulus could be found,
yet he guessed infrequently. His choices were precise, and once made, he could
not be shaken from his conviction.


It would appear that the stimulus projected to the right hemisphere
activated a set of associations that were processed in more anterior regions of
the right hemisphere and that were still interconnected by the anterior
callosum. Once these attributes were collected, the left verbal system seemed
able to deduce what the actual stimulus might have been. This result was more
remarkable when particular word-stimuli were considered. To a word exposed in
the left visual field—for example, “ship”—he said, “I see a picture of a
television show called the Love Boat,
but it’s not boat, ship was flashed.” The absence of synonymous substitution
errors suggested that the left hemisphere had based the inferential process on
more than a pictorial referent.


These and other examples provide converging evidence that the
splenium is crucial for interhemispheric visual communication. Moreover, the
partial surgical section suggested that the interaction of the verbal and
nonverbal mental systems was considerably aided by the construction of complex
spatial contexts. The right hemisphere acted to process a visual stimuli not
only by pointing to matching choice cards, or completion cards, but also by
constructing some representation that became accessible to the verbal system of
the left hemisphere.


The Parietal Lobe in Man: Access to the Verbal
System After Focal Brain Damage


Although the split-brain patient represents an explicit instance of
the interaction of multiple coconscious mental systems, this concept remains to
be tested in other situations. The notion of multiple coconscious mental
systems can be studied in another clinical neurologic setting. It is generally
thought that lesions of the right parieto-occipital cortex in man produce a
variety of behavioral disturbances that interfere with the detection of and
orientation to external stimuli. A striking example, called “visual
extinction,” occurs when stimuli are presented simultaneously to both the left
and right visual field, and the patient with right parietal damage can identify
only the right visual field. Presentation of a single stimulus in any area of
the visual field results in accurate detection and description, but simultaneous
presentation of two stimuli, one in each field, results in the verbal
description of only the stimulus in the right visual field. Although the
extinguished stimulus in the left visual field often goes completely unnoticed
by these patients, they are able to perform an interfield comparison task
between this stimulus, which they cannot name, and the stimulus in the right
visual field, which they can name. That is, these patients can make accurate
judgments about the similarities or differences between two stimuli, one in
each visual field, even though they cannot identify both stimuli and, at times,
even deny the presence of the left visual field stimuli.


The results have been documented on seven patients with right
parietal damage and on an eighth patient with left parietal damage.
Specifically, each patient sat in front of a screen and was required to
identify objects or words projected singly to either visual field (see table
2-1). In a second series, stimuli were presented simultaneously to both visual
fields, but the response requirements changed. Instead of having to identify
both stimuli, the patients were asked to judge whether the stimuli were the
same or different. The patients uniformly made accurate judgments when
comparing information simultaneously presented to both visual fields, yet on
further questioning they were unable to verbally characterize the left visual
field information with the same level of accuracy as that of the right visual
field (see table 2-2). In fact, during the bilateral simultaneous projections,
two patients could not name any of the left visual field stimuli and insisted
the task was “absolutely silly,” although they continued to make accurate
“same/different” judgments. These data bear on the interaction of verbal and
nonverbal mental systems. Similar to the split-brain patients, these patients
were influenced by information they frequently were unable to verbally
identify.


In the trials where the same stimulus was presented to each visual
field, the patient concluded, “Well, that was same, and I saw an apple [nodding
toward the right visual field] ... so I guess there was an apple here too
[pointing to the left visual field], but I did not see it.” On the majority of
“different” trials they generally could not name the stimulus in the visual
field that projects to the damaged hemisphere.


The stimulus comparison task appears to occur at a post-perceptual,
preverbal level. Only the comparison and not the specific identification is
available to linguistic mechanisms (see figure 2-5). In spite of defective
orientation to, and detection of, external stimuli, these patients were able to
process stimulus information to permit accurate comparison judgments. Their
striking inability, in most instances, to acknowledge the presence of that
stimulus supports the notion of coconscious mental systems that function out of
verbal awareness.


Further Examination of Information Access to the
Verbal System


Intracarotid injections of amobarbital are commonly used to
investigate the neural substrate for language and memory mechanisms when
neurosurgery on the temporal lobes is contemplated. This short-acting
barbiturate selectively abolishes half-brain function for a short period of
time. In conjunction with this diagnostic effort, experiments have been carried
out during the typical test procedures. Prior to the amobarbital test the
patient was required to name common pictures and to name objects that were
explored tactilely out of the field of vision. When correctly completed these
tests signaled adequate processing of visual and tactile information from both
visual fields and from both hands. Left visual field information and left-hand
information needed further relay to the left hemisphere for naming to occur.


Table 2-1 Single Visual Field Naming


RIGHT PARIETAL LOBE DAMAGE



 
  	PATIENT
  	  
  	VISUAL FIELD
  	  
 

 
  	LEFT
  	  
  	RIGHT
 

 
  	1
  	1.00 (15)
  	  
  	1.00 (12)
 

 
  	2
  	0.94 (16)
  	  
  	0-89 (9)
 

 
  	3
  	0.86 (14)
  	  
  	1.00 (15)
 

 
  	4
  	0.91 (33)
  	
  	0.88 (33)
 

 
  	5
  	0.77 (26)
  	
  	0.83 (24)
 

 
  	6
  	1.00 (30)
  	
  	1.00 (30)
 

 
  	7
  	1.00 (10)
  	
  	0.80 (10)
 





LEFT PARIETAL LOBE DAMAGE



 
  	PATIENT
  	LEFT
  	RIGHT
 

 
  	1
  	1.00 (10)
  	0.80 (10)
 





The proportion of trials that were correctly named by each
patient in each visual field is shown. Numbers in parentheses represent total
number of trials presented to each visual field. Variability in the numbers of
trials among the patients reflects primary concern for their medical care.
Performance differences between the visual fields were not significant (t (7) =
0.833, P -3).


Table 2-2 “Extinguished” Visual Field Naming After Same/Different Judgments
on Double Simultaneous Visual Field Presentation Trials


RIGHT PARIETAL LOBE DAMAGE


SAME/DIFFERENT LVF NAMING ON


PATIENT JUDGMENTS “DIFFERENT” TRIALS



 
  	1
  	1.00 (17)
  	0.00 (7)
 

 
  	2
  	0.88 (26)
  	0.00 (16)
 

 
  	3
  	0-95 (39)
  	0.48 (25)
 

 
  	4
  	0.90 (68)
  	0.23 (35)
 

 
  	5
  	0.90 (30)
  	0.32 (19)
 

 
  	6
  	0.96 (48)
  	0.38 (24)
 

 
  	7
  	0.80 (40)
  	0.18 (40)
 





LEFT PARIETAL LOBE DAMAGE


SAME/DIFFERENT RVF NAMING ON


PATIENT JUDGMENTS “DIFFERENT” TRIALS


O.80 (40) O.18 (40)


The proportion of correct same/different judgments and
proportion of different trials in which the stimulus in the ‘extinguished’
field was correctly named are shown. Numbers in parenthesis represent the total
number of trials. The accuracy of the same/different judgments was
significantly greater than the accuracy of naming the extinguished field (t (7)
= 10.935, P -005)-LVF = left visual field; RVF = right visual field.



[image: Figure2.5]

Figure 2-5. 
This picture is a series of typical responses from
patients with right parietal lobe damage. Under single-field conditions, objects
in each visual field were accurately described, but under bilateral
presentation, the left visual field object could not be named even though the
patient made an accurate “same/different” judgment.




SOURCE: Volpe, B.T., LeDoux, J.E., and Gazzaniga, M.S.
“Information Processing of Visual Stimuli in an ‘Extinguished’ Field,” Nature,
282 (1979): 723.


Generally, visual and tactile stimuli were presented to the
uninjected and conscious hemisphere during the brief period of depressed
functioning of the opposite hemisphere. Reversible paralysis of the
contralateral limbs signaled the depressed function of the injected hemisphere.
When the effects of the drug had ceased, recall or recognition of the relevant
stimuli were assessed. Past studies have demonstrated that memory, specifically
for verbal material, was impaired only following injections of the left
hemisphere, whereas successful memory for nonverbal material did not
lateralize.


Recent laboratory studies have explored the memory for information
that exists independent of language. Ten patients, none of whom had aphasia or
cognitive deficits prior to testing, were subjected to angiography and carotid
amytal testing. Seven patients were tumor suspects, two had isolated seizure
foci, and one had already undergone aneurysm repair. The left hemisphere was
anesthetized, and the expected right body paralysis and global aphasia in each
of the eight patients was produced. Then, an object, say, a spoon, was placed
in the left hand. After several moments of palpation the spoon was removed. A
few minutes later, the drug effect dissipated and the patient was completely
awake, alert, and had full sensorimotor function. When the patient was asked,
“What was placed in your hand?” all eight patients responded, “I don’t know,”
or “Nothing.” All patients responded accurately, however, on a test of verbal
recall from a period prior to the injection, yet no amount of encouragement or
cues prompted a verbal description of the palpated object.


When several choice cards were placed in front of the patients, they
pointed, almost instantly, with the left hand to the picture of the correct
object (see figure 2-6). This performance reflected the inaccessibility of the
nonverbal mental system information to verbal analysis. Six of the eight
patients pointed to a picture of an object they had palpated while language
mechanisms were selectively depressed, although they could not name this object
until after they performed the visual choice task. In a similar fashion, two
additional patients were required to palpate objects with the left hand while
the left hemisphere (and language function) was temporarily depressed. When the
drug effect waned they could not verbally describe the palpated object. In
spite of this apparent verbal ignorance, they explored, out of vision, a box
full of objects, and with the left hand chose the correct object.



[image: Figure2.6]

Figure 2-6. 
During a sodium amytal test, the patient’s left
hemisphere was anesthetized, and the left (right hemisphere) was allowed to
palpate an object. After the drug effect dissipated, the patient was unable
verbally to describe the object, but he was able to retrieve it with the left
hand.




These data suggest that information stored in the absence of
language was not easily accessible to language, even when that nonverbal system
reemerged and became functional. The tactile information seemed to be
represented in a manner that was impenetrable for linguistic analysis. These
coexisting systems appeared to be insulated from one another, yet were present
within the structure of the brain.


Implications for Psychiatry


The experiments with the split-brain and brain-damaged patients
continue to elucidate the heterogeneous and autonomous behavioral functions of
each hemisphere. Work over two decades has demonstrated that each hemisphere
has an independent private complex of cognitive skills that can be mobilized
for more than perceptual discriminations. Each hemisphere can autonomously
generate opinions, judgments, attitudes, and emotions. Thus, these experiments
support a model of interacting coconscious mental systems that directly study
the interaction of cognitive processes which must be coordinated for a final
behavioral act and which allow controlled observation of the distinctly human behavior
of talking about those acts. The data suggest that a dynamic relation holds
between nonverbal information processing systems, which can organize,
represent, and retrieve information, and the more apparent verbal system. Our
approach has been to examine the nature of this interaction in an attempt to
gain insights into normal conscious mechanisms.


It should now be clear that by reporting on the interaction of the
two hemispheres, we are not simply commenting on the intrinsic or isolated
function of the left or the right hemisphere. Split-brain, or two-hemisphere,
testing serves as a method for the examination of the interaction of verbal and
nonverbal mental systems. Additionally, several of the split-brain testing
techniques were modified for use in patients with focal neurologic defects. The
experiments with patients who had suffered parietal lobe damage and those
undergoing carotid amobarbital injection also demonstrate the interaction
between verbal and nonverbal systems.


The recent split-brain experiments explore the extent to which an
emotional response of a nonverbal system without access to the verbal system
can influence complex behavior. For example, word selection for a simple
declarative sentence might be biased by the mood state initiated by another
nonverbal system. As a result of this intervention between mental systems, the
statement might be at odds with previous attitudes about the point in question
and could further lead the person to alter his previous belief about it.


During all of the experiments, the verbal system consistently
attempted to incorporate experimentally induced overt behavior produced by
nonverbal mental systems into a unifying understanding of personal motivation.
For the patients, the language apparatus provided a means to attain a sense of
unity. However, in view of the multiple coconscious mental systems that were
demonstrated, this unity is an illusion. The ramifications of this notion has
particular relevance for forensic psychiatry.


This work is not meant to suggest a specific neural substrate for
the basic forces of the psyche as posited by the psychiatric literature. Nor is
it meant to provide only a neural model that explains the therapeutic
difficulties encountered in traditional psychoanalysis, where conscious
experience is assessed exclusively by verbal output. The verbal mechanisms
simply do not have access to all the nonverbal specific information systems
that may exert crucial influence on behavior. The power and efficiency of
verbal communication are not in question. The data do suggest that there are
major deficiencies when the verbal system is used to evaluate the behavioral
activities of coconscious mental systems.


Experiments with split-brain patients offer a model for behavioral
disorders and an insight into the normal conscious mechanisms. A metaphor for
the human condition of the duality of human nature, and the struggle with inner
conflict, must be expanded to include multiple coconscious mental systems
competing for access to the output mechanisms. The primary output mechanism—
verbal behavior—may only infrequently have prior knowledge of behavior, as one
or another coconscious nonverbal system controls the output mechanism. The
language system may, at times, lag behind in organizing the conscious experience.
This mental operation is only one of a number of operations, and the study of
its interactions with nonverbal systems will continue to capture the
imagination.
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CHAPTER 3 

BIOLOGICAL RHYTHMS AND PSYCHIATRY  


 Thomas A. Wehr and Frederick K. Goodwin  


Our body is like a clock; if one wheel be amiss, all the rest are
disordered, the whole fabric suffers: with such admirable art and harmony is a
man composed. 


Robert Burton, The
Anatomy of Melancholy (1628) 


 Introduction  


Rhythms in nature—the alternation of day and night, the tides and
the seasons—govern our lives and structure our experience. The degree to which
nature’s cycles influence culture is obvious. Less obvious is the fact that
they are also impressed upon our genes, for we generate within ourselves days,
months, and seasons that mirror and anticipate the rhythmic changes around us.
Our biological rhythms make each of us a microcosm of the geophysical world. 


Unlike the motions of the planets, biological clocks are imprecise,
and their synchronization with external rhythms depends upon their being
continually reset. For this purpose we possess special sense organs that lock
onto external time cues such as the rising and setting of the sun and that make
corresponding adjustments. As we live out our lives, our biological self is
always tuned to the rhythms of the world around us, and we are forced to keep
time with its march. 


Our internal rhythms constitute a kind of temporal anatomy. Each day
our body’s temperature rises from a predawn nadir to its evening peak. At night
the pineal gland secretes a hormone, melatonin. When we fall asleep, growth
hormone briefly appears. The adrenals emerge from quiescence abruptly in the
middle of sleep and are most active at dawn. And nearly every function of the
organism exhibits a 24-hour, or circadian, pattern of variation with its own
characteristic timing and waveform. The classical principle of homeostasis must
be amended to encompass such physiological variation: cyclic change of the
internal milieu is maintained. 


Little is known of the functions of our temporal anatomy. We can
speculate that biological rhythms help us to adapt to a cyclically changing
environment, by modulating a range of specially and sometimes mutually
incompatible functions and states that would be impossible in an unchanging
organism. A normal temporal anatomy may also be essential to health.
Experimental disturbances in circadian rhythms have been shown to adversely
affect emotional well-being, mental acuity, longevity, reproductive function,
thermoregulation, and restorativeness of sleep. 


Interest in the human circadian system has come late to medical
science. Perhaps this is because circadian rhythms exist in a temporal rather
than a spatial domain. In addition, there are psychological and technical
reasons for the delay: Compared to the contractions of the heart, a rhythm that
beats only once in 24 hours is not easily perceived subjectively and is not
easily measured objectively. Recently, basic and clinical circadian rhythm
research has been greatly stimulated by three developments: (1) the
introduction of instruments and techniques for long-term monitoring of
physiological and biochemical rhythms in freely moving human subjects; (2) publication
of long-term studies of the behavior of circadian rhythms in normal human
subjects living in isolation from environmental time cues; and (3)
identification of the neuroanatomical site in the hypothalamus of a circadian
pacemaker and its connections to the eye.


It is reasonable to suppose that the human circadian system, a
central integrative mechanism that programs recurring sequences of
physiological and behavioral events and that resides in known neural structures
with proven connections to the environment, is subject to disease and disorder.
The question of whether there are diseases specific to the human circadian
system, however, remains unanswered. It seems likely that such diseases would
affect multiple systems, be associated with disruption of function rather than
tissue, be of obscure etiology, and have prominent behavioral manifestations,
including disturbances of the sleep-wake cycle. In a very general way, this
description fits some psychiatric illnesses, especially the affective
illnesses—depression and manic-depressive states. In fact, two classical
symptoms of depression, early-morning awakening and diurnal variation in mood,
implicate circadian rhythms in their pathophysiology and highlight a paradox:
The depressive awakens early but arises late. Georgi, writing in 1947, was one
of the first to make this connection: 


In the true endogenous depressive we see a shift in the 24-hour
rhythm . . . the night becomes day . . . anyone knowing the material would look
for the CNS origin in the midbrain, where the entire vegetative nervous system
is controlled by a central clock whose rhythmicity . . . regulates and balances
the biological system. (Authors’ translation) 


This chapter will review the evidence that links affective illness
to disturbances in the circadian system. It will also describe a circadian
theory of depression and mania and possible circadian mechanisms of drugs and
procedures that are used in their treatment. 


 The Human Circadian System  


Circadian rhythms are near-24-hour patterns of variation in
biological functions. They are ubiquitous in human physiology. Some circadian
rhythms, such as the sleep-wake cycle, are familiar to everyone. Others can
only be detected with special techniques of measurement. Some of the most
striking patterns occur in the various secretions of the endocrine system, but
they can only be observed when plasma is sampled every 20 minutes for 24 hours
and subsequently analyzed with sensitive radioimmunoassay procedures. 


Circadian rhythms are endogenous and self-sustained; they are not
simply passive responses to daily changes in the environment, but originate
within the organism. In many cases they continue independently of both sleeping
and waking. Their endogenous nature can be appreciated when human subjects are
deprived of all external time cues, permitting their circadian rhythms to free-run in isolation experiments. In
this situation the rhythms persist but with a periodicity that is slightly different
(usually longer) than 24 hours. The fact that they persist, together with the
fact that their period deviates slightly from 24 hours, is evidence that the
rhythms are generated by the organism. (If their period continued to be 24
hours, the influence of a subtle environmental factor could not be ruled out.)
Wever and Aschoff, German scientists who pioneered long-term temporal isolation
experiments, studied hundreds of normal human subjects and found that the
average free-running or intrinsic period
of the human circadian system is about 25 hours. 


Since we are able to adhere to a daily schedule that is shorter than
the intrinsic 25-hour period of our circadian system, it is obvious that some
mechanism continually resets our biological clocks ahead approximately one hour
a day. Somehow, physiologically, the human organism “knows” the correct time
each day and adjusts accordingly. This ongoing process of entrainment of circadian rhythms to the day-night cycle depends
upon the capacity of the organism to automatically perceive and respond to
stimuli in the environment that have the properties of time cues, or zeitgebers. Light-dark transitions (dawn
and dusk) are powerful zeitgebers for
all species, including humans, and light-dark cycles alone can entrain human
circadian rhythms. Other zeitgebers
that may be important for humans include the timing of meals and various social
stimuli, which are less well characterized. 


The effect of a zeitgeber
depends upon the phase of the circadian cycle during which it is presented. If,
for example, a light stimulus occurs near the expected time of dawn (in an
animal whose intrinsic period is longer than 24 hours), circadian rhythms will
be shifted earlier, or phase-advanced;
if the stimulus occurs long after the expected time of dawn, they will be
shifted later, or phase-delayed. The
magnitude and direction of such shifts are a function of how early or late the
stimulus occurs. By presenting light stimuli at various phases of the circadian
cycle it is possible to define a phase-response
curve that describes this function. Typically, such curves show an apparent
discontinuity, or switchover point,
during the circadian phase that corresponds to the middle of the night. If, at
this time, a maximally delaying stimulus is shifted a few minutes later, it
becomes a maximally advancing stimulus; that is, light at 1 A.M. is perceived
as a very late dawning of the previous day and causes a large compensatory
phase-delay, whereas light at 2 A.M. is perceived as a very early dawning of
the next day and causes a large compensatory phase-advance. The switchover
point of the phase-response curve could be an important element in a circadian
rhythm theory of affective illness, since the depressive and manic switch
processes tend to occur in the middle of the night and appear to be associated
with phase-shifts of circadian rhythms. 


The human circadian system can be entrained to artificial “days”
shorter or longer than 24 hours. The limits of the range of entrainment are normally about 21 and 27 hours. The range
of entrainment is partly a function of the intrinsic period of the circadian
system. Subjects with relatively long free-running circadian periods entrain to
long “days” more easily than to short “days”; the converse is true for subjects
with relatively short free-running circadian periods. The range of entrainment
normally includes the 24-hour period of the day-night cycle, although this
might not be the case in diseases of the circadian system. 


When a circadian rhythm is entrained to the day-night cycle, it
adopts a characteristic timing, or phase-position,
relative to it. In other words, the peak and trough of the rhythm recur at
particular times each day. The phase-position of an entrained circadian rhythm
varies slightly from one person to another and is partly a function of the
intrinsic period that a person’s rhythm would exhibit if it were free-running.
A person who has a long intrinsic period (for example, 25.5 hours) and thus
free-runs relatively slowly will adopt a relatively late phase-position when
entrained to the day-night cycle. Someone whose intrinsic period is short (for
example, 24.5 hours) and free-runs relatively fast will adopt a relatively
early phase-position when entrained to the day-night cycle. For example, the
peaks of the rhythms of the two individuals might occur at 5 P.M. and 3 P.M.
respectively. Knowledge of this relationship could be useful if circadian
rhythm phase-disturbances prove to be important in disease. An abnormally early
or late phase-position of a circadian rhythm could indicate that the intrinsic
period of that rhythm is abnormally short or long. There is evidence that the
phase-position of depressed patients’ circadian rhythms is abnormally early
relative to the day-night cycle. A possible interpretation is that their
intrinsic circadian period is abnormally short. 


In the normal situation where the circadian system is entrained to
the 24-hour day-night cycle, its intrinsic period is only a latent
characteristic—the period its oscillations would exhibit if it were
free-running and isolated from external time cues. Obviously, the (latent)
intrinsic period is an important characteristic of the circadian system, since
it determines whether or not a circadian rhythm can be entrained to a given
schedule (the range of entrainment) as well as the phase-position that rhythm
will adopt relative to that schedule if entrainment is achieved. The intrinsic
period of the circadian system is relatively stable, but it can be altered by
certain agents or conditions. The intrinsic period is history dependent; for example, if an organism has been entrained
to a 22-hour “day,” its intrinsic period will gradually become shorter than
would be the case if the organism had been entrained to a 25-hour “day.” Light
intensity, drugs, and hormones can also alter the intrinsic period. In some
species, estrogen and testosterone affect the intrinsic period, which varies
with the estrous cycle. These effects of reproductive hormones may be relevant
to a circadian rhythm theory of affective illness in light of the increased
incidence of depression and mania after puberty, in the puerperium, in
association with the menstrual cycle, and during menopause. 


Many animals, including humans, exhibit seasonal or annual cycles in
behavior and physiology. These cycles regulate levels of sexual, metabolic, and
motoric activity related to reproduction, growth, hibernation, and migration.
Seasonal rhythms are relevant to the present discussion because they have a
circadian basis. Animals use a circadian clock to measure the interval between
dawn and dusk (the photoperiod).
Since the photoperiod varies in length during the year, being shortest at the
winter solstice and longest at the summer solstice, these measurements can be
used to determine the time of year and to trigger appropriate biological and
behavioral changes. Seasonal rhythms have been described in humans, and there
are reasons to believe that they depend on photoperiodic mechanisms. Affective
illness shows seasonal patterns of recurrence which might have a circadian
basis in the photoperiodic mechanism, and at least one type of treatment,
partial sleep-deprivation in the second half of the night, artificially
lengthens the photoperiod by advancing “dawn.” 


Most of our knowledge of the human circadian system is derived from
the behavior of free-running circadian rhythms in temporal isolation
experiments. In general, two types of circadian rhythms have been
simultaneously monitored: the rest-activity (sleep-wake) cycle and the
circadian temperature rhythm. Subjects in these experiments live in caves,
underground bunkers, or aboveground apartments sealed off from the outside
world. They wear indwelling rectal temperature probes that are connected to
recording equipment. Devices worn on the wrist, or sensors in the floor, detect
motion; and the times of switching on and off lights and bedrest is monitored.
Sometimes sleep electroencephalogram (EEG) recordings, performance tests, and
frequent blood or urine sampling are done. The subjects remain in their
quarters from a few weeks to as long as six months, with no knowledge of the
time of day or calendar day. They prepare their own meals and select their own
times of going to bed and arising. Usually they entertain themselves with books
and music and often undertake long-term projects such as the writing of a
thesis. When subjects are released into free-running, they typically go to bed
and get up about one hour later each day, and the sleep-wake cycle and the
circadian temperature rhythm usually oscillate together with the same 25-hour
period. However, at some point during free-running their oscillations may
spontaneously become dissociated, so that the two rhythms run with different
periods and beat in and out of phase with one another every few days. When
dissociation of the two rhythms occurs, the subject no longer sleeps regularly
at the same phase of his temperature rhythm but goes to sleep and arises at
progressively different phases. Sometimes he may sleep while his body
temperature is high and be awake while it is low—a reversal of the normal
relationship. During this phase-inversion, subjects sometimes report mild
psychological and somatic discomforts. Dissociation of the rest-activity cycle
and the circadian temperature rhythm, reported by Aschoff, Gerecke, and Wever
in 1967, and subsequently observed in many subjects, indicates that the human
circadian system consists of at least two potentially separate driving
oscillators. Because the two circadian oscillators, which are coupled together
in ordinary conditions, sometimes spontaneously dissociate during free-running
experiments, it has been possible to learn something of their individual
characteristics. Studies by Wever and Aschoff conducted over the past 20 years,
and those conducted more recently by Weitzman, Czeisler, Zimmerman, Moore-Ede,
and Kronauer indicate that the controlling oscillator of the circadian
temperature rhythm is a much stronger oscillator than the one which controls
the sleep-wake cycle. The intrinsic period of its rhythm is very stable and
remains close to 25 hours, even after many months of free-running. Besides body
temperature, the strong oscillator also appears to control circadian rhythms in
the hypothalamic-pituitary-adrenal axis and in rapid-eye-movement (REM) sleep
(see figure 3-1). The weak oscillator, which controls the sleep-wake cycle,
however, has a labile intrinsic period that can deviate quite substantially
from 24 hours. Sometimes the period of the weak oscillator is much shorter than
24 hours; more often it becomes much longer, reaching 40 or 50 hours per cycle
when it dissociates from the strong oscillator during free-running experiments
(see figure 3-2). In the latter case, the subject may remain awake for 30 hours
or more during each sleep-wake cycle with no perceived need for sleep. At the
end of such experiments, subjects are often surprised to learn that many more
calendar days have passed than their total number of subjective “days” in
isolation. 


The different strengths of the two coupled oscillators cause them to
respond differently to one another and to external forces acting upon them. For
example, because its oscillations are weak, the controlling oscillator of the
sleep-wake cycle adjusts more easily to time zone shifts after jet travel than
the controlling oscillator of the temperature rhythm. The lag between the time
it takes the sleep-wake cycle to shift to a new local time (a day or so) and
the time it takes the circadian temperature rhythm to shift (many days) is “jet
lag.” 


Because the forces that tend to couple the two oscillators continue
to operate even when they dissociate during free-running, they perturb one
another’s oscillations as they beat in and out of phase. This means that they
tend to keep step with one another for a few cycles, then break away from one
another, keep step, then break away, in a kind of recurring tug-of-war in which
the slower oscillator acts as a drag on the faster one, and the faster one
pulls the slower one ahead of its natural rhythm, until the inherent
discrepancy between their respective intrinsic periods wins out and they part
company. This pattern of keeping step, then recurrently breaking out of
synchrony has been called relative
coordination (in contrast to absolute coordination) of two coupled
oscillators. At those times when the two relatively coordinated oscillators are
temporarily in step with one another, their compromise rhythm is largely
determined by the intrinsic period of the stronger, dominating oscillator.
Because of this asymmetry, relative coordination can cause the sleep-wake cycle
to exhibit runs of short cycles near 25 hours that are periodically interrupted
by one or more long cycles 40 or more hours in length, while the circadian
temperature rhythm only slightly slows down and speeds up gradually as it
breaks in and out of synchrony with the sleep-wake cycle. These features of
dissociation and relative coordination of two circadian oscillators may well be
connected with circadian rhythm disturbances seen in rapidly cycling
manic-depressive patients. 



[image: Figure3.1]

Figure 3-1. 
REM sleep propensity circadian rhythm and its
relationship to body temperature circadian rhythm. REM sleep changes in
depression may be interpreted as a shift to the left (phase-advance) of the REM
rhythm.
 

Note: Maron, L., Rechtschaffen, A., and Wolpert, E.A. “Sleep
Cycle During Napping,” Archives of General Psychiatry, 11 (1964): 503-598.
Weitzman, et al. “Effects on Sleep Stage Pattern and Certain Neuroendocrine
Rhythms,” Transactions of the American Neurological Association, 93(1968):
153-157. 






This model of the human circadian system involves a strong and a
weak oscillator that normally are coupled bi-directionally to one another and
uni-directionally to the day-night cycle. Richard Kronauer, guided by actual
data from human free-running experiments, has developed a mathematical model
that produces realistic computer simulations of the behavior of this
two-oscillator system. A key feature of the model is the absence of direct
coupling between the strong oscillator and the external day-night cycle that
entrains it. There is a hierarchy of coupling such that the strong oscillator,
which controls the circadian temperature, REM propensity, and HPA-axis rhythms,
is entrained by the weak oscillator, which controls the sleep-wake cycle and
which in turn is entrained directly by the day-night cycle. Thus, the strong
oscillator is entrained to the day-night cycle indirectly via the weak
oscillator. This hierarchy of coupling is the only model that successfully
simulates certain transient behaviors of the system that occur immediately
after release into free-running. 



[image: Figure3.2]

Figure 3-2. 
 Activity-rest (sleep-wake) cycles in a normal subject
(whose circadian rhythms are free-running in isolation from external time cues)
and in a rapidly cycling manic-depressive patient living on a 24-hour hospital
schedule. Waking activity is indicated by dark bars, sleep or rest by open spaces
between bars. Data are plotted in rasters of consecutive 24.8 hour (top) or
24.0 hour (bottom) segments. Courses of consecutive sleep-wake cycles are
emphasized in black. Both the free-running normal subject and the entrained
manic-depressive repeatedly exhibit double length (48-hour or circa-bi-dian)
sleep-wake cycles, as well as cycles of ordinary length. These may indicate
that the driving oscillator of the sleep-wake cycle is escaping from its normal
one-to-one mode into a one-to-two mode of coupling to other circadian rhythms
and, in the patient, to the external day/night cycle. Black dots indicate that
the activity onset times remain highly synchronized with an underlying cyclic
process having a period near 24 hours. In the patient, 48-hour sleep-wake
cycles occurred in conjunction with switches out of depression into mania. 




This model of the circadian system was developed entirely by
analyzing the formal properties of the behavior of circadian rhythms in various
conditions. It is remarkable that during the past decade nearly all of the
neuroanatomical substrates of the model have been tentatively identified in
experimental animals and, to a certain extent, in humans. The weak oscillator,
which controls the sleep-wake cycle, appears to reside in neurons of the
suprachiasmatic nuclei (SCN) of the hypothalamus. These paired structures are
situated in the anterior hypothalamus just above and behind the optic chiasm on
either side of the third ventricle. They are innervated by a small group of
nerve fibers coming directly from the retina via the retinohypothalamic tract
(RHT), which emerges from the chiasm and enters the SCN. It has not been
possible to lesion the RHT selectively. However, interruption of optic
pathways, which include these fibers, destroys the animal’s capacity to entrain
to light-dark cycles. Bilateral destruction of the SCN essentially destroys the
sleep-wake (or rest-activity) cycle. After lesioning, animals exhibit short
bouts of activity and sleep, distributed randomly over time. 


It is presently unclear whether SCN lesions destroy the circadian
temperature rhythm. Several recent studies suggest that the neural substrate of
the controlling oscillator of the circadian temperature rhythm, the strong
oscillator, may lie elsewhere, possibly in the hippocampus. Two groups have
recently identified structures corresponding to the SCN in postmortem human
brain tissue. Although technical difficulties have prevented identification of
the retinohypothalamic tract in humans, two experimental findings suggest
strongly that the pathway exists. Czeisler and associates have demonstrated
that human circadian rhythms can be entrained to a light-dark cycle alone.
Another group has shown that human melatonin secretion by the pineal gland can
be suppressed by light (this response is known to be mediated by light acting
on the SCN via the RHT in experimental animals). It is therefore likely that a
homologous pathway exists in humans. 


The neurochemistry, neurophysiology, and neuropharmacology of the
SCN are presently the focus of intensive investigation. The visual field of the
SCN has been mapped and is very broad; essentially the SCN respond to light
impinging on any portion of the retina. The SCN contain the largest
concentration of serotonergic nerve terminals in the hypothalamus. These fibers
originate in cell bodies in the raphe nuclei. The functions of the serotonergic
input to the SCN are unknown; raphe lesions do not alter their rhythmic
behavior. Injections of various neuropharmacological agents into the third
ventricle adjacent to the SCN indicate that some of the effects of light may be
partially mediated by cholinergic mechanisms. 


Studies of the effects of light on the putative human RHT-SCN-pineal
pathway revealed an interesting difference between humans and other animals
(including primates). The threshold for light intensity sufficient to elicit a
response is considerably higher in humans. Because of this difference humans
are able to discriminate between the brightness of ordinary artificial light
and natural light. It is possible that the discovery of fire some 100,000 years
ago has shaped human evolution in this respect. 


Before concluding this discussion of the human circadian system, an
important methodological problem warrants attention. Circadian oscillators are
not the only factors that govern body temperature, waking, and sleeping.
Changes in our physiological state are also evoked by stress, physical
activity, meals, and other variables that strongly reflect the time-structure
of our social and physical environment. Evoked physiological responses are
superimposed on, and may even obscure, changes related to the circadian rhythm,
making it difficult to measure and characterize. 


Distortion of the circadian pattern by evoked responses is referred
to as masking. Another form of
masking occurs when one circadian rhythm affects the expression of another. For
example, sleep lowers body temperature, and activity raises it; therefore, the
timing of the sleep-wake cycle relative to the temperature rhythm will
determine the waveform of the rhythm that is being measured. Thus, there are
two forms of masking: internal and external. Circadian rhythms in some
variables can only be observed in special conditions; for example, the
circadian rhythm in REM sleep is expressed only when the subject is asleep. In
this case sleep is said to have a positive
masking effect. The problem of masking highlights the fact that an overt
rhythm is only an indirect measure of the oscillator that drives it. In
clinical studies of circadian rhythms we must assume that an abnormality in
phase-position of a circadian oscillator, if present, will be masked to some
extent by sleep schedules and other influences emanating from the temporal
structure of the environment. 


In summary, the human circadian system is controlled by at least two
endogenous, self-sustained, coupled oscillators: a strong one controlling body
temperature, REM sleep propensity, and cortisol secretion, and a weak one
controlling the sleep-wake cycle and sleep-related neuroendocrine activity.
Ordinarily, the longer than 24-hour rhythm of the coupled oscillator system is
adjusted to 24 hours exactly by periodic environmental stimuli, such as dawn
light, which act on the weaker oscillator through its connections to the eye.
Light acting on circadian oscillators is also the basis of seasonal and annual
biological rhythms. The normal phase-relationships between the two circadian
oscillators and their overt rhythms can be temporarily disturbed by phase-shift
experiments and rapid trans-meridian travel. Furthermore, the two oscillators
may spontaneously dissociate and oscillate with unequal periods when humans are
experimentally deprived of external time cues. The circadian oscillators and
their connections to the environment have a physical reality in specific nerve
cells and tracts in the hypothalamus. The timing of circadian rhythms relative
to the day-night cycle and to one another is homeostatistically controlled and
partly reflects the period of the intrinsic rhythm of their driving
oscillators. 


There are several ways in which such a system might be altered by
disease and treatment interventions. There could be alterations in coupling
between oscillators, coupling of the oscillators to the external day-night
cycle, or in the intrinsic periods of the oscillators. These changes could be
expected to affect the phase-position of circadian rhythms entrained to the
day-night cycle, and may even affect their capacity to be entrained at all.
Clinical studies of circadian rhythms are difficult because of the requirement
for longitudinal, around-the-clock monitoring of multiple variables and the
confounding effect of masking of circadian rhythms by sleep and by exogenous
social factors. (In the next section we will examine evidence from many
different sources that strongly suggests, but does not yet establish, that
affective illness is an expression of pathology in the human circadian system.) 


 Circadian Rhythm Disturbances in Affective
Illness  


Historically, four clinical features of depression have stimulated
interest in the idea that circadian rhythm disturbances are involved in the
disease: early-morning awakening, diurnal variation in symptom severity,
seasonality of the illness, and cyclicity of the illness. 


Early-morning awakening is one of the hallmarks of endogenomorphic
depression. Typically, the depressed patient awakens abruptly at 4 or 5 A.M.
and finds he cannot return to sleep, but instead lies in bed wracked with
depressive ruminations. Some patients have observed that they are better able
to tolerate this problem if they simply accept that they are not going to be
able to return to sleep, get out of bed, and begin their day’s activities.
Early awakening has been regarded as merely one manifestation of a more
fundamental insomnia. However, it can also be regarded as a normal event—
simply waking up—that occurs at an abnormally early time. In fact, some
patients find that they are also able to go to sleep early. The shift in time
of awakening has been interpreted to mean that a circadian rhythm is abnormally
phase-advanced. 


Diurnal variation in mood, with depression worse in the morning, is
another hallmark of endogenomorphic depression. Patients awake in the depths of
depression. As the day wears on, depressive symptoms abate somewhat, especially
after the midafternoon. Sometimes in the evening patients feel nearly normal,
or even better than normal, but they always dread going to sleep because
depression will return at its worst the following morning. This pattern has
suggested to some that the depressive process is tied in some way to a
circadian rhythm, possibly a normal one. Papoušek, in her elegant and
pioneering theoretical paper, interpreted the paradoxical early awakening and
late functioning of the depressive as an internal phase-displacement of two
circadian rhythms (sleep-wake and “waking-readiness”), one being too early, the
other too late. 


The seasonality of depression and mania is a striking phenomenon
that can be seen in epidemiological studies as well as in individual cases. For
depressives, it seems, “April is the cruelest month”: Depressive hospital
admissions, electroconvulsive treatments, and suicides occur most frequently in
the spring. Some studies show secondary peaks in the fall as well. Mania also
appears to recur seasonally, although studies differ on whether it is most
frequent in the spring, late summer, or fall. Kripke has proposed that seasonal
patterns of mania and depression could be atavistic expressions of vestigial
seasonal behavioral rhythms based on photoperiodic mechanisms involving the
circadian system. 


The cyclicity of affective illness need not express itself
seasonally. It is characteristic that whenever affective episodes occur, they
run their course and remit spontaneously, only to return again at some future
time. The recurrent nature of the illness has been repeatedly confirmed by
epidemiological studies. Halberg proposed that such long-term cycles of relapse
and remission could occur if depression resulted from an abnormal internal
phase relationship between two circadian rhythms and if at least one of those
rhythms was no longer entrained to the day-night cycle but was free-running and
beating slowly in and out of phase with the other rhythm. And Kripke has
published striking results of longitudinal studies of circadian rhythms in a
few rapidly cycling manic-depressive patients that support Halberg’s
hypothesis. 


Some of the first clinical studies of circadian rhythms in
depression were carried out in England in the 1950s and 1960s. They were
inspired by Lewis and Lobban’s discovery that the timing of one circadian
rhythm relative to another within the same person could be altered
experimentally by placing subjects on unusual schedules during the Arctic
summer. The clinical studies were designed to explore whether early-morning
awakening in depressives is related to an analogous but pathological internal
phase-disturbance. Early studies sometimes showed dramatic phase-disturbances
in depressives, but no consensus about the significance and pattern of these
changes emerged, even after thirty years in which more than twenty studies of
circadian rhythms in depressives have been carried out. The results of these
studies, to the authors’ knowledge, have never been systematically related to
one another and have remained on the periphery of psychobiological research in
depression. Perhaps this is because there was no context based on normal
circadian physiology in which to place their findings. Also, the investigative
groups have been widely separated geographically, and the studies widely
separated in time. In contrast to circadian rhythms, the sleep of depressives
has been intensively studied by several active groups continuously for fifteen years,
and a consensus regarding their findings has emerged. Ironically, the results
of sleep EEG studies have rekindled interest in a circadian rhythm hypothesis
of affective illness, for they can be interpreted as indicating that the
circadian rhythm of REM sleep propensity is phase-advanced in depressives.* In
light of this finding, the authors retrospectively analyzed published data
describing a variety of physiological and biochemical circadian rhythms in
depressives as compared with controls (see figure 3-3). These results are
compatible with the REM sleep finding and with a circadian rhythm phase-advance hypothesis of depression. In the
next section this hypothesis and the evidence that supports it will be
discussed. In a following section some recent findings about circadian rhythms
in mania will be presented. 


 Circadian Rhythm Phase-Advance Hypothesis of
Depression  


 Phase-Advance of the REM Sleep Circadian Rhythm  


REM sleep was discovered by Aserinsky and Kleitman in 1953- Episodes
of REM sleep lasting 10 to 30 minutes occur about 80 to 90 minutes after sleep
onset, then recur cyclically each 90 minutes through the night. It has been
called paradoxical sleep because while the EEG shows signs of arousal and the
eyes exhibit bursts of vigorous lateral movements, skeletal muscles are
profoundly relaxed. In 1957, Dement and Kleitman observed that the distribution
of REM sleep during a night’s sleep was skewed, with more REM occurring toward
the end of the night than at the beginning. Studying naps in 1965, Maron and
colleagues found that afternoon naps contained relatively high amounts of REM
while evening maps contained little. Linking their own findings with those of
Kleitman and Dement’s, they proposed that the propensity for REM sleep is
governed by a process that exhibits a circadian rhythm independent of sleep.
They also noted that the REM rhythm was more or less inverse to the rhythm of
body temperature, and they went on to propose that the two circadian rhythms
might be fundamentally related. Subsequent research has borne out their
speculations (see figure 3-1). Much about the relationship between the
circadian temperature rhythm and REM sleep has been learned from EEG sleep
studies of free-running subjects whose sleep-wake cycle and circadian
temperature rhythms dissociate and beat in and out of phase with one another.
In these subjects, the window of sleep through which REM sleep is observed
passes repeatedly across all the phases of the temperature rhythm, making it
possible to record all 360 degrees of the circadian rhythm of REM sleep.
Results of these studies reveal that REM sleep propensity is maximal just after
the body temperature falls to its minimum level. When the propensity of REM
sleep is high, REM episodes are long and REM latency (the time from sleep onset
to REM onset) is short. Also the percentage of sleep that is REM sleep is high.
Normally the temperature minimum occurs in the latter half of the sleep period,
so that REM sleep is maximal near dawn. The close association between REM
sleep, body temperature, and cortisol secretion suggests that their respective
circadian rhythms are controlled by the same oscillator—the stronger of the two
coupled circadian oscillators. 
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Figure 3-3. 
Early timing (phase-advance) of circadian rhythms in
depressives compared with controls. Phase was defined as the time of the peak
(acrophase) of a cosine function, f(t) = mean + amplitude X cos (frequency XU
phase), fitted to published data by the method of least squares. Open circles
indicate studies where no data was obtained during sleep. Asterisks indicate
studies where control group was not normal.




In one of the first EEG studies of sleep in depressives, Gresham and
Agnew found that the normal skewed distribution of REM sleep was altered.
Depressives had more REM sleep in the first third of the night and less REM
sleep in the last third of the night than did the controls (see figure 3-4). In
a way, most subsequent EEG sleep studies of depression have described
variations on this theme. Kupfer has emphasized the short REM latency in
depressives, and this finding has been extensively replicated. Vogel found that
the first REM episode in depressives is sometimes quite long, and that on
nights when first REM episodes are long, subsequent episodes are short. All of
these changes in the temporal' distribution of depressives’ REM sleep could
result from a phase-advance of the circadian rhythm in the propensity to have
REM sleep, such that its maximum, instead of occurring near dawn, occurs nearer
to the beginning of sleep. Probably the first person to propose this
interpretation was Snyder who, in 1968, noted a similarity between the sleep of
normal subjects whose sleep period was experimentally shifted later relative to
their REM sleep rhythm and depressed patients whose REM sleep was shifted
earlier relative to their sleep period. Papoušek stated the interpretation more
explicitly in 1975. 
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Figure 3-4. 
Early temporal distribution of REM sleep in depressives
compared with controls. Many studies indicate that early occurrence of REM
sleep in depressives sleep period is expressed in their short REM latency (time
from sleep onset to REM onset) and long first REM episodes.


SOURCE: Gresham, S.C., Agnew, W.F., and Williams, R.L. “The Sleep
of Depressed Patients,” Archives of General Psychiatry, 13 (1965): 503-507. 






Somnopathy in depressive patients is based on an internal and
external desynchronization. . . . the reduced REM latency, the relative
increase in REM sleep at the beginning of the night and the shortening of the
REM cycles . .. find a new interpretation as the expression of a phase
displacement of the circadian rhythm of REM activity. (Authors’ translation) 


Vogel has conducted well-controlled studies of depressive sleep and,
working in a different conceptual framework, he arrived at a conclusion that is
compatible with Papoušek’s formulation. Emphasizing the advance of REM sleep
within depressives’ sleep period, he noted striking similarities between
depressive sleep at the beginning of the night and normal sleep in the morning
when it is extended past the usual wake-up time. 


Because of the close association between circadian rhythms in REM
sleep, body temperature, and cortisol secretion, a phase-advance in the latter
two rhythms in depressives would tend to support the circadian phase-advance
interpretation of the REM sleep abnormalities. Some—but not all— studies of
temperature and cortisol rhythms in depressives tend to support this hypothesis. 


 Phase-Advance of the Circadian Temperature
Rhythm  


There are surprisingly few studies of the circadian temperature
rhythm, considering the ease with which this variable can be measured. In one
of the first studies, Cahn and colleagues hourly recorded depressed patients
and controls’ temperatures. Subjects were housed in a special chamber and
elaborate precautions were taken to ensure that measurements were uniformly
made and as free as possible of exogenous influences. Five patients were studied.
If their results are compared to those of the five controls whose ages are most
similar, the depressives show a statistically significant phase-advance (3
hours) in the time of their temperature peak (see figure 3-3). 


Nikitoupoulou and Cramer studied manic-depressives in both phases of
their illness. In depression, the patients’ temperature rhythms became bimodal
with two peaks and two troughs per day. This result is difficult to interpret.
However, in the authors’ studies of normals it was observed that a 180-degree
reversal of the timing of sleep relative to the temperature rhythm sometimes
results in bimodal patterns; of the two temperature minima, one is related to
the true minimum of the circadian temperature rhythm that now occurs late in
the waking phase, and the other is related to a lowering of temperature evoked
by sleep—a masking effect. If an analogous internal phase-shift is responsible
for the patients’ bimodal patterns, the phase-displacement of the temperature
rhythm would be very great indeed. In the manic phase, the temperature rhythm
reverted to its normal unimodal pattern. 


In the authors’ study of manic-depressive patients during depression
it was found that the phase-position of the temperature rhythm was
approximately 1 hour advanced compared with controls, although the difference
was not statistically significant. Kripke and others reported similar results.
Two German groups, Pflug and associates and Lund and associates found an early
temperature minimum in depression. However, Lund’s group observed that, for a
given patient, nights when the temperature minimum was particularly early did
not necessarily correspond to nights when REM sleep occurred earliest (that is,
when REM latency was shortest). Because of the relative ease of measurement,
longitudinal studies of the temperature rhythm are possible in individual
patients; these are of interest because the patient can serve as his own
control and the process of change in circadian phase can be correlated with
change in the clinical state. Pflug studied a patient with recurrent
depressions for over a year. Marked advances in the phase-position of the
circadian temperature rhythm were associated with depressive episodes. Both the
San Diego group- and the authors’ group have studied longitudinal changes in
temperature rhythms in rapidly cycling manic-depressive patients. In five
patients, the point of maximal phase-advance of the circadian temperature
rhythm coincided with the switch into the depressive phase of the mood cycles
(see figure 3-5). In summary, a small number of preliminary cross-sectional and
longitudinal studies of the circadian temperature rhythm tend to support the
idea that the early timing of REM sleep in depression is related to a
phase-advance of a circadian oscillator. 


 Phase-Advance of the Circadian Cortisol Rhythm  


In 1967, Doig and colleagues noted that the 24-hour pattern of
secretion of cortisol was “shifted to the left,” that is, phase-advanced in
depressives. Subsequent studies of fairly large numbers of patients by
Fullerton and associates, Conroy and Mills, and Yamaguchi and colleagues have
confirmed this finding. (Sachar and coworkers, however, found no shift in the
timing of the rhythm.) In the Fullerton study, the degree of phase-advance of
the cortisol rhythm was correlated with the severity of the depression. The
change in timing of the cortisol rhythm in depressives is accompanied by a
change in its waveform. The nadir of the rhythm as well as the time of the
daily upsurge in secretion are shifted earlier; the peak of secretion, however,
continues to occur near dawn, as in normals. A possible explanation for this
change in waveform is that the early hours of sleep suppress cortisol
secretion—a masking effect. In other words, the “true” maximum of the circadian
rhythm of cortisol excretion may be blunted and obscured by the effects of
sleep. An analogous change in waveform can be seen when the cortisol rhythm
becomes phase-advanced relative to sleep in normal subjects during free-running
experiments (see figure 3-6). 
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Figure 3-5. 
Phase-advance of circadian temperature rhythm is
associated with shortest REM latency (time from sleep onset to REM onset) and
longest first REM episodes at switch into depression in a rapidly cycling manic-depressive.
Points shown are medians of data obtained in five manic-depressive cycles
studied longitudinally.




In most studies of depression there is also evidence of cortisol
hypersecretion in depression. Increased activation of the adrenocortical system
is also reflected in a tendency of depressives to escape dexamethasone
suppression of cortisol secretion.- It is possible that this increase in
cortisol secretion in depressives is related to the phase-advance of the
circadian rhythm relative to sleep. Analogous shifts in some of the
free-running subjects studied by Weitzman and colleagues (see figure 3-6) and
by Wever are also associated with increased levels of cortisol secretion. Much
more research on the interaction of sleep (or darkness) and the cortisol rhythm
is necessary before this explanation of cortisol hypersecretion can be taken
seriously. As with temperature, the shift in timing of the daily pattern of
cortisol secretion supports a circadian rhythm phase-advance hypothesis of REM
sleep changes in depression. 


 Phase-Advance of Neuro transmitter Metabolite
Circadian Rhythms  


Alterations of neurotransmitter metabolism have been implicated in
the pathophysiology of affective disorders. Circadian rhythms of
neurotransmitter metabolites in depression are therefore of special interest.
Riederer and colleagues studied urinary metabolites of serotonin (5HIAA),
dopamine (HVA), and norepinephrine (VMA, VA). An analysis of their results
shows that three of the four rhythms are phase-advanced in depressives compared
with controls. 
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Figure 3-6. 
Change in waveform of circadian rhythm of cortisol
secretion associated with its internal phase-advance relative to sleep in a
free-running normal subject (top) and in a group of depressives compared with controls
(below).


Weitzman, C.D., Czeisler, C.A., and Moore-Ende, M.C. “ Sleep-Wake,
Neuroendocrine
and Body Temperature Circadian Rhythms Under Entrained and
Non-Entrained (Free-Running) Conditions in Man,” in Suda, M.,
Hayaishi, O., and Nakagawa, H., eds., Biological Rhythms and Their Central
Mechanism, Amsterdam: Elsevier/North Holland, 1979, pp. 199-227 






The authors’ group studied urinary MHPG, a norepinephrine metabolite
partially of central origin, and found the circadian rhythm to be approximately
3 hours phase-advanced in depressed manic-depressive patients compared with
controls. 


Over the years a variety of circadian rhythms have been studied.
Taken together, there is a surprising consistency in nearly all of the studies:
The phase position of circadian rhythms is abnormally advanced in depression
(see figure 3-3). 


One’s confidence in the validity of this conclusion, however, is
limited by methodological deficiencies in the majority of the studies reviewed.
No study in which depressed patients were compared with controls adequately
controlled for all the possible effects of age, sex, drugs, or experimental
conditions. In a number of studies it is not possible to determine even if
these factors were examined. Thus, although the research finding of a circadian
rhythm phase-advance is consistent with the clinical observation of early
morning awakening, our conclusion about the advanced phase-position of
circadian rhythms in depressives must remain tentative until additional, better
controlled studies are carried out. The consistency of the results of most of
the published studies and their compatibility with sleep EEG findings,
justifies further work in this area. 


 Experiments That Test the Circadian Rhythm
Phase-Advance Hypothesis of Depression  


Although a circadian oscillator controlling REM sleep, body
temperature, cortisol, and other circadian rhythms appears to occupy an
abnormally early phase-position relative to the sleep-wake cycle and the
day-night cycle in depression, there is very little experimental evidence
bearing on the question of whether this phase-disturbance plays a causal role
in the illness or is merely a kind of epiphenomenon. There are several ways in
which the issue of causality might be explored. 


Delaying the time of sleep relative to the REM-temperature-cortisol
circadian rhythm (causing an advance in the latter relative to the former)
would create the depressive-type phase-disturbance and might be expected to
precipitate depression in a predisposed individual. Such an experiment may have
been unwittingly carried out. Rockwell and coworkers have reported a
retrospective analysis of a phase-shift experiment in which four subjects’
sleep-wake schedule was delayed 12 hours. In one subject, the circadian temperature
rhythm was somewhat phase-advanced relative to the other subjects (evidence of
a predisposition?), and failed to adapt to the shifted schedule and instead
remained markedly advanced relative to it. This depressive type of
phase-disturbance persisted throughout the remainder of the experiment. Two
weeks after the experiment the subject committed suicide. Since the psychiatric
evaluation was conducted after the fact, it is difficult to know whether the
subject was clinically depressed and what role, if any, the phase-shift played
in his suicide. 


In a person who is already depressed, advancing the time of sleep
relative to the REM-temperature-cortisol circadian rhythm (causing a delay in
the latter relative to the former) would undo the depressive phase disturbance
and might be expected to induce a remission. The authors’ group conducted such
an experiment with a depressed manic-depressive woman who had a history of
prolonged stable depressions. On two separate occasions, when her sleep period
was advanced six hours earlier than its usual 11 P.M. to 7 A.M. time, so that
she was sleeping from 5 P.M. to 1 A.M. (or 11 A.M. to 7 P.M. after the second
shift), she experienced a rapid and complete remission that lasted for almost
two weeks. She eventually relapsed each time apparently because the
REM-temperature-cortisol circadian rhythm gradually adjusted to the shifted
schedule and reestablished the preexisting depressive-type phase disturbance
(see figure 3-7). The efficacy of the procedure depended, therefore, on a kind
of therapeutic jet lag. Two other patients showed partial and less dramatic
responses to the procedure. 


Another type of intervention, which has been much more extensively
used with depressed patients, may be related to the sleep-wake cycle phase-advance
experiment just described. Several studies have demonstrated that waking
depressives several hours earlier than usual (for example, 1:30 A.M.) has an
antidepressant effect in the majority of cases. In this case, the time of
waking is advanced without a corresponding shift in the time of going to sleep.
Of course, this procedure results in partial sleep deprivation; however, it is
not necessarily sleep deprivation per se
that induces remission, since sleep deprivation in the first half of the night
has no antidepressant effect (see figure 3-8). Total sleep deprivation also
induces transient remissions and has been studied much more extensively; its
efficacy may also depend on the patient’s being awake in the second half of the
night (see figure 3-9). Although these procedures confound the variables of
phase-shifting and sleep deprivation, they are consistent with a causal role
for phase-advanced circadian rhythms in depression. 


If being awake in the second half of the night treats depression,
then being asleep in the second half of the night presumably sustains it. This
apparent interaction of sleep with a specific phase of the circadian system
could be a mechanism through which the phase-advance of patients’ circadian
rhythms could trigger depressive episodes (provided that the causal
implications of the hypothesis prove to be correct). In depressives, a phase of
the REM-temperature-cortisol circadian rhythm, which is normally associated
with the first hours of waking, is advanced into the last hours of sleep (see
figure 3-8). Besides the therapeutic efficacy of partial sleep deprivation in
the second half of the night, there are other clinical observations that
support the idea that this particular consequence of the depressive phase-advance
is pathogenic. First, switches into and out of depression tend to occur most
often during the night, that is, near this critical circadian phase. Second,
severity of depression is greatest just after and least just before this phase
each day (this is just another way of describing depressives’ well-known
diurnal variation mood). The idea that depression thrives in the dark hours of
the morning is not a new one and has been previously discussed by Bunney and
associates and Papoušek. The concept of a critical circadian phase that
interacts with sleep and wakefulness is similar to photoperiodic mechanisms in
which a critical circadian phase interacts with darkness and light. In fact,
darkness is a confounding variable in the procedures involving sleep. 
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Figure 3-7. 
Longitudinal record of drug and sleep schedule, motor
activity, and nurses’ behavioral ratings during a phase-shift experiment and
the year preceding it. Motor activity was recorded with a small electronic
accelerometer worn on the wrist. Movement counts per 15-minute sampling
interval were recorded in solid-state memory and later retrieved and analyzed
by computer. Activity data are displayed here as actograms similar to those
used in animal circadian rhythm studies. Each day’s data are plotted as a
histogram along a horizontal line beginning at 7 A.M.; consecutive days’ data
are plotted in sequence beneath each other; the entire display is double-plotted
to facilitate visual inspection of changes in the rest-activity cycle. Activity
is higher (darker) in hypomania or mania and lower (lighter) in day. Total
motor activity (counts per 24 hours divided by 1000) paralleled the clinical
state (periods of depression (D) are characterized by low activity).
Desmethylimipramine induced rapid cycling between depression and hypomania (H).
Drug-induced switches into hypomania are associated with increased motor
activity as well as advances of its daily onset time (+ Aψ). Clinical remission
induced by 6-hour phase advances, reflected in increased activity, mimics the
drug effect. The sleep schedule, which was normal ward routine (11 p.m. to 7
a.m.) for the first year, was interrupted by five weekly deprivations of a
single night’s sleep (each inducing a day’s transient remission), and then
followed by the experimental 6-hour phase advances of the sleep schedule. At
this time, temperature measurements were taken every 2 hours during waking. The
times of day when the longitudinally smoothed temperature curve exceeded 97.8T
are indicated by horizontal lines. The temperature maximum advanced with the
first two sleep schedule advances (associated with remission) but broke away
after the third phase advance and slowed (associated with unremitting
depression).


Source: Wehr, T.A., et al., “Phase Advance of the Sleep-Wake
Cycle as an Antidepressant,” Science, 206 (1979): 710-713. 
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Figure 3-8. 
Hypothesis: Depression occurs in susceptible individuals
when sleep interacts with a sleep-sensitive phase of the circadian temperature
rhythm that is normally associated with the first hours of waking but becomes
advanced into the last hours of sleep. Partial sleep deprivation in the second,
but not the first, half of the night induces transient depressive remission.
Depression severity is worst just after the sleep-sensitive phase (the
classical pattern of diurnal variation in depressive mood) and switches into
depression tend to occur during the sensitive phase.





[image: Figure3.9]

Figure 3-9. 
A depressed woman’s mood self-ratings show the typical
pattern of depressed patients response to total sleep-deprivation therapy.
Switch out of depression occurs during the middle of the night.




Advancing the time of the sleep period relative to the
REM-temperature-cortisol circadian rhythm is one of two possible ways of
correcting the depressive phase disorder. The other approach would be to delay
the phase-position of the REM-temperature-cortisol circadian rhythm relative to
the sleep period. The controlling oscillator of this rhythm, it will be
recalled, is by far the stronger oscillator and is therefore less easily
phase-shifted than the controlling oscillator of the sleep-wake cycle (this
difference is the basis of jet lag). As with jet lag, correction of the
phase-position of the REM-temperature-cortisol rhythm might require one or two
weeks or longer. 


The authors’ group and others have conducted several types of animal
experiments that indicate that antidepressants such as monoamine oxidase
inhibitors, tricyclic antidepressants, and lithium delay the phase-position of
various circadian rhythms and may do so by lengthening the intrinsic period of
their driving oscillator. All of these experiments are preliminary; they may
not be specific for antidepressant drugs and could be interpreted in other
ways. The authors are unaware of any convincing findings about the effects of
psychoactive drugs on the human circadian system. Nevertheless, the results of
animal studies nearly all point in the direction required of an antidepressant
drug by a phase-advance hypothesis of depression. 


Selective REM-sleep deprivation has been reported by Vogel to be as
effective an antidepressant as imipramine; onset of its therapeutic effects
also has a similar time course to that of the drug. In responders, REM sleep
deprivation tends to correct their abnormally early temporal distribution of
REM sleep. If this normalization of the temporal distribution of REM sleep is
due to a phase-delay in the circadian rhythm of REM sleep propensity, then REM
sleep deprivation may act on some phase-control mechanism in the circadian
system. Since REM sleep is ordinarily maximal near dawn (see figure 3-1), and
involves rapid scanning-like movements of the eye, and since light is an
important zeitgeber (even in humans),
it is interesting to speculate about a possible dawn “light sampling” function
for REM. In fact, there is some experimental evidence that entrainment of
certain circadian rhythms is impaired in animals that are deprived of REM by
sectioning of the extra-ocular muscles." 


Animal Models of the Depressive Circadian Phase-Disturbance 


Under certain conditions there are similarities between circadian
rhythms in SCN-lesioned animals and depressed patients. Halberg and associates
studied the effects of bilateral lesions of the SCN on the temperature rhythm
in rodents living on a standard 24-hour light-dark cycle. An apparent circadian
rhythm in temperature persisted in spite of the lesions, although the amplitude
was lower. As in depression, the phase-position of the rhythm in lesioned
animals was considerably earlier than in controls. 


 Etiology of the Depressive Circadian Phase-Disturbance  


The cause of the abnormally early phase-position of circadian
rhythms in depression is presently unknown. One possibility is that the
intrinsic period of the circadian rhythms is abnormally short. As indicated, a
circadian rhythm that exhibits an unusually short period in free-running
conditions will adopt an unusually early phase-position when entrained to the
day-night cycle. This abnormality could only be demonstrated by placing
depressives in temporal isolation conditions. In the only study of this type
known to the authors, a patient with a 48-hour depressive cycle exhibited a
free-running period in the cortisol and temperature rhythm that was not
significantly different from 24 hours. Either his intrinsic period was
unusually short (as predicted by the hypothesis) or he was entrained to a
subtle 24-hour zeitgeber that somehow
was not excluded from the experiment. In another experiment, which may be
relevant to the problem, Jenner, together with a 48-hour cycling patient, lived
in a special isolation facility on a 21-hour “day.” He found that the patient
was able to adapt to the short days more easily than he could. This would be
the predicted result if the patient’s intrinsic period was shorter than that of
the experimenter’s. Clearly, more free-running studies of depressed patients
are required to shed light on this problem. 


If future research demonstrates that depressives’ intrinsic
circadian period is short, what could be the cause? An organism’s intrinsic
circadian period is partly genetically determined; therefore it might be
possible to selectively breed long or short intrinsic circadian periods into
certain experimental animals. Of course, a genetic factor is known to be of
major importance in affective illness. Another possibility is that endocrine
disturbances alter the intrinsic period. For example, estrogen shortens the
intrinsic circadian period of certain experimental animals. In this case more
fundamental abnormalities in endocrine regulation could cause perturbations in
the circadian system that, in the model already described, could then trigger
depressive symptoms. 


If the intrinsic period of depressives’ circadian rhythms is normal,
another possible explanation for their abnormally early phase-position could
lie in their sensitivity to zeitgebers,
such as light. The perceived strength of a zeitgeber
can alter the phase-position of a circadian rhythm entrained to it. In the case
of an organism whose intrinsic circadian period is longer than 24 hours, the
stronger the zeitgeber is, the
earlier is the phase-position of the circadian rhythm entrained to it. In a
hypersensitive organism the perceived strength of the zeitgeber would be abnormally great and the phase-position of
circadian rhythms entrained to it would be abnormally early. This
hypersensitivity hypothesis could be investigated by testing depressives’
responses to stimuli that have the properties of time cues (for example,
light). 


In summary, a reasonably large number of clinical studies have
established that a group of circadian rhythms, especially those controlled by
the strong circadian oscillator, are abnormally phase-advanced relative to the
day-night cycle and the sleep-wake cycle in depressives. A small amount of
experimental evidence supports the hypothesis that the phase-disturbance plays
a causal role in depressive pathophysiology, and that it may act through a
pathogenic mechanism involving the interaction of sleep and waking with a
critical circadian phase associated with early morning. The cause of the phase-disturbance
is unknown; experiments that might shed light on the problem have been
outlined. 


 Uncoupling of Circadian Oscillators in Mania  


Severe disruption of sleep is as characteristic of mania as it is of
depression. In contrast to the depressive, however, the manic actually seems to
require less sleep. Some nights, manics sleep not at all and yet remain alert
and energetic. The authors’ group has longitudinally monitored the
rest-activity (sleep-wake) cycle in sixteen patients who frequently switched
into and out of the manic phase of their illness. With this type of patient it
was possible to study manic episodes prospectively. The principal finding was
that the majority of patients experienced one or more alternate nights of total
insomnia when they switched into mania. When many of these same patients were
sleep-deprived for one night during depressive episodes, they experienced
transient, or in a few cases sustained, switches into mania or hypomania. Their
responses to sleep-deprivation suggest that their nights of spontaneous total
insomnia may be causally important in the process responsible for spontaneous
switches into mania. In fact, the switch process may depend on the interaction
of sleep and wakefulness with a critical circadian phase, as previously
discussed in relation to depression. 


When patients experienced alternate nights of total insomnia at the
beginning of mania, the period of their sleep-wake cycle was, in effect,
lengthened to approximately 48 hours (see figure 3-2). These double length
sleep-wake cycles may reflect a corresponding lengthening of the period of
their controlling oscillator, a lengthening sufficient to cause it temporarily
to escape from its normal one-to-one mode of entrainment to the 24-hour
day-night cycle into a one-to-two mode (the secondary mode of entrainment). In
the discussion of the normal human circadian system, it was noted that the
controlling oscillator of the sleep-wake cycle is a weak oscillator whose
period is labile and may lengthen in free-running conditions, escaping from
one-to-one coupling with the stronger oscillator, which controls the REM-temperature-cortisol
circadian rhythm. In some subjects the period of the sleep-wake cycle may
lengthen to such an extent (fifty hours) that it can temporarily recouple with
the stronger oscillator in a one-to-two mode (see figure 3-2). These subjects,
like manics, remain energetic and alert without sleep for thirty to forty hours
during each sleep-wake cycle. On the basis of these known characteristics of the
human circadian system in free-running conditions, it is proposed that the
period of the controlling oscillator of the sleep-wake cycle in mania is
abnormally long, so that it escapes from its normal mode of entrainment. 


If this interpretation is correct and is causally important, then
any procedure or agent that lengthens the intrinsic period of circadian rhythms
would tend to precipitate mania in susceptible individuals. As noted, evidence
from animal studies indicates that some antidepressant drugs may act by
lengthening the intrinsic circadian period. By the same mechanism these drugs
might be expected to precipitate mania. In fact, antidepressants do tend to
precipitate mania in depressed manic-depressives. 


In experimental animals, estrogen withdrawal also lengthens the
intrinsic circadian period. In this regard, it may be relevant that affective
episodes, especially manias, occur more frequently in the postpartum period. 


 Animal Models of Circadian Rhythm Disturbances
in Mania  


Using behavioral stress with primates, Stroebel was able to induce
dramatic changes in the pattern of their circadian temperature rhythm. In a
subgroup of animals a prominent 48-hour rhythmic component emerged and was
superimposed on the basic 24-hour rhythm. This alteration in the temperature
rhythm is not unlike that which occurs in free-running human subjects whose
sleep-wake cycles reach double length; because of masking effects alternate
temperature peaks are blunted by sleep and the intervening peaks are reinforced
by wakefulness. The result of this interaction is a waveform with a fundamental
near 24-hour component combined with a near 48-hour component. It is not stated
whether the 48-hour component was associated with double length sleep-wake
cycles in the primates. The animals developed these patterns while living on a
normal light-dark cycle after they were deprived of an important object in
their environment. From a psychiatric point of view, the experiment is
interesting because it indicates that mania-like circadian rhythm disturbances
can be precipitated by loss-related stresses. 


 Rapid Manic-Depressive Cycles as a Beat
Phenomenon of Dissociated Circadian Rhythms  


In a subgroup of manic-depressive patients who were studied
longitudinally, it was found that circadian rhythms in temperature and other
physiological and behavioral variables were no longer strictly entrained to
external time cues, but were free-running with a period shorter than 24 hours, and gradually beat in and out of phase with
the day-night cycle in such a way, apparently, as to generate the long-term
manic-depressive cycles. It is unknown whether Kripke’s patients exhibited
double-length sleep-wake cycles when they switched into the manic phase of
their mood cycles. His data were the first to directly support Halberg’s
hypothesis that periodic psychiatric disorders might arise as a beat phenomenon
of two internally desynchronized circadian subsystems. 


In one study, most of the patients who had rapid (one-to six-week)
manic-depressive cycles experienced one or more of the double-length sleep-wake
cycles at the onset of each manic phase of their mood cycle. It is conceivable
that these recurring escapes of the sleep-wake cycle from its primary (one to
one) mode to its secondary (one to two) mode of coupling into the day-night
cycle and to other circadian rhythms could result from its driving oscillator
having an overly long intrinsic period. In this case the manic-depressive
cycles could be regarded as a kind of beat phenomenon between the driving
oscillator of the sleep-wake cycle and the day-night cycle and other circadian
rhythms. Because this oscillator is relatively weak, its oscillations remain
relatively well coordinated with the day-night cycle and other circadian
rhythms, so that the dissociation of its oscillations is expressed only in the
periodic 24-hour phase-jumps associated with the double-length sleep-wake
cycles. 


It was proposed earlier that antidepressant drugs promote a slowing
of the intrinsic rhythm of circadian oscillators, which leads to lengthening of
the period of the sleep-wake cycle and its temporary escape from the primary
mode of entrainment in mania. A possible endpoint of this drug effect could be
a process of frequently recurring escapes and double-length sleep-wake cycles.
In this regard, it was observed in a subgroup of manic-depressive patients (all
women) that maintenance treatment with antidepressant drugs does in fact induce
rapid (three-to six-week) cycling between mania and depression. When the drugs
are withdrawn, Conclusion the rapid-cycling stops. Most of these patients
experience 48-hour sleep-wake cycles at the beginning of each manic phase.
Thus, a drug-induced slowing of the intrinsic rhythm of circadian oscillators,
leading to more frequent escapes from the primary mode of entrainment, could be
a mechanism underlying the drug-induced rapid manic-depressive cycles. An
analogous phenomenon was observed in experimental animals chronically treated
with antidepressants. In some cases, the drugs appear to promote dissociation
and relative coordination of two oscillatory components of the activity-rest
cycle. Although the two components remain synchronized with one another most of
the time, the slower component periodically lengthens dramatically and
temporarily escapes from one-to-one coupling into the other component. In this
way the two components beat in and out of phase every three weeks or so, in a
manner similar to the rapidly cycling manic-depressives (see figure 3-10). 


This chapter has described the physiology and neuroanatomy of the
human circadian system. It has presented evidence from many different sources
that disturbances in the circadian system may play an important role in the
pathophysiology of affective illness. It is hypothesized that a driving
oscillator of the circadian rhythms of REM sleep, body temperature, and
cortisol secretion is abnormally phase-advanced in depression, and that in
mania the driving oscillator of the sleep-wake cycle is abnormally slow and
escapes from its primary mode of entrainment to the day-night cycle. Animal
experiments provide only preliminary evidence that antidepressant drugs, by
slowing the intrinsic rhythm of circadian oscillators, may counteract
depressives’ abnormal phase-advance and promote escape from entrainment in mania.
Many questions await further study. For example, lithium slows circadian
oscillators and treats depression, but unlike tricydies and monoamine oxidase
inhibitors it does not precipitate mania. The possible circadian basis of
antidepressant drug action must be further investigated in order to determine
whether the circadian rhythm effects are specific for clinically active drugs.
Several arguments have been given supporting a hypothesis that the interaction
of sleep with a critical circadian phase is a pathogenic mechanism in
depression. This hypothesis simply integrates the depressive circadian rhythm
phase-advance with the observation that sleep deprivation is an antidepressant.
In future depression research, it may be desirable to focus on endocrine (or
other) changes that occur during the last hours of sleep (or sleep deprivation)
as well as on photoperiodic mechanisms related to the perception of dawn light.
The relevance of sleep-deprivation experiments to the pathophysiology of
manic-depressive illness is underscored by the fact that 48-hour sleep-wake
cycles often occur at the switch out of depression into mania and may result in
a kind of spontaneous, endogenous sleep-deprivation “therapy.” 



[image: Figure3.10]

Figure 3-10. 
Uncoupling and relative coordination of the oscillations
of two components of a hamster’s activity-rest cycle during free-running in
isolation from external time cues and after treatment with imipramine. Note
three-week cycle of uncouplings. Imipramine sometimes induces three-week
manic-depressive cycles in depressed bipolar patients.




In the studies of mania and manic-depressive cycles, patients were
compared with normal subjects whose circadian oscillators spontaneously
dissociate during free-running experiments in caves. Like the patients, some of
these normal subjects periodically exhibit double-length sleep-wake cycles as
well as cyclic fluctuations in REM sleep patterns, urinary free-cortisol,
performance, and mood. However, there are important differences in the
experimental conditions and the responses of these subjects. The normals seldom
experience severe affective changes such as mania or depression. And the
patients are entrained (albeit abnormally) to the 24-hour day-night cycle. If
circadian rhythm disturbances are essential for the expression of affective
symptoms, there must still be some other predisposing factor that distinguishes
patients from normals. Perhaps the relative chronicity of the rhythm
disturbances in patients is important. Or perhaps the interaction of the
external day-night cycle with the rhythm disturbances is the critical factor
altering their behavior. Although circadian rhythm disturbances may prove to be
important pathogenic mechanisms in affective illness, their fundamental cause
may lie outside of the circadian system. For example, endocrine disturbances
could alter the behavior of an otherwise normal circadian pacemaker. 


A circadian theory of affective illness is attractive because it can
integrate clinical symptoms (such as early awakening and diurnal variation in
mood), epidemiological features (such as seasonality and cyclicity),
disturbances in REM sleep, and endocrine function. It also provides a possible
way of understanding the effects of psychotropic drugs and procedures such as
sleep deprivation. It suggests new animal models of depression, mania, and
manic-depressive cycles. Most important, it could point the way to new
treatment approaches designed to manipulate the circadian system directly. 


For the present, the authors hope that the emerging findings in this
area will stimulate clinicians to attend to patients’ reports of the patterns
in the recurrences of their illness and to the changes in the daily rhythms
that may accompany them. It is also hoped that more experimental evidence
bearing on the role of the circadian system in affective illness will be
forthcoming. 
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 CHAPTER 4

GENETIC MODELS OF MENTAL ILLNESS  


Raymond R. Crowe 


Introduction 


When the long-standing “nature versus nurture” controversy in
psychiatry was finally resolved by the adoption studies, demonstrating beyond a
reasonable doubt the genetic predisposition to the major mental disorders,
attention finally turned to the more productive question of how both genetic
and environmental factors are involved in transmitting disease; that is,
transmission models. 


The earliest of these transmission models were Mendel’s laws of
inheritance, and early workers in psychiatric genetics naturally attempted to
apply these models to the diseases they were studying. However, unlike many
medical diseases that fit the Mendelian ratios with such precision that another
explanation would be hard to imagine, none of the psychiatric disorders gave an
acceptable fit. This led to models modifying Mendel’s laws by postulating such
variables as incomplete penetrance and additional genes. These explanations
were never widely accepted, probably because enough modifications could make
the model fit almost any data set and, moreover, no means existed for
statistically testing the fit with a probability level. 


A major development occurred in the 1960s with the adaptation of the
laws of quantitative genetics to the study of discrete traits; that is, the
multifactorial threshold model. In the 1970s, this model was expanded to
incorporate multiple disease forms, sex differences, and most important, it was
rendered statistically testable for goodness of fit. Meanwhile, sophisticated
single-locus models that lent themselves to statistical testing were also
developed. Finally, the increasing availability of computers made possible
analyses that would have been impossible in the early days of model
construction. 


The term “transmission model” is preferred to “genetic model”
because the models do not necessarily require an assumption that the disorder
is genetic. Analysis by transmission models is entirely appropriate for
conditions of undetermined etiology, even when they may be purely
environmental. A transmission model is basically a mathematical hypothesis—a
set of predictions based on an assumption about the transmission of the
disorder that can be compared with observed data and the fit of model to data
tested with a statistic so that the model can be accepted or rejected. 


A model is defined by a set of parameters such as the frequency of
the trait in the population. The parameters and the assumptions of the model
comprise a mathematical formula, or set of formulas that, for any set of
parameter values, generate expected values of affected persons among various
classes of relatives and the population. Data collected on disease prevalence
in the population and in these classes of relatives of affected persons provide
the observed values against which the model is tested. The parameters are
iterated over a series of values, successive values being substituted for each
parameter until the set of parameters giving the best fit of expected to observed
values is obtained. The fit can be maximized in either of two ways. First,
differences between observed and expected values may be used to compute a
chi-square for each parameter set; the parameter set yielding the smallest
chi-square is the best fitting one. Alternatively, a likelihood approach may be
employed. Under the model, and for each parameter set, the probability of the
observed numbers of affected and unaffected persons in each pedigree can be
calculated. The product of these probabilities across pedigrees is referred to
as the likelihood and is maximized by the best fitting parameter set. Finally,
the goodness of fit of the best fitting parameter set is tested statistically
to determine whether the model is accepted or rejected. In order to test fit,
the degrees of freedom must be determined. They are equal to the number of
classes of independent observations minus the number of parameters defining the
model. If the number of observations exactly equals the number of parameters,
there are o degrees of freedom and the model cannot be tested. In the
chi-square analysis, the probability level of the smallest chi-square value
with its respective degrees of freedom determines whether the model provides an
acceptable fit. In the likelihood approach, a likelihood ratio is constructed
by the likelihood of the parameter set tested divided by the likelihood of an
“unrestricted model” that provides a perfect fit to the data. Twice the
logarithm of the likelihood ratio is asymptotically distributed as a chi-square
with its respective degrees of freedom. 


Slater and Cowie proposed a single gene model of schizophrenia that
in some respects represented a forerunner of present transmission models and
exemplifies many of these principles. The model proposes a single gene a of frequency p and its normal allele A
of frequency 1 — p. Thus, three
genotypes are possible: AA, Aa, and aa, which the law of Hardy-Weinberg
equilibrium predicts will occur in the following frequencies respectively: (1 —
p)2, 2p(i — p), and p2,
the three frequencies summing to unity. If m
is the proportion of heterozygotes (Aa)
who develop schizophrenia, then the prevalence of schizophrenia in the
population can be expressed by the following formula: s = 2 mp (1 — p) + p2. With s fixed at 0.0085, population prevalence of schizophrenia, m can be calculated from any given value
of p. In this way, a wide range of
parameter sets of p and m were used to calculate the expected
rate of schizophrenia for various classes of relatives of schizophrenics: children,
siblings, and second- and third-degree relatives. The expected and observed
values were compared by visual inspection rather than a statistical test, and
it was concluded that when p — 0.03
and m = 0.13, a suitable fit was
obtained. 


 Use of Transmission Models  


Transmission models have been applied to a number of questions in
psychiatry, the problems addressed falling into the following categories. 


1. Do the data favor single gene or multifactorial
transmission? None of the psychiatric disorders fit classic Mendelian
segregation ratios, and family studies have been compatible with either a
partially penetrant gene or with multifactorial inheritance. With transmission
models, the fit between model and data can be expressed quantitatively as a
probability level, and in this way different models can be compared and poorly
fitting ones rejected. 


2. Are the
data compatible with a specific genetic or environmental hypothesis? Although
the only method for definitively separating heredity from environment is the adoption
study, specific hypotheses about genetic and environmental influences can be
formulated and tested. For instance, are women less likely to develop
antisocial personality or alcoholism because social pressures against this
behavior are greater in women or because they are inherently more resistant to
the disorder? Each hypothesis predicts different patterns of transmission that
may be used to determine which best fits the data. 


3. Can two
or more conditions be considered sub-forms of a single disorder? Disorders in
psychiatry that may be conceptualized in this way include unipolar and bipolar
affective disorder within bipolar families, antisocial personality and
hysteria, and male and female alcoholism. Disorders such as these that differ
with respect to severity, frequency, or symptomatology but occur together in
families can be analyzed to determine whether a single transmission model can
account for both or whether separate disorders segregating independently must
be assumed. 


4. Can mild
and atypical forms of a disorder be included as a “spectrum” of that disorder?
Examples of such conditions include schizoid traits in relatives of
schizophrenics, as well as cyclothymic personality and mild, atypical
depressions in relatives of manic-depressives. If these conditions are
transmitted independently of the major disorder, the transmission hypothesis
may be rejected. 


In interpreting the results of studies using transmission models,
several points must be kept in mind. First, when a model provides an acceptable
fit to the data, this does not mean that it is the only explanation for the
observations. Other models not tested, or not yet constructed, may account for
the data equally well. Moreover, the disease may subsequently prove to be
heterogeneous, with each subtype being transmitted in a manner different from
what had originally been thought. Second, if a model does not fit the data, it
must be remembered that what has been rejected is that particular model. Thus,
rejection of a specific model of environmental transmission does not mean that
environmental transmission has been disproven, but only that the formulation of
environmental transmission by that model does not account for the data.
Finally, data sets in psychiatry often vary greatly from one investigation to
another, and models fitting one data set may not fit another of the same
disease. 


 Overview of
Transmission Models  


This section will present an overview of the transmission models
commonly encountered in the psychiatric literature. The following section will
review the literature on the actual application of these models. The
presentation will be limited to models that have been applied to psychiatric
data; models that have been presented in theory only are omitted. The relevant
models can be conveniently divided into single-locus and multifactorial ones. 


 Multifactorial Models  


One Threshold 


The multifactorial threshold model was originally proposed by Carter
in 1961, developed into a quantitative mathematical model by Falconer in 1965,
and extended to include multiple thresholds by Reich and associates in 1972.
This latter development rendered the model testable against data and it has
been widely applied in psychiatry since that time. Since the models currently
in use in psychiatry were developed by Reich, his notation will be followed. 


Basically, the model postulates that multiple genes plus
environmental factors contribute to a continuous liability which, although not
measurable, is normally distributed in the population, with individuals
exceeding a hypothetical threshold manifesting the trait, and those falling
short of the threshold liability being unaffected. This formulation is
presented diagrammatically in figure 4-1, with the area to the right of the
threshold (T) representing the
affected portion of the population. 



[image: Figure 4.1]

FIGURE 4-1. 
The Multifactorial Single Threshold Model. The upper
distribution represents the liability of the general population and the lower
distribution that of the relatives of affected individuals. G and R are the
liability distribution means of the general population and of the relatives of
affected individuals, respectively. T is the threshold. Kr* and KH are the
prevalences of the trait in the population and among relatives of affected
individuals, respectively. XP and are the deviations of the threshold from the
population and relative means respectively. A is the mean liability of affected
individuals in the population, and a is its deviation from the general
population mean.



*This chapter retains Reich’s original notation using an upper case
P to designate population parameters. However, in more recent publications a
lower case p is used. The two refer to the same parameter (KP = KP). 




SOURCE: Reich, T., Cloninger, C.R., and Guze, S.P. “The
Multifactorial Model of Disease Transmission: I. Description of the Model and
Its Use in Psychiatry,” British Journal of Psychiatry, 127 (1975): 2. 




Reich and associates have summarized the assumptions on which the
model is based: (1) the relevant genetic and environmental factors can be combined
into a single continuous liability variable; (2) the liability is normally
distributed; (3) a threshold in the liability divides the population into
affected and unaffected classes; (4) the relevant genes are each of small
effect and act additively; (5) environmental factors are also of small effect
and act additively; and (6) since environmental factors may be shared by
relatives, the disease may be partly to entirely nongenetic. 


In figure 4-1, the upper curve represents the liability distribution
of the population, and the lower one, that of first-degree relatives of
affected persons. The lower curve is displaced to the right, resulting in a
higher prevalence of the trait in the first-degree relatives of affected
persons than in the population; that is, the trait is familial. The more
strongly familial the disorder is, the farther to the right the relatives’
distribution is displaced. This relationship can be expressed as a phenotypic
correlation (r). Where KP and KR
represent the prevalence of the trait in the population and in first-degree
relatives of affected persons, respectively, Xp and Xr, the deviation of their
respective population means (G and R) from the threshold (T), and a is the mean deviation of the probands from the population mean: 
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The values of XR, XP, and a can be
obtained from tables once the population prevalences (KP and KR) are known. The correlation, which can be readily derived
from these values, varies from 0 to 1, with 1 indicating that all relatives are
affected and o indicating that relatives experience the same prevalence as the
population. 


The model can be fit to data by calculating the heritability (h2) for correlations between various classes of relatives. This
parameter is based on the assumption that the total variance in a trait can be
partitioned into genetic and environmental variance (VT = VG + VE). The heritability
represents the proportion of total variance due to additive genetic variance1 
(h2 — VA/VT).
It can be estimated by dividing the correlation between relatives by the
coefficient of genetic relationship (1 for monozygote twins, 1/2 for
first-degree relatives, 1/4 for second-degree relatives, and so forth). The
model predicts that the heritabilities should be consistent across various
classes of relatives (for the same trait in the same environment). If this
proves to be the case, then the model can be said to fit the data. 


The major contribution of this model has been that it greatly
modified traditional ways of viewing qualitative traits such as disease.
However, it has the disadvantage that with two parameters (KP and
r) and two sets of independent observations (KP and KR), there are 0
degrees of freedom remaining for statistical testing. Being untestable, the
model has been of mainly heuristic value. The problem of non-testability,
however, was circumvented by Reich and coworkers, who extended the model to
include multiple thresholds. 



[image: Figure 4.2]

FIGURE 4-2. 
The Multifactorial Two Threshold Model. The upper
distribution represents the liability of the general population, and the lower
two distributions that of the relatives o f individuals with wide and narrow forms
of the trait,  respectively. The
parameters are listed in table 4-1.



SOURCE: Reich, T., Cloninger, C.R., and Guze, S.P. “The
Multifactorial Model of Disease Transmission: I. Description of the Model and
Its Use in Psychiatry,” British Journal o f Psychiatry, 127(1975): 5. 




 The Multifactorial Multiple Threshold Model  


Many traits occur in two forms: a less frequent severe form and a
more common mild one. For example, in bipolar families, unipolar depression is
approximately twice as common as bipolar illness. This situation can be
represented by a continuous liability distribution with two thresholds, which
is illustrated in figure 4-2. The parameters are defined in table 4-1. This
figure is analogous to figure 4-1, with the upper distribution representing the
liability distribution of the population and the lower two distributions that
of first-degree relatives of persons with either form of the trait and those
with only the severe form, respectively. Persons having either form of the
trait are designated as having the wide form (w) and are represented by the area to the right of the wide
threshold (Tw). Those with only the severe subtype are
designated narrow form (n) and are
represented by the area under the curve to the right of the narrow threshold (Tn). Those with the mild subtype only are designated wide but
not narrow (w—n) and are represented
by the area between the two thresholds. It can be seen that the liability
distribution of relatives of narrow-form probands is displaced to the right of
that of the relatives of wide-form probands, resulting in a larger proportion
exceeding both thresholds and thus being affected with both forms of the trait.
The liability distribution of relatives of wide-form probands is in turn
displaced to the right of the population distribution, making their risk for
both forms greater than the population but less than relatives of narrow-form
probands. The model is completely defined by three parameters: the population prevalence
of the narrow form (KPn), the population
prevalence of the wide form (KPw), and the
correlation coefficient (r).2  The correlation coefficient can
be estimated for subjects with the same form of the illness (that is, between
wide-form probands and their relatives with respect to wide-form trait, rww; and between narrow-form probands and their relatives
with respect to narrow-form trait, rnn) with formula 4-1.
The cross correlations (between wide-form probands and their relatives with
respect to narrow-form trait, rwn; and between
narrow-form probands and their relatives with respect to wide-form trait, rnw) can be estimated with the following formulas: 
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Table 4-1 Parameters of the Multifactorial Two-Threshold Model 


 
 
  	G, Rw, Rn 
  	Distribution means for the general population, and for relatives
  of wide- and narrow-trait probands 
 

 
  	Tw, Tn 
  	Wide and narrow thresholds 
 

 
  	XPw, XPn 
  	Population prevalences of wide and narrow traits 
 

 
  	KRw, KRn 
  	Prevalences of wide trait in relatives of wide probands and narrow
  trait in relatives of narrow probands 
 

 
  	K'Rw, 
  	Prevalences of wide trait in 
 

 
  	KRn 
  	relatives of narrow probands and narrow trait in relatives of wide
  probands 
 

 
  	XPw, XPn, 
  	The normal deviate of the 
 

 
  	XRw, XRn, 
  	respective distribution means 
 

 
  	XRw, 
  	from the wide and narrow 
 

 
  	XRn 
  	thresholds respectively 
 

 
  	Aw, An 
  	Mean liability of wide- and narrow-trait individuals in the
  general population 
 

 
  	aw, an 
  	Deviation of mean liabilities, Aw
  and An, from general population
  mean 
 





If the assumptions of the model are correct, and the trait is indeed
a unitary one, all four correlations will be equal. Since there are six classes
of independent observations (Kpn, Kpw, KPw
- Kpn, KRn, KRw, KRw - KRn) and three
parameters defining the model (KPn, KPw, r) there are
three degrees of freedom remaining for testing goodness of fit. Thus, the
multiple threshold model represents an important advance because it can be
statistically tested and rejected if it does not fit the observations. The usual
test statistic is the chi-square goodness-of-fit test. 


A simple extension incorporates sex effect into the model. The usual
situation is a trait such as unipolar depression in which the prevalence
differs between the sexes. This can be represented by a single liability
distribution with separate thresholds for the two sexes (Tm and
Tf). With the problem set up in this fashion,
the prevalence of the less frequently affected sex represents the narrow form
and that of the other, the wide form. This model is defined by three
parameters: the population prevalence in males (Km),
the population prevalence in females (Kf), and the
correlation between relatives (r).
There are six classes of independent observations (the male and female
population prevalences and the prevalence among male and female relatives of
each sex of proband), leaving three degrees of freedom for testing goodness of
fit. 


A further extension of the multifactorial model permits the testing
of three hypotheses about subtypes of a trait: (1) the subtypes are different
degrees of the same process; (2) they are environmental variants of the same
process; or (3) they are transmitted independent of one another. These three
hypotheses conform respectively to what is termed (1) the isocorrelational
model, (2) the environmental model, and (3) the independent model. 


The isocorrelational model assumes that familial transmission
factors (genetic and environmental) act equally on all subtypes and that
extrafamilial environmental factors likewise affect all subtypes equally. If
these assumptions are correct, then all four correlation coefficients should be
equal: rww = rnw = rwn
= rnn. The
model is defined by the three parameters Kpw, Kpn, and r. 


In the environmental model, extrafamilial environmental factors are
assumed to act preferentially on one sub-form of the trait so that: rww ≠ rnn.
In this model the remaining two correlations are equal and are equivalent to
the geometric mean of the first two: rwn = rnw = √rwwrnn. The model is
defined by the four parameters KPw, KPn, rww, and rnn. 


In the independent model, the familial factors (genetic and
environmental) responsible for transmission are assumed to differ between the
subtypes of the trait. Thus, the subtypes are to a greater or lesser extent
transmitted independent of one another and each has its own liability
distribution with one threshold. The assumption that the correlation in
familial factors between subtypes is less than 1 requires that rwn and rnw be significantly
less than √rwwrnm as predicted by the environmental model. Thus, the model
is defined by five parameters: Kpw, Kpn, rww, rnn, and rwn. If the model is accepted, the degree of overlap between
the two trait forms (w — n and n) can be estimated by the phenotypic
correlation which varies from o with complete independence to 1 with complete
overlap. 
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The three models are nested within each other: the isocorrelational
model represents a special case of the environmental model, which, in turn, is
a special case of the independent model. In practice, the isocorrelational
model is tested first since it is the most restrictive. If it is rejected the
environmental model is tested and, in turn, if it can be rejected, the
independent model is tested. 


 Single-Locus Models  


The earliest single-locus model bearing any resemblance to
present-day transmission models is the formulation by Slater, which was
presented earlier. Since both Slater’s single-locus model and Falconer’s
multifactorial threshold model appeared to fit the data, Slater developed a
computational model for determining whether a data set favored single-gene or
multifactorial inheritance. Although itself not a transmission model, this
method has been widely used in psychiatry to analyze transmission and,
therefore, will be included in this review. 


Slater reasoned that if a trait is transmitted as a single gene,
then ancestral secondary cases should appear predominantly on one side of the
pedigree (paternal or maternal). In polygenic inheritance, secondary cases
should appear on both sides more frequently than in single-gene transmission. A
rigorous solution was not possible, but by using some simplifying assumptions
he arrived at the expectation that in polygenic inheritance pairs of ancestral
cases should be unilaterally distributed approximately twice as frequently as bilaterally.
Any deviation from this expected two to one ratio in the direction of excess
unilateral pairs would be evidence for single-gene transmission, and the
deviation could be statistically tested with a chi-square test. Slater and
Tsuang subsequently introduced a correction factor to allow for the greater
weight given to families with large numbers of secondary cases. 


As the multifactorial model developed in sophistication, more
advanced single-locus models were being developed. Cavalli-Sforza and Kidd
developed a single-locus threshold model resembling in some respects the
multifactorial threshold model. The model, illustrated in figure 4-3, proposes
a single locus with two alleles A and
a, producing the three genotypes AA, Aa, and aa with frequencies determined by Hardy-Weinberg equilibrium: (1 — q)2, 2q(i — q), and q2, respectively where q is the gene frequency of the a allele. Each genotype mean is
represented on a liability scale, with the AA
mean arbitrarily set at 0 and the aa
mean at 2; the Aa mean occupies a variable distance between the two, its distance
from 0 being represented by h’, which
can vary from o for complete recessiveness (Aa
= AA) to 2 for complete dominance
(Aa = aa). Environmental variance
causes the phenotypic liability values of each genotype to vary, forming a
distribution of values around each genotype mean. The three distributions are
assumed to each be normal with equal variances represented by ϵ2. The three overlapping liability distributions form a
continuous distribution of liability that is divided by a threshold T into affected and unaffected classes.
Thus, the model is defined by four parameters: gene frequency (q), dominance (h’), environmental variance (ϵ2), and threshold
position (T). 
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Figure 4-3. 
The Single-Locus Threshold Model. The three
distributions represent the liability of AA, Aa, and aa individuals,
respectively. The position of AA is arbitrarily set at o and that of aa at 2.
The parameters defining the model are: gene frequency of a allele (q); environmental
variance (e2); position of the heterozygote Aa (h); and threshold position (T).



Source: Kidd, K.K., and Cavalli-Sforza, L.L. “An Analysis of
the Genetics of Schizophrenia,” Social Biology, 20(1973): 256. 






Expected numbers of affected relatives in various classes can be
calculated for any set of parameter values. The model determines the
probability of an affected, or unaffected, person being of each genotype. For
each genotype, the probability of any class of relative sharing either allele
with the proband can be calculated. Finally, for each possible genotype of a
relative, the model determines the probability of being affected. A computer
program is used to iterate over the parameters, generate the expected values
for each parameter set, compare them with the observed ones, and calculate the
chi-square for goodness of fit. 


Elston and associates developed models for a limited number of loci
(two autosomal and one sex-linked) based on segregation analysis using a
likelihood approach. The single locus model proposes two alleles A and a resulting in the three genotypes AA, Aa, and aa in
Hardy-Weinberg equilibrium with q the
frequency of the A allele. The
probability of being susceptible is represented by λ, which can be made to vary
with genotype or to be independent of genotype. Age of onset is considered to
be lognormally distributed (the logarithm of the age of onset is normally
distributed) with mean µ which may either vary with genotype or be independent
of genotype. All age of onset distributions have the same standard deviation ơ.
The probability of transmitting the A
allele is represented by Ƭ, which,
for the three genotypes, assuming Mendelian inheritance, is ƬAA,A = 1, ƬAa,A  = 1/2, and Ƭaa,A = 0. Likewise,
there are three complementary probabilities of transmitting the a allele. Finally, an ascertainment
parameter K is introduced to correct
for ascertainment bias. 


The model accepts either dichotomous (affected, unaffected) or
trichotomous (affected state 1, affected state 2, unaffected) traits. Two hypotheses are tested. The Mendelian
hypothesis assumes transmission probabilities (ƬAA,A =
1; TAa,A  =
½; and Ƭaa,A = 0) in accordance with Mendel’s law. The
environmental hypothesis assumes that the probability of transmitting the trait
is independent of genotype and, therefore, that the three transmission
probabilities are equal (ƬAA,A = TAa,A  = Ƭaa,A). A computer program calculates the likelihood of the
data set under each hypothesis and under an unrestricted model, which allows
the parameters to vary independently of one another to provide a perfect fit to
the data. The Mendelian and environmental hypotheses are tested by means of a
likelihood ratio with the unrestricted model. A small likelihood ratio implies
a small departure from the unrestricted model and, thus, a good fit to the data
and can be tested by the chi-square (2 log [likelihood ratio]). 


It can be seen from this brief overview that as transmission models
have become more advanced, they have expanded the range of testable hypotheses
about disease transmission by incorporating such variables as multiple forms of
a trait, environmental effects, and age of onset. Consequently, each
transmission model subsumes a number of hypotheses within it. In this sense
most of the early hypotheses of single gene (or polygenic) inheritance are
tested when one of these broader transmission models is applied. Finally, the
single-locus and the multifactorial models represent the extremes of a
continuum of potential models from one gene to many. However, until the
extremes can be rejected, there is little value in constructing new models with
two loci, multiple alleles, and so forth, which, although heuristically less
valuable, will fit the data equally well. 


Table 4-2 Parameters of the Elston Segregation Analysis Model



 
  
  	TAA,A; 
  	Probability of each 
 

 
  	TAa,A; 
  	respective genotype 
 

 
  	Taa,A 
  	transmitting the A
  allele to progeny 
 

 
  	q 
  	Gene frequency of the A allele 
 

 
  	y 
  	Probability that an individual will develop the trait if he or she
  lives long enough 
 

 
  	µAA, µAa, µaa 
  	Mean age of onset of each 
 

 
  	
  	respective genotype on a log scale 
 

 
  	ơ 
  	Standard deviation of the logarithm of age of onset 
 

 
  	K 
  	Ascertainment parameter 
 





 Application of Transmission Models  


This section will review the application of transmission models to
data on schizophrenia, affective disorder, antisocial personality, hysteria,
alcoholism, and panic disorder. These studies illustrate the models presented
in theory in the last section, as well as their application to the field of
psychiatry. The review should also familiarize the reader with recent research
in this area. Space does not permit a detailed analysis of each study. However,
examples of the major models are reviewed in sufficient detail to provide an
understanding in some depth of the use of the models. (For those interested in
pursuing the original literature, all of the major studies are reviewed and
referenced.) 


 Schizophrenia  


Schizophrenia was a major interest to the early workers in
psychiatric genetics who attempted to adapt Mendel’s laws to their data.
Kallman proposed that an autosomal recessive gene accounted for the inheritance
of schizophrenia in his study of a large collection of kindreds. Böök proposed
that a single gene with incomplete penetrance accounted for the inheritance of
schizophrenia and demonstrated that the model fit his data when the
heterozygote penetrance was 0.2, the homozygote penetrance 1, and the gene
frequency 0.07. However, because of the unusually high population prevalence in
Böök’s material, his model would not have fit the data of other workers. 


Slater further developed the model of a single partially penetrant
gene into his formulation (see “Introduction”). He fit the model to data
derived from the literature dealing with children of one and two schizophrenic
parents, siblings of schizophrenics, and second- and third-degree relatives.
Taking 0.0085  the population prevalence
of schizophrenia (5), various values for the gene frequency (p) were substituted into the formula S = 2mp(1
— p) + p2 and
values of the heterozygote penetrance (m)
calculated. When these parameter sets were used to calculate the expected rates
of schizophrenia in the aforementioned classes of relatives, the model seemed
to give a good fit at a gene frequency of 0.03 and a penetrance of 0.13. Thus,
the model predicted a relatively uncommon gene that was predominantly
recessive. 


Slater felt that his model accounted for the data as well as the
polygenic threshold model and tested the two with his computational model.
Nineteen schizophrenic kindreds from the Maudsley Hospital were analyzed, and a
unilateral to bilateral ratio of 42 to 11 was found, which was significantly greater
than the 2 to 1 ratio predicted by polygenic inheritance. Thus data favored the
single locus model. Since the first study was based on family history, Tsuang
applied the model to data obtained from interviews. The twenty-three kindreds
in his study revealed a ratio of 43 to 11 unilateral to bilateral pairs, again
significantly favoring single-gene transmission. 


Gottesman applied Falconer’s multifactorial single threshold model
to the inheritance of schizophrenia. Data were taken from the literature on
monozygotic and dizygotic twins, first-degree and second-degree relatives.
Calculations were carried out using a population prevalence of schizophrenia (q) of both 1 percent and 2 percent.
Since the model is defined by q and h2, with q fixed, h2 can be calculated from the correlation in
prevalence between probands and any class of relatives. If the model is to fit,
the heritabilities should be consistent across classes of relatives and this
was found. At a 1 percent prevalence, h2 estimates on
age-corrected data ranged from 79 percent among first-degree relatives to 106
percent for one set of twins. The consistency was acceptable, especially
considering that the data came from five investigations in three countries. The
heritabilities indicated a substantial genetic predisposition to schizophrenia.
They have been subsequently recalculated on twin data using the tetrachoric
correlation, which is more exact than the Falconer method used by Gottesman.
Again, both a 1 and 2 percent population prevalence was used in the
calculations. At a 1 percent prevalence, the heritabilities ranged from 80
percent to 93 percent, substantiating Gottesman’s analysis. 


Heston proposed a single-gene model that assumed complete penetrance
of the gene. The model made use of the observation that the nonschizophrenic
relatives of schizophrenics often manifest other forms of psychopathology,
which he termed “schizoidia.” If the sum prevalence of schizophrenia and
schizoidia was taken, in those studies that recorded this data, the observed
proportions of affected relatives came surprisingly close to that predicted by
simple autosomal dominance. For children, 49 percent were affected, compared
with 50 percent expected, and the respective figures for siblings were 46
percent versus 50 percent; for parents, 44 percent versus 50 percent; for
children of two schizophrenic parents, 66 percent versus 75 percent; and for
monozygotic co-twins of schizophrenics, 88 percent versus 100 percent. 


Using pooled data from the literature on children, siblings,
second-degree relatives, and mono- and di-zygotic co-twins of schizophrenics,
Kidd and Cavalli-Sforza and Matthysse and Kidd applied the single locus
threshold model to schizophrenia. They noted considerable heterogeneity in
prevalence rates among investigations and dealt with the problem by fitting the
model to both a set of “low” and “high” rates. The four parameters of the
model, gene frequency (q),
environmental variance (ϵ2),
dominance (h’), and threshold
position (J), led to a number of parameter sets all fitting the data. For
illustrative purposes one of these parameter sets will be discussed in detail: q = 0.10, ϵ2 = 0.36, h’
= 0.25, and T = 1.6. It will be
remembered that the AA mean is
arbitrarily set at 0 on the liability scale and the aa mean at 2.0, with Aa
falling somewhere in between, its position determined by h’ (0.25). This
arbitrary scale can be standardized by using the standard deviation (S.D.) as
the unit of measure, which in this case is 0.6 (√0.36). The threshold (T = 1.6) lies 2.7 S.D. above the AA mean and 2.25 S.D. above the Aa mean. Thus, relatively few AA and Aa genotypes will exceed the threshold, and most persons with the
disease will be aa, the mean of their
liability distribution lying 67 S.D. above the threshold. Finally, the gene is
a common one, with frequency 0.10, meaning 19 percent of the population will
carry it [q2 + 2q(1
— q)]. 


Returning to the overall analysis, all parameter sets predicted a
relatively common predominantly recessive gene, as in the illustration.
Although persons of the normal AA genotype
had a small likelihood of developing schizophrenia, 16 to 25 percent of
schizophrenics were AA depending on
the parameter set. (Although proportionally less AA are affected, they constitute the majority of the population
and, thus, contribute a substantial number of cases.) Thus, the model predicted
a sizable proportion of sporadic cases. Another interesting finding was that
the expected morbidity risk among siblings was higher than that for parents.
This discrepancy, which is seen in most family studies of schizophrenia, is
usually considered to be the result of a selection bias, but in fact it is
predicted by the single-locus (and polygenic) model. This is because siblings,
unlike any other pair of first-degree relatives, can share both genes at a locus through common inheritance. 


Matthysse and Kidd applied a different single locus model to
published schizophrenia data. The parameters of the model are (1) the frequency
of the pathogenic a allele (q); (2)
the probability of a genetically normal AA
individual becoming schizophrenic (f0); (3) the probability of the Aa heterozygote becoming schizophrenic (f1); and (4) the probability of the aa homozygote becoming schizophrenic (f2). When the model was
applied to the published data, it predicted an unacceptably low morbidity risk
for monozygotic co-twins of schizophrenics and for offspring of dual
schizophrenic matings (both 19.9 percent). However, for the population
prevalence, and for siblings and offspring of schizophrenics, a wide range of
parameter sets fit the data. The gene frequency varied between 0.3 percent and
2.2 percent, with the f0,
f1, and f2 varying from a high of
0.5 percent, 50.5 percent, and 100.0 percent, to a low of 0.0 percent, 19.4
percent, and 38.9 percent respectively. This model also predicted a high rate
of sporadic cases (61.2 percent) with 38.7 percent of schizophrenics being
heterozygous and 0.1 percent homozygous. 


The same investigators tested a multifactorial model based on the
following assumptions: (1) a normally distributed population liability to
schizophrenia with a mean of 100 and a standard deviation of 15 arbitrary
units, (2) a cumulative normal liability distribution representing the
probability that a person with a given liability value will develop
schizophrenia. The parameters of the model are the liability value resulting in
a 50 percent risk and one resulting in a 99 percent risk. When the model was
fitted to the data, liability values of 137 and 148 for the two respective
parameters gave a good fit to population and first-degree prevalence, but again
the model led to unacceptably high risks for monozygotic co-twins (61 percent)
and offspring of dual matings (39 percent). 


Elston and associates, using Elston’s segregation analysis, analyzed
a large sample of two-generation kindreds from Kallman’s schizophrenia study.
These included 178 pedigrees of probands with “nuclear” schizophrenia and 82
pedigrees of probands with paranoid and simple schizophrenia (the “peripheral”
group). The data were analyzed first under a model assuming that probability of
being susceptible (y) was the same
for all genotypes, but, if susceptible, each genotype was characterized by its
unique mean age of onset (µ,). The second model assumed that each genotype was
characterized by a unique probability of being susceptible (y), but that age of onset (ja) was the same for all genotypes.
Under each model, the Mendelian (ƬAA.A = 1, TAa.A = 1/2, Ƭaa.A = 0) and the
environmental (ƬAA.A = ƬAa.A = Ƭaa.A) hypotheses were tested. A trichotomous classification
was used in order to include “schizoidia” as affected state 2. Likelihoods were
computed for each set of pedigrees under each hypothesis and under the unrestricted
“best fit” hypothesis. The results rejected both the genetic and environmental
hypotheses in both data sets. However, the parameters of the unrestricted model
were quite similar in the nuclear and “peripheral” groups, indicating a similar
pattern of transmission in both subtypes. 


This analysis differs from the previous single-locus approaches in
using segregation analysis rather than fitting parameters of a model to disease
prevalences in various classes of relatives. The former approach is a more powerful
tool for detecting lack of fit. (The difference between the two approaches can
be illustrated with the following example. Assume two families, each with one
affected parent and five children. In the first family, all five children are
affected and in the second, none. Taking all children as a group, five of ten
are affected, exactly as predicted by autosomal dominance, although in neither
family is the segregation ratio close to this expectation.) Perhaps this
explains why Elston and Campbell, applying the latter approach to Kallman’s
data in an earlier analysis, found a good fit to a predominantly recessive
single-gene model. The Elston model is a broad one and would subsume most of
the early single-gene models (as would the Kidd model), and in addition, his
use of “schizoidia” as affected state 2 would subsume Heston’s hypothesis as
well. Thus, the rejection of the Elston “genetic” hypothesis covers a set of
earlier genetic hypotheses. However, it should be remembered that this last
analysis was limited to the data from one investigator, and, due to the
heterogeneity of the data in this area, the results may not apply to other
investigations. It must also be recalled that particular genetic and
environmental models were rejected, and the results do not imply that genetics
and environment are unimportant in causing schizophrenia. 


 Affective Disorders  


Because of the bipolar-unipolar heterogeneity within affective
disorders, early attempts to apply genetic models to affective disorder as a
group were doomed to failure. Rosenthal summarized the major hypotheses which
included a model with three separate genotypes—two recessive and one dominant
and one postulating an autosomal gene for cyclothymia with an X chromosome activating factor to
explain the greater incidence in women. With the demonstration that bipolar
illness segregates independently of unipolar depression, renewed interest
developed in understanding the genetics of affective disorder, particularly the
bipolar form. 


Of all the genetic models in psychiatry, Winokur’s proposal that
bipolar illness is transmitted as an X-linked dominant trait has created more
controversy than any other. This hypothesis was originally suggested by the
finding that there was no father-son transmission in sixty-one bipolar families
despite frequent occurrences of other types of parent-offspring transmission.
Since the X chromosome is transmitted
from a father to all daughters but not to sons, this hypothesis accounted for
the absence of father-son transmission as well as for the excess of affected
females usually observed. In two subsequent studies, Winokur and his
colleagues- collected an additional twenty-eight probands and thirty male
probands, respectively, again finding virtually no father-son transmission.
Other investigators, however, have found frequent instances of father-son
transmission in their material, thus contradicting the sex-linkage hypothesis. 


A different approach to the question of X-linkage is linkage analysis. It is based on the fact that if two
genes, a disease gene and a marker gene such as color blindness, lie
sufficiently close to one another on the same chromosome, the frequency of
recombination will be less than 0.5 and their assortment within families will
not be independent of one another. In practice, the pedigree is identified by a
proband with one form of each trait, for example, depression and color
blindness (each trait exists in two forms: depressed—not depressed and color
blind—not color blind). Relatives who have both forms the same as the proband,
or neither form the same, are counted as non-recombinants; those with one form
and not the other, as recombinants. For any frequency of recombination (6), the probability of encountering the
observed number of non-recombinants and recombinants within a family can be
calculated from the binomial theorem. The probability at various recombination
fractions (Ɵ = 0.0, 0.1, 0.2, 0.3,
0.4) can be compared with the probability under the null hypothesis Ɵ = 0.5 by means of a probability or odds
ratio. The odds ratio is usually expressed as the logarithm of the odds (LOD
score) and is summed over the pedigrees. If, for any value of 0, the LOD score reaches 3.0, linkage is
considered to be established. Likewise, if the LOD score reaches -2.0, linkage
can be considered to be ruled out at that recombination fraction. 


Winokur’s group first suggested genetic linkage of bipolar illness
with the genes for deutan and protan color blindness and the Xg blood group. When Mendlewicz and
associates added a number of their own kindreds to this material, ten families
informative for linkage with deuteranopia yielded a LOD score of 4.50 at a
recombination fraction of 0.07, fifteen informative for protanopia yielded a
LOD score of 3.73 at a recombination fraction of 0.10, and twenty-five
informative at the Xg locus yielded a
LOD score of 2.96 at a recombination fraction of 0.19. Thus, linkage was
demonstrated at both color blindness loci and strongly suggested at the Xg
locus. 


These findings have been criticized by Gershon and Bunney, who make
the following points regarding linkage work in this area: (1) an association
exists in the pedigrees between affective disorder and color blindness that
would bias the material toward a finding of linkage; (2) the analytical methods
developed for linkage analysis do not allow for such problems as variable age
of onset and multiple manifestations of the trait; (3) some of the families are
open to alternate interpretations of whether they are informative for linkage;
and (4) since the Xg and color
blindness loci are unlinked, it is unlikely that a third trait would be linked
to both. They reanalyzed the data excluding any kindreds they considered to be
ambiguous as to informativeness and were unable to support linkage at any of
the above three loci. Moreover, Gershon’s group has recently studied six new
pedigrees informative at the color blindness locus and another six informative
at the Xg locus. The LOD scores from
both these analyses strongly support a verdict of no linkage. At the same time,
Mendlewicz and associates have published eight new pedigrees which again
support linkage between bipolar illness and the color blindness loci (LOD =
1.55 at Ɵ = 0.15). Mendlewicz found a
significant degree of heterogeneity in his material, with some pedigrees
supporting linkage and others not. Indeed, heterogeneity may be the answer to
the seemingly endless contradictions in this area. 


Since family data from some sources support the A-linkage hypothesis
and others contradict it, this would appear to be a promising area for the
application of genetic models and indeed a number of approaches have been
tried. 


Several studies have used Slater’s computational model to analyze
bipolar families. In twenty-six kindreds, Slater and associates found a
unilateral to bilateral ratio of affected pairs of relatives of 38 to 30, which
was consistent with the polygenic expectation of 2 to 1. In his large family
study, Perris examined twenty bipolar and eight unipolar kindreds. The bipolar
ratio was 46 to 15 and the unipolar one 12 to 8, both consistent with polygenic
transmission. Mendlewicz and associates separated out their bipolar families
containing a first-degree relative with bipolar illness, and among these
relatives the unilateral to bilateral ratio was 42 to 6, significantly favoring
a single gene. The different result may be due to a different method of
selecting the pedigrees for analysis. Whatever the reason, this was the only
result consistent with a single gene, X-linked or not. 


Crowe and Smouse performed a pedigree analysis on Winokur’s original
sixty-one kindreds, which had initiated the sex-linkage hypothesis. An
age-correction was introduced and used to calculate the expected numbers of ill
relatives under both the sex-linked dominant (SLD) and the autosomal dominant
(AD) hypotheses. A likelihood test of fit was used, and both models provided a
satisfactory fit, with the SLD hypothesis fitting somewhat better (p > 0.75) than the AD (p > 0.10). When the models were
compared, the sex-linkage hypothesis was favored with an odds ratio of 89 to 1,
although the ratio was not statistically significant. 


Bipolar illness is suitable for analysis by multiple threshold
models, with the bipolar form representing the narrow threshold and the
category of bipolar and unipolar illness defining the broad threshold.
Gershon’s group has analyzed the published data along these lines. In addition
to the two thresholds already discussed, they defined a third one to include
“related” affective disorders such as mild depressions and cyclothymia. The
single-locus model is now defined by the following parameters: (1) gene
frequency (q); (2) environmental
variance (e); (3) dominance (h'); (4)
threshold for major affective disorders (T);
(5) bipolar threshold (TBp); and (6) in the
case of the three-threshold model, threshold for related disorders (TRel). With two thresholds, there are fourteen independent
observations; with three thresholds, twenty, leaving nine and fourteen degrees
of freedom to test the respective models. 


In the multifactorial model, dominance variance (stronger
correlations between siblings than between parents and offspring due to the
fact that siblings can share in common both genes at a locus through common
inheritance) can be dealt with by computing the parent-offspring and sib-sib
correlations separately. If three thresholds are used, this leads to five
parameters: three population prevalences and two correlations; in the case of
two thresholds, there will be four parameters. With two thresholds, there are
fourteen independent observations and with three thresholds, twenty, leaving
ten and fifteen degrees of freedom respectively to test each model. 


When the four models were applied to Gershon’s data, every model
gave a satisfactory fit. Taking the multifactorial models first, the
two-threshold approximation gave a best-fitting parameter set (p > 0.3), which estimated the
population prevalence of all affective disorder (bipolar plus unipolar, or BP + UP) at 1.8 percent and bipolar
illness at 0.4 percent. The sib-sib and parent-offspring correlations were,
respectively, 0.37 and 0.31, indicating little or no dominance effect. The
three-threshold solution yielded the following population prevalences (p > .05): all affective disorder,
3.1 percent; bipolar plus unipolar, 1.6 percent; and bipolar alone, 0.4
percent. The sib-sib and parent-offspring correlations were 0.35 and 0.39,
respectively. Thus, both models predicted a relatively common disorder that is
strongly familial and no evidence of a dominance effect was found. 


Of the two single-locus models, the two-threshold one gave the
better fit (p > 0.5) and estimated
the gene frequency (q) at 0.21 and
the variance (e) at 0.14, making the standard deviation (e) 0.37. The a allele
was completely recessive (h' = 0),
positioning the Aa mean at o with the
AA mean. The threshold for major
affective disorder (T) was positioned
at 2.1 and that for bipolar affective disorder (TBp) at
2.43. These thresholds are 5.7 and 6.6 S.D., respectively, above the AA and Aa means, making it highly unlikely that a person with either
genotype would ever develop affective disorder. Therefore, the model predicts a
common completely recessive gene with most affected persons being homozygous
recessive but with 33 percent [2q (1
— q)] of the population being
heterozygous carriers. The three-threshold approximation fit less well (p > 0.1) with the following
parameter estimates: q = 0.045, ϵ2 = 0.28, h' = 1.4, TRel = 1.7, T =1.9,
TBp = 2.3. This solution predicts a less
frequent gene with moderate dominance such that a substantial portion of the Aa liability distribution exceeds the
thresholds. Here it is apparent that differences in the beginning assumptions
of a model can lead to major differences in what the model predicts about the
mode of transmission. 


Gershon and associates analyzed the data from Angst’s and Perris’s
studies in a like manner using two categories of affected: bipolar and bipolar
plus unipolar. Angst’s data fit both models but Perris’s rejected both the
multifactorial and the single-locus models. For the multifactorial model, the
best-fitting parameter set (p >
0.05) for Angst’s data gave a population prevalence of 0.4 percent for major
affective disorder and 0.03 percent for bipolar illness. The respective
parent-offspring and sib-sib correlations were 0.43 and 0.47, indicating a
strongly familial trait but little or no dominance effect. The single-locus
model predicted the following parameter set (p
> 0.05): q = 0.06, ϵ2 = 0.45, h' = 0.34, T = 1.2, and TBp = 2.3. 


Bipolar illness may also be analyzed with respect to sex thresholds,
since most studies find females more frequently affected than males, the ratio
being approximately 1.5 to 1. Gershon’s group applied the single-locus and
multifactorial models with sex thresholds (Tm and Tf) to five studies: those of Winokur and associates
Mendlewicz and Rainer, Goetzl and associates, James and Chapman, and Gershon
and associates. Both the single-locus and the multifactorial models fit the
last three studies, but both were rejected by the first two. The three studies
fitting the models were then analyzed by the same models without sex thresholds
(Tm = Tf), and only James’s data rejected the models. Because of
the question of X-linkage, an X-chromosome dominant model was tested on the
data of Winokur and those of Mendlewicz, the two studies suggestive of
X-linkage. The model fit Winokur’s data but was rejected by those of
Mendlewicz. Thus, two studies rejected sex threshold models as an explanation
for the sex differences in prevalence but only one of these was compatible with
a sex-linkage explanation. Three studies were compatible with sex thresholds
but in only one of these were they necessary to account for the observations. 


What can be concluded from these studies? Regarding the question of
sex linkage, the data that originally suggested the hypothesis have been
rigorously tested and continue to support it. However, the majority of family
studies do not suggest sex linkage, and unfortunately, in these the
multifactorial and single-locus models have been equally satisfactory, with
studies that reject one rejecting both. The analyses have demonstrated that a
sex-linkage hypothesis is not necessary to account for the sex prevalence differences.
Finally, the fact that different data sets lead to very different conclusions,
not only in model but also in parameters of the model, speaks for the
considerable degree of heterogeneity among studies in this area. 


 Antisocial Personality and Hysteria  


Since there is considerable evidence from adoption studies for a
genetic predisposition to antisocial personality, and since antisocial
personality and hysteria are typically seen together in families, these
disorders provide an ideal situation for analysis by transmission models. The
problem requires the use of thresholds for both sex and severity. 


The relevant observations are the following: The population
prevalence of antisocial personality in males is considerably greater than the
female prevalence, and hysteria is found almost exclusively in females.
Likewise, among the relatives of male and female anti-socials and hysteric
women, antisocial personality is found more frequently in males than females
and hysteria is found exclusively in females. These observations suggest a
model with different thresholds for antisocial personality in males and
females, with the female threshold representing a more extreme deviation from
the mean. In women, hysteria may be viewed as a milder form of antisocial personality,
such that antisocial personality represents the narrow threshold and hysteria
plus antisocial personality the broad threshold. Thus, males have a wide
threshold for antisocial personality and females a narrow threshold for
antisocial personality and a wide threshold for hysteria. 


Cloninger and associates- applied the multifactorial multiple
threshold model to their data on antisocial personality and hysteria. The model
was first tested on the data on antisocial personality. These were prevalences of
antisocial personality in male and female relatives of both male and female
anti-socials and the population prevalences of both sexes. These six sets of
observations were used to obtain the best-fitting set of three parameters:
population prevalence in males and females, and correlation between
first-degree relatives. The multifactorial model provided a close fit to the
data (p > 0.9). Among personally
interviewed first-degree relatives of white anti-socials, the expected
population prevalences were 3.6 percent for men and 0.7 percent for women. The
first-degree relative correlation of 0.55 indicated strong familial
transmission. 


When the model is expanded to include hysteria it yields a set of
twelve observations: the prevalence of antisocial men, antisocial women, and
hysteric women in the general population and in first-degree relatives of each
of these three classes of affected subjects. These twelve observations
determine a best-fitting set of four parameters: population prevalences of
antisocial men, antisocial women, hysteric women, and the correlation between
relatives; leaving eight degrees of freedom for testing the minimum chi-square.
When the model was compared to the data it provided a close fit (p > 0.4), estimating population
prevalences of 3.8 percent for antisocial men, 0.5 percent for antisocial
women, and 3.0 percent for hysteric women. The correlation between first-degree
relatives was 0.54. 


The results indicate that the multifactorial threshold model
provides a very satisfactory explanation for the data on the familial
transmission of antisocial personality and hysteria. Moreover, including
hysteria in the analysis leads to an acceptable fit without substantially
changing the parameters predicted from antisocial personality alone, providing
further evidence that these disorders may be alternate forms of the same
process. This was the first example of a genetic model providing a unitary
hypothesis explaining the coincidence of two distinct diseases. 


The same group used multifactorial models to test hypotheses about
sex differences in the prevalence of antisocial personality. The appropriate
models are the three modifications of the Reich multifactorial threshold model:
the isocorrelational model, the environmental model, and the independent model.
The isocorrelational model predicts that extrafamilial factors affecting
liability affect the two sexes equally. As a result, all four correlations
among relatives (male-male, male-female, female-female, female-male) are equal.
The model is tested with six sets of observations: the population prevalence in
each sex plus the prevalence in each sex of relative of each sex proband; and
is defined by three parameters: male population prevalence, female population
prevalence, and correlation among relatives, leaving three degrees of freedom
to test the chi-square. Since the model fit the data on antisocial personality
very closely (p > 0.9), it
explained the data without invoking extrafamilial factors that preferentially
affect one sex, and testing the environmental or independent models became
unnecessary. 


 Alcoholism  


Alcoholism is more prevalent in men than in women and, therefore,
may be analyzed with multiple threshold models in the same manner as antisocial
personality. Cloninger and associates analyzed a series of pedigrees from their
center and found that the isocorrelational model did not lead to a good fit (p > 0.05). Thus, it became necessary
to test the environmental model. This model predicts that extrafamilial factors
that contribute to liability act preferentially on one sex. This is reflected
mathematically in the correlation between females being unequal to the
correlation between males. Thus, the model is defined by four parameters: the
population prevalence in males and in females, the male-male correlation, and
the female-female correlation. Six sets of observations are possible: the
population prevalence of each sex, and the first-degree relative prevalence in
each sex of each sex proband, leaving two degrees of freedom for testing the
best-fitting chi-square. When this model was applied to the data, the fit was
very good (p > 0.8). The
female-female correlation was estimated at 0.18 ± 0.12, significantly lower
than the male-male correlation of 0.53 ± 0.07, and consistent with the
hypothesis of extrafamilial factors acting preferentially in women. 


The isocorrelational and environmental models are based on the
assumption that the same familial factors are relevant to the etiology of the
trait in both sexes. If familial etiologic factors in one sex are only partly
correlated with those factors in the other sex, then sex differences occur due
to the partial independence of these factors. This is reflected mathematically
in a reduced correlation between opposite sexes (male-female, female-male) from
the expected geometric mean of the two same-sex correlations. This can be
expressed mathematically by the phenotypic correlation (rp): rP = rmf/(rmm
rff)1/2 and rP = rfm/(rmmrff)1/2. If rP is
significantly less than 1, the environmental model is rejected and the
independent model is accepted. The data on alcoholism estimated rP = 0.94 ± 0.33, providing no basis for invoking the
independent model. 


This set of analyses indicates that the sex differences in
alcoholism are compatible with a hypothesis of extrafamilial liability factors
acting preferentially on the female but with familial factors being equally
important in the two sexes. This set of circumstances might occur, for example,
if alcoholism were equally hereditary in both sexes but social pressures made
women less likely to drink. 


 Panic Disorder  


The high familial prevalence of panic disorder makes it a good
candidate for transmission models. A series of nineteen carefully studied kindreds
have recently been analyzed.- First, the Slater computational model was applied
to fifteen informative kindreds with the finding of a unilateral to bilateral
ratio of 43 to 4, in contrast to the expected one of 31 to 16. The result was
highly significant (p < 0.001) in
favor of the single gene hypothesis. 


The data were then analyzed by the Elston segregation analysis model
with the Mendelian hypothesis providing an acceptable fit (p > 0.1). The environmental hypothesis was rejected at a highly
significant level (p < 001). The
best-fitting Mendelian hypothesis predicted an A allele frequency (q) of
0.014, leading to 4.2 percent of the population having the A allele in either homozygous (AA)
or heterozygous (Aa) form [q2 + 2q(1 - 9)]. The susceptibility parameter (y) estimated 75 percent of the
population to be susceptible regardless of genotype, but the age of onset
distribution of the more frequent aa genotype
(µ = 5.9, y = 0.22) effectively ruled out their ever being affected. The mean
age of onset for the AA and Aa genotypes was twenty-two years with a
2 S.D. range of eighteen to thirty-four. Thus, the model assumes a gene present
in 4.2 percent of the population, with 75 percent of the carriers being
susceptible and their age of onset distribution being such that 95 percent are
affected by age thirty-four. 


 Conclusion  


In conclusion, what have transmission models contributed to the
field of psychiatry? It is apparent from the foregoing review that they have
not answered the basic question of how any mental illness is inherited.
However, in fairness, it is probably asking too much, in our present state of
knowledge, to expect this kind of conclusion from them. As long as psychiatric
data sets contain the kind of diagnostic heterogeneity that has recently been
demonstrated in affective disorders, one can hardly expect firm conclusions
about the mode of inheritance. Thus, if the models have not lived up to the
promise of clarifying inheritance, this may be because our present mathematical
sophistication exceeds our diagnostic sophistication. Nevertheless,
transmission models have been influential in modifying traditional ways of
thinking about the manner in which genes and environment can cause disease.
Modern concepts of disease transmission have come a long way from the
simplistic Mendelian concepts of a generation ago. When our diagnostic
abilities succeed in rivaling our mathematical ones, the means exist for
learning much about disease transmission. 
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Notes


1This term refers to genetic variance that can be transmitted to progeny. Siblings can share two genes at a locus through common inheritance, creating “dominance” variance that cannot be transmitted since only one gene is passed to offspring. Thus, VG = VA + VD, where VA and VD refer to additive and dominance variance, respectively. Heritability based on additive genetic variance (h2 = VA/VT) is referred to as heritability in the "narrow" sense and that based on total genetic variance (h2 = VG/VT) is heritability in the "broad" sense. (For a complete treatment of this subject, see reference 15.)h2 


2See footnote to figure 4-1 regarding
notation.


CHAPTER 5 

ADVANCES IN PSYCHOPHARMACOLOGY


John M. Davis and Lolita O. Ang


The discovery of the therapeutic uses of the antipsychotic drugs,
the tricyclics, the MAO inhibitors, lithium, and the benzodiazepines have revolutionized
psychiatry. In this chapter, we provide an account of advances in
psychopharmacology that have occurred since the appearance of the original
section on psychopharmacology in volume V of the American Handbook of Psychiatry.


Before we proceed, let us review. Between 1949, when lithium was
discovered, and the publication of the most recent chapter on
psychopharmacology in the American Handbook
of Psychiatry, various psychoactive drugs were introduced. The best way to
review their status is to give an overall summary of their efficacy. For
purposes of comparison and a general presentation, we have compiled summary
data to show the efficacy of new treatment in comparison with the older placebo
treatment. These are presented in the context of similar data for the classical
antibiotics—streptomycin for tuberculosis and penicillin for pneumococcal
pneumonia.


Summary: The Power of Psychoactive Drugs


The drug-placebo difference is a meaningful measurement of the
overall efficacy of a specific drug administered to patients with a specific
disease. In terms of drug-placebo differences, the advance in psychotropic
drugs is comparable to major innovations in chemotherapy.


Table 5-1 summarizes data from the National Institute of Mental
Health (NIMH) Collaborative Study Number 1 on the efficacy of the treatment of
acute schizophrenia with drugs and placebo and from studies by the British
Medical Research Council on the efficacy of treatment for tuberculosis with
streptomycin. Data on the treatment of pneumococcal pneumonia with penicillin
and sulfonilamide and the use of drugs in surgery are also included. The
drug-placebo difference is expressed as a product-moment correlation
coefficient R, in which the higher
the correlation, the bigger the difference.


Table 5-1 Percentage of Patients Who Do Well on Various Treatments



 
  	
  	
  	WELL
  	POOR
  	R
 

 
  	Antipsychotic for treatment of
  	Drug
  	70%
  	25%
  	
 

 
  	acute schizophrenia
  	Placebo
  	30%
  	75%
  	.45
 

 
  	Maintenance antipsychotic for
  	Drug
  	80%
  	20%
  	
 

 
  	prophylaxis
  	Placebo
  	47%
  	53%
  	34
 

 
  	Imipramine acute depression
  	Drug
  	65%
  	35%
  	
 

 
  	
  	Placebo
  	32%
  	68%
  	.33
 

 
  	Tricyclic prophylaxis of
  	Drug
  	73%
  	27%
  	
 

 
  	depression
  	Placebo
  	48%
  	52%
  	.26
 

 
  	Lithium acute mania
  	Drug
  	73%
  	28%
  	
 

 
  	
  	Placebo
  	34%
  	66%
  	.38
 

 
  	Lithium prophylaxis of mania
  	Drug
  	63%
  	37%
  	
 

 
  	depression
  	Placebo
  	21%
  	79%
  	.43
 

 
  	Streptomycin for tuberculosis
  	Drug
  	69%
  	33%
  	
 

 
  	
  	Standard
  	31%
  	67%
  	.36
 

 
  	Penicillin for pneumococcal
  	Penicillin
  	93%
  	6%
  	
 

 
  	pneumonia
  	Sulfanilamide
  	88%
  	11%
  	.10
 

 
  	Drugs in surgery—1964-72
  	New
  	63%
  	37%
  	
 

 
  	
  	Old
  	57%
  	43%
  	.06
 





Although we caution against an overly concrete interpretation of
such data, it appears that the discovery of effective psychotropic drugs is as
much a breakthrough for psychiatry as the discovery of antibiotics was for
medicine. Of course, no quantitative comparison can be made on the efficacy of
different drugs for different disorders. However, the fourfold drug-placebo
differences presented here facilitate qualitative comparisons between diseases
treated and drug effects.


There have been many advances in psychopharmacology since the
previous volumes of the American
Handbook. More is known about plasma level and therapeutic efficacy and the
dosages. Within the space limitations of this chapter, we shall discuss recent
advances in psychopharmacology believed to be particularly significant. In the
process of choosing studies to review or topics to cover, we have, of
necessity, been selective. There are some important problems that have been
omitted because of few significant advances or a lack of firm knowledge.


Antipsychotic Drugs


Since the cause of schizophrenia is unknown, the exact mechanism by which
the antipsychotic drugs biologically or psychologically benefit schizophrenics
cannot be determined. We have previously examined the different symptoms that
are ameliorated by antipsychotic drugs and find that these drugs lessen
symptoms typical of schizophrenia, be they fundamental or accessory. If the
antipsychotic drugs are, in essence, antianxiety agents, one would expect the
greatest effect to be on anxiety and a lesser effect on symptoms more
distinctly related to anxiety. This is not the case. All schizophrenic symptoms
of abnormality appear to be benefitted by the antipsychotic drugs. Generally,
schizophrenia is quantitated by rating scales which, in essence, are Kraepelin
in orientation in that they evaluate the severity of symptoms and arrive at a
total score as a summation of the severity of each of the individual symptoms.
It is of psychological interest to find out whether the antipsychotic drugs
relieve the thought disorders of schizophrenia as well as the other symptoms.
Although Kraepelin discussed the typical thought disorder that occurs in
schizophrenia, Bleuler was responsible for greater focusing and discussion of
thought disorders, which may be, in some sense, fundamental to schizophrenia.
Holzman and Johnston have developed a psychological instrument to quantitate
the degree of schizophrenic thought disorder and to verify that thought is
disturbed in schizophrenia. It will be of interest to see if antipsychotic
drugs have a beneficial effect on schizophrenic thought disorder, and, if so,
whether this improvement is parallel to the extent and rate of the
disappearance of the symptoms. Improvement in schizophrenic symptomatology as a
function of drug treatment, was further assessed by the authors in
collaboration with Holzman, Ericksen, and Hurt. Measures were obtained from
patients suffering with thought disorder before and after drug administration.
This was accomplished by means of a standard rating scale and responses to
items from the Wechsler Adult Intelligence Scale and Rorschach cards. Blind
assessments of the degree of thought disorder were performed by the
psychologists. The most salient findings to emerge were the substantial
reduction in psychotic symptoms among the study sample and the observation that
the decrease in thought disorder occurred to the same degree and with the same
time course as the schizophrenic symptomatology (see figure 5-1).
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Figure 5-1. 





Psychologists continue to speculate as to the underlying
psychological and functional abnormalities of schizophrenia. It has been suggested
that maintenance of a psychological set is problematic for such individuals,
that is, they show poor concentration on certain tasks. Spohn and coworkers
studied the effects of antipsychotics on the performance of chronic
schizophrenic patients. Random assignment to chlorpromazine or placebo was
arranged following a six-week washout period. Some of the patients (sixteen out
of sixty-three) relapsed during this period, with a relapse rate of 17 percent
per month. Forty patients in this study on placebo baseline were examined by
means of a psychological test battery during the washout period, and again
while on chlorpromazine or placebo at one, four, and eight weeks.
Chlorpromazine proved to be more effective than placebo in bringing about
improvement, but due to the dropout of a quarter of the samples during the
washout period, the drug-placebo differences were probably underestimated. The
patients were also given an assortment of protocols aimed at assessing
malfunctioning attentional, perceptual, and psychophysiological skills.


It was reported that chlorpromazine reduced overestimation and
fixation time on a test of perception and increased verbal accuracy of
perceptual judgment. Powers of attention and concentration were improved. The
result common to these tests may be the ability to attend appropriately to the
task in question. These results accord well with the normalization of symptoms
and/or thought disorder just discussed.


In sum, the action of antipsychotic drugs suggests a normalizing
effect. They reduce typical hallucinations and delusions. They speed up
retarded schizophrenics and slow down the more excited ones. Yet, to classify
these agents as antischizophrenic fails to do them justice as they are also
effective in the treatment of psychotic depression, mania, and organic
psychosis. It should be noted that those symptoms that are reduced by the
phenothiazines are characteristics of psychosis, in general, and schizophrenia,
in particular (see table 5-2). As such, the most judicious reference to them
may be as antipsychotic drugs. The term tranquilizer is clearly inappropriate,
since they do not produce a state of tranquility. Normal individuals often find
their effects somewhat distasteful. If antipsychotic drugs produced their
therapeutic benefits through sedation, it would be expected that sedative drugs
would be more efficacious than non-sedative antipsychotics. This is not the
case. Furthermore, antipsychotics that are maximally stimulating are as potent
as antipsychotics with maximal sedative properties. It is, therefore, an error
to conceive of these drugs as a distinctive or special form of sedative.


Does Any Subtype of Schizophrenic Respond Best
to Drugs?


Health Collaborative Study No. 1 has been examined to see which
symptoms predict the greatest drug response (drug-placebo difference) and to
discover in which subtype of patients (as defined by symptoms) the biggest drug
response exists. In essence, there were few significant differences, and it
would seem, at least within the limitations of this method of analysis, that
there is no marked difference between subtypes of schizophrenics as defined by
their response to drugs. Klein and coworkers report a better response to drugs
in process schizophrenics. However, Judd and coworkers report that some
reactive non-paranoid schizophrenics respond better to placebo. Since these
results are apparently contradictory, more work is needed on this question.


Does Failure to Use Antipsychotics Cause Harm?


An important question is whether failure to treat with antipsychotic
drugs for an extended period of time will harm the patient permanently. May and
Tuma, in an important study, randomly assigned first admission schizophrenics
to receive drugs or no drugs and psychotherapy or no psychotherapy. Length of treatment
was an essential methodological variable in this study. The experimental design
called for six months to one year of treatment, either with or without drugs,
which was unusual because most controlled studies last only four to six weeks.
Patients who received drugs did substantially better on a number of variables
than patients who did not receive drugs (see table 5-3). After the study ended,
the patients were followed for the next three to five years. They were able to
receive both indicated treatments during this time. It was then possible to
determine if failure to treat with drugs resulted in permanent harm to the
patient. The authors calculated the number of days in the hospital during the
follow-up period, roughly equating many brief hospitalizations with fewer long
hospitalizations (see figure 4-2). Patients who initially received drugs did
much better in the follow-up period than those who did not. This indicates that
withholding antipsychotics during a long hospitalization may result in some sort
of permanent harm. The mechanism for this is unknown. Perhaps the disease does
not progress so much with medication because the dopamine blockade of the
antipsychotics somehow reduces the biological aspects of the psychosis. An
alternative explanation is that long hospitalizations permanently sever social
ties that are important to a patient’s continuous functioning. Whatever the
answer to this, it does appear that drugs alter the natural history of
schizophrenia.


Role of Psychological Intervention in Acute
Treatment


Goldstein and coworkers emphasized a statistically significant effect
on the prevention of relapse and rehospitalization due to family therapy.
Patients were hospitalized initially for two weeks, at which time outpatient
family therapy was introduced for six weeks
thereafter. Since this was only a two-week (mean fourteen + six days)
hospitalization, it may be expected that the patient’s illness had not remitted
completely by the time of discharge, making the psychological support, insight,
family care, and patient psychotherapy essential to the treatment program.
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Figure 5-2. 
Three years follow-up after first release.




Cost of Drug


The continuing rise of the cost of the drugs is an important issue
in drug therapy. Cost is not a function of dosage (see table 5-4). For example,
the cost of a 25 mg chlorpromazine tablet is comparable to that of a 100 mg
tablet. Considerable savings in money and time, however, are to be derived from
administering the largest available form once a day. Furthermore, a bedtime or
evening dose may be less likely to be forgotten and easier to monitor than a
three-times-a-day regimen. Spansules or other delayed release oral forms of
some phenothiazines are available by prescription. However, these more
expensive preparations have no discernible advantage over the standard tablet
form. Since the cost of antipsychotic medication is measured generally in terms
of cents per day, it is small in comparison to the amount paid for
hospitalization. Costs of medications to the pharmacies are given in table 5-5.


High Dosage Phenothiazine Treatment


A broad range exists between effective dose and toxic overdose of
antipsychotic agents. Patients who served as research subjects have been
treated safely with ten to one hundred times the agreed-upon therapeutic dose
(for example, 1,200 mg fluphenazine). While one should always exercise caution,
it is safe to utilize substantially higher doses than those prescribed in the
literature. Given reasonable clinical indications, dosage may be increased
without great concern.


There is adequate evidence that the antipsychotic drugs help
schizophrenia, but little is known about their effective use with respect to
optimal load strategies, optimal plasma levels, and so forth. We will briefly
review evidence relating both optimal doses and optimal plasma levels. Recently
it has been suggested that a faster initial result and perhaps a better
ultimate outcome could be achieved by giving a very high dose in the first few
days of treatment. Such strategies have been called loading-dose strategies,
rapid tranquilization, or high-dose strategies. Two different dimensions are
involved. Too often, high doses are said to be better than low doses. We would
like to disassociate two concepts, the concept of titration and the concept
that a high dose is superior to a low dose. We believe that to say a high dose
is better than a low dose is not an accurate representation of the problem. We
would rather consider the dosage issue in terms of dose response.


If one is on the linear portion of the dose-response curve, a high
dose is better than a low dose. If one is above the maximal point on the
dose-response curve, a high dose is not better than a low dose (see figure
5-3). Indeed, it could be worse. Such patients may suffer more side effects.
For theoretical reasons the dose-response curve is a better way to
conceptualize the dosage issue than the nonspecific “high-dose-is-good”
approach. There is a limited amount of evidence on dose-response relationship
in psychiatry, and we will review some of the pertinent studies. In
collaboration with Ericksen, Holzman, and Hurt, the authors have performed one
study investigating loading doses. The rapid-tranquilization question has also
been investigated by Donlon and co-workers. Several groups have studied the use
of very high doses in treating acute patients to establish if mega-doses
achieve a better result than normal doses. With chronic patients or
treatment-resistant patients, several groups have investigated whether higher
doses are better than lower doses for sustained or maintenance treatment and
these studies are also reviewed. It is curious that a certain subgroup of
patients displays no significant benefit from any antipsychotic drug
medication. The possibility of remission in these patients, had they been
treated with higher than normal doses, remains an issue for research. We will,
therefore, review the aforementioned studies that utilize a higher than normal
dose.


Table 5-4 Comparative Costs of Antipsychotic Drugs



 
  	GENERIC NAME
  	TRADE NAME
  	AVERAGE DOSE*
  	WHOLESALE COST** A MONTH
 

 
  	
  	
  	mg./day
  	
 

 
  	Fluphenazine
  	Permitil
  	9
  	$ 4.31
 

 
  	Fluphenazine HC1
  	Prolixin HC1
  	9
  	6.05
 

 
  	Chlorpromazine
  	Thorazine
  	734
  	6.80
 

 
  	Molindone
  	Moban
  	44
  	7.00
 

 
  	Trifluoperazine
  	Steiazine
  	20
  	7.84
 

 
  	Loxapine
  	Loxitane
  	64
  	903
 

 
  	Haloperodil
  	Haldol
  	12
  	919
 

 
  	Butaperazine
  	Repoise
  	66
  	9.93
 

 
  	Carphenazine
  	Proketazine
  	183
  	11.55
 

 
  	Acetophenazine
  	Tindal
  	169
  	11.93
 

 
  	Fluphenazine
  	Prolixin
  	5
  	12.34
 

 
  	decanoate
  	Decanoate
  	
  	
 

 
  	Chlorprothixine
  	Taractan
  	323
  	13.08
 

 
  	Fluphenazine
  	Prolixin
  	5
  	14.18
 

 
  	enanthate
  	Enanthate
  	
  	
 

 
  	Thiothixene
  	Navane
  	32
  	14.19
 

 
  	Piperacetazine
  	Quide
  	80
  	14.60
 

 
  	Prochlorperazine
  	Compazine
  	103
  	14.88
 

 
  	Perphenazine
  	Trilafon
  	66
  	15.76
 

 
  	Mesoridazine
  	Serentil
  	4
  	16.21
 

 
  	Thioridazine
  	Mellaril
  	712
  	19.30
 

 
  	Triflupromazine
  	Vesprin
  	205
  	26.03
 





*Empirically defined average dose for acute treatment (Davis, 1976).


**Cost to retailer for l-month supply of drug for average acute
treatment, based on wholesale price of least expensive (largest) tablet or
bottle purchased in largest quantity. Actual cost to the consumer is
considerably greater because of physician’s ordering of smaller-dose tablets.


Table 5-5 Cost per Milligram for Different Tablet Size as
Percentage of Cost of Most Inexpensive Tablet Size


 

  	DRUG
  	200
  	100
  	50
  	25
  	16
  	125
  	10
  	8
  	5
  	4
  	25
  	2
  	1
  	0.5
 


  	Chlorpromazine
  	100
  	180
  	300
  	500
  	
  	
  	1060
  	
  	
  	
  	
  	
  	
  	
 

 
  	T riflupromazine
  	
  	
  	100
  	150
  	
  	
  	250
  	
  	
  	
  	
  	
  	
  	
 

 
  	Thioridazine
  	100
  	138
  	231
  	415
  	
  	
  	762
  	
  	
  	
  	
  	
  	
  	
 

 
  	Prochlorperazine
  	
  	
  	
  	100
  	
  	
  	210
  	
  	323
  	
  	
  	
  	
  	
 

 
  	Perphenazine
  	
  	
  	
  	
  	100
  	
  	
  	149
  	
  	246
  	
  	358
  	
  	
 

 
  	Fluphenazine
  	
  	
  	
  	
  	
  	
  	
  	
  	100
  	
  	154
  	
  	270
  	
 

 
  	Trifluoperazine
  	
  	
  	
  	
  	100
  	
  	153
  	
  	
  	353
  	553
  	
  	
  	
 

 
  	Carphenazine
  	100
  	165
  	
  	277
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
 

 
  	Butaperazine
  	
  	
  	100
  	
  	
  	197
  	
  	310
  	
  	
  	
  	
  	
  	
 

 
  	Mesoridazine
  	100
  	167
  	289
  	
  	
  	545
  	
  	
  	
  	
  	
  	
  	
  	
 

 
  	Piperacetazine
  	
  	
  	100
  	
  	
  	167
  	
  	
  	
  	
  	
  	
  	
  	
  	
 

 
  	Haloperidol
  	
  	
  	
  	
  	
  	
  	
  	
  	100
  	
  	
  	178
  	238
  	332
 

 
  	Chlorprothixene
  	
  	100
  	165
  	271
  	
  	
  	494
  	
  	
  	
  	
  	
  	
  	
 

 
  	Thiothixene
  	
  	
  	
  	
  	
  	
  	100
  	
  	151
  	
  	
  	
  	291
  	450
 





A study of this issue was carried out in our laboratory by means of
a double-blind design. It was found that a five-day loading dose of 60 mg of
haloperidol, administered intramuscularly, was no more effective than 15 mg
orally four times a day, both at day five and at three weeks. This raises the
question: Does an unusually high loading (digitalizing) dose encourage more
rapid improvement during the initial treatment stages than does a normal dose?
Given the assumption that this is true, it becomes important to ask if the
patients in question maintain a better remission following gradual decrease of
the dosage. In other words, is the patient’s condition at three weeks more
favorable than the condition that would have been achieved if a regular dose
had been used? Patients who were acutely decompensated schizophrenics were
randomly assigned to one of two groups. Fifteen mg of haloperidol given orally
is approximately equivalent to 940 mg of chlorpromazine, a quantity which we
consider to be a high-normal dose. Sixty mg given intramuscularly would be the
equivalent of 3,600 mg of chlorpromazine, or more, since the bioavailability of
intramuscular haloperidol is superior to that which is administered orally.
Thus, patients were given massive quantities of haloperidol (five day loading,
high-dose group) and were subsequently compared to a group that was given more moderate
amounts of the drug (normal dose group). Their medication was reduced to a
normal dosage of 15 mg of haloperidol after five days of loading and a few days
of tapering, while the normal dosage group received a constant dosage (15 mg)
throughout the duration of the study. Between-group evaluation, administered on
a double-blind basis, was made on the following measures: global scale, the
Brief Psychiatric Rating Scale (BPRS), the New Haven Schizophrenia Index, and
the Holzman-Johnston Thought Disorder Ratings. Analysis revealed that the
therapeutic outcomes were identical at both points; however, the loading-dose
group showed more side effects, in particular, dystonia. Thought disorder
improved to the same degree among both patient populations. Such an estimate is
imprecise but indicated only as an order of magnitude “guess.”
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Relevant to this discussion is another investigation, not unlike our
own. Donlon and coworkers examined the influence of the rapid treatment of
psychosis as compared to a standard dosage of 20 mg of fluphenazine. A maximum
loading dosage of 80 mg per day was utilized. The decompensated schizophrenics
were followed only a few days—seven days maximum. (During days two through
seven of the study, the high-dose group actually underwent recurrent
deterioration at a mean of 40 to 74 mg.) In sum, both dose strategies yielded
similar results and are, therefore, consistent with our aforementioned
findings. Twenty mg of fluphenazine for the standard dose is the equivalent to
1,667 mg chlorpromazine. The high-dose group received approximately 3,000 to
5,000 mg chlorpromazine equivalence.


Furthermore, Wijsenbeek, Steiner, and Goldberg completed a
double-blind study in which they assessed the efficacy of 60 to 600 mg of Trifluoperazine
given to newly admitted schizophrenic patients. Both treatments were found to
be equally effective. As such, mega-doses do not appear to produce
substantially greater improvement than regular doses, at least with newly
admitted schizophrenics. One should recall that 60 mg of Trifluoperazine is
equivalent to approximately 2,000 mg (60 X 100/2.8) of chlorpromazine per day.
If a normal dose is equal to 700 mg per day, this amounts to thirty times the
normal dose, while 600 mg of Trifluoperazine (or 20,000 mg chlorpromazine
equivalence) is about thirty times the normal antipsychotic dose. Findings
reported by Quitkin, Rifkin, and Klein further substantiate this. They showed
that 1,200 mg per day fluphenazine (100,000 mg chlorpromazine equivalent) is no
more effective than 30 mg /day (2,500 mg chlorpromazine equivalent).


Goldstein and coworkers divided a group of 196 acute first admission
schizophrenics into four subgroups: low dose (6.25 mg q/2 wk) or high dose (25
mg q/2 wk) fluphenazine, family (FT + ) therapy or no family (FT — ) therapy,
for an eight-week trial (two weeks inpatient, six weeks outpatient) using
chlorpromazine equivalence of 73 versus 293. These assignments were arranged on
a random basis. A clear-cut dose-response relationship emerged. High dose was
associated with significantly fewer relapses (p < .0002, Fisher Exact Test).
Additionally, the family therapy significantly and independently prevented
relapse, (p < .05). In sum, the numbers of relapses per sample size within
the four subgroups were: high dose FT + =0/23; high dose FT— = 3/26; low dose
FT+ 2/21: low dose FT— = 5/16. The six-month follow-up showed that both the
dose-response drug effect and the family therapy effect endure, and actually
become larger; outcome data for these same four groups were 0/23, 5/29, 5/23,
and 10/21, respectively. It should be noted that 73 mg per day is less
effective than 293 mg per day, given the conversion to chlorpromazine
equivalents. This is further evidence that the dose range of 50 to 500 mg is
located along the linear portion of the dose-response curve.


Furthermore, for acute patients, it is impossible to bracket
precisely the optimal point on the dose-response curve. Very massive doses are
no more effective than the equivalent of either 2,000 mg or 2,500 mg of chlorpromazine.
A very high loading dose of haloperidol is no more effective than an oral dose
of haloperidol, the equivalent of approximately 900 mg of chlorpromazine. It
would seem that if one is in the range of 1 or 2 grams of chlorpromazine
equivalence a day, a higher dose does not produce a better clinical response.


In addition to the studies of acute patients, there are a number of
studies of antipsychotic treatments of more chronic patients. Prien and Cole
performed a study comparing 2,000 mg of chlorpromazine versus 300 mg of
chlorpromazine. The 2,000 mg dose was clearly superior to the 300 mg dose.
Gardose and coworkers compared 440 mg chlorpromazine with 1,760 mg
chlorpromazine equivalence and found both doses to be essentially equal in
effectiveness. A second study found 15 mg of Trifluoperazine (equivalent to 535 mg of chlorpromazine) to be
as effective as 80 mg of Trifluoperazine (2,850 mg of chlorpromazine
equivalence). This suggests that 535 mg closely approximates the maximal
effective dose, and that an excessively high dose did not lead to additional
improvement for this particular population. Clark and coworkers showed,
however, that 300 mg or less of the drug is probably not an effective
therapeutic dose for chronic patients—600 mg is better than 300, which is
better than 150 mg.


Brotman and coworkers initiated a double-blind, non-crossover,
random trial which included eighty patients. They were divided into groups
receiving either placebo, or 15, 30, or 60 mg per day butaperazine in chlorpromazine
equivalence of 167, 333, and 667 mg. The latter group showed a significantly
better response on the uncooperative subscale of the BPRS. Analyses of items on
the remaining five subscales yielded trends favorable to the high-dose group on
the following: emotional withdrawal, tension, mannerism, posture, and flat
affect. These differences were small with only one measure achieving
statistical significance. However, they afford some limited evidence that 667
mg is better than 333 or less. These results were comparable to those described
in the Clark study.


Another study compared 10 mg to 100 mg of Trifluoperazine (357 to
3,570 mg chlorpromazine equivalence) using a sample population composed of very
chronic patients. No substantial differences emerged upon comparison of these
doses. Given the chronic nature of these patients, this study addresses the
topic of maintenance; 357 mg of chlorpromazine equivalence would probably
constitute an adequate maintenance dose.


These various studies, when examined collectively, reveal
considerable variation with regard to the nature of the sample and
methodologies employed. However, despite these disparities, an approximate dose
response curve can be drawn. Doses approaching either 300 mg or 150 mg of
chlorpromazine are rather low for optimal treatment, at least for some
patients. Entry of these numbers to the dose-response curve suggests that 150
and 300 mg (chlorpromazine equivalence) are, in a very rough sense, on the
linear portion of the curve. More massive quantities are no more effective than
those of approximately empirical range 357, 440, 535 mg (chlorpromazine
equivalence). Clinically different patients require different doses and, in
some cases, higher than normal doses become the treatment of choice. These dose-response
considerations are intended as a statement of average dose to acquaint the
reader with the nature and implications of the response relationship as a
framework in which to evaluate these clinical phenomena. The dose-response
curve is shifted to the right for patients who require high doses. Cases of
increased sensitivity to the drug would necessitate a shift to the left.


In considering relationships between dosage and therapeutic
efficacy, attention should be directed toward the dose-response curve in figure
5-3. It can be observed that dosage increments along the linear portion of the
curve are associated with a more favorable response. An inflection point is
approached and diminishing clinical returns are apparent upon reaching the top
of the linear portion of the dose-response curve. After this, as the dose is
increased only a minimal increase is observed in the clinical response, with
virtually no increases in clinical response as the dose is further increased.
The inflection point, or the place at which the linear portion changes to
“diminished returns,” is often referred to as the optimal portion of the dose
response curve. In essence, all of the clinical response that is potentially
achievable occurs at this point. From the foregoing, it may be suggested that a
800 + 200 mg chlorpromazine equivalent is located at, or slightly above, the
“optimal point.”


Distinctions must be drawn between the use of moderately high doses,
such as the double normal dose used by Prien and Cole, (not reviewed here) versus
the mega-dose strategy used by Quitkin, Rifkin, and Klein, which was one
hundred times the normal dose. As mentioned earlier, one must exercise
discretion and guard against an overly enthusiastic attitude with regard to the
potential of mega-dose antipsychotic drug treatment. A more modest increase in
dosage may clearly benefit some acute or subacute patients. In selective cases,
perhaps, mega-dose treatment may be tried experimentally. Given the larger
clinical literature on mega-dose fluphenazine therapy, these drugs may be more
suitable for high dosage use. Also relevant is the general absence of undue
toxicity resulting from larger doses of this drug, so that mega-therapy may be
introduced without a great deal of concern. Patients who appear to resist
treatment may receive at least a trial with a high dose. In sum, there is a
grave lack of definitive research on dose levels and dosage response curves for
the antipsychotic drugs. Continued efforts should yield information that will
assist physicians who must arrive at decisions concerning individual drug
treatment programs.


Chlorpromazine Blood Levels


There are reports of patients who respond only to relatively high
doses of a given drug. In contrast, there are certain patients for whom only
low doses have been beneficial. Studies that attempt to relate blood levels of
chlorpromazine to therapeutic improvement and side effects are important in
this regard.- Enormous variability in blood levels may occur with comparable
doses. Some individuals receiving a moderate dose of chlorpromazine may show
extremely high blood levels with excessive sedation, and striking improvement
may be observed only upon dosage reduction. This type of patient may have a
defective metabolism and, perhaps, have built up a high toxic level of blood
chlorpromazine. It is also possible to find patients with extremely low blood
levels, despite their elevated doses. These patients may metabolize
chlorpromazine so rapidly that, despite very high doses, the brain is deprived
of adequate amounts of chlorpromazine.


A basic assumption underlying plasma level studies is that the rate
of metabolism or other factors affect the amount of drug at the receptor site.
As such, at a uniform dose, variable amounts of drug reach the receptor site
because of individual differences in metabolism. It follows that the plasma
level, clinical-response curve is essentially a dose-response curve. A possible
plasma level, clinical-response curve is depicted in the classic sigmoid curve
in figure 5-4. The first portion of the curve shows the relative lack of
clinical response with small doses of drug. The linear portion of the curve
represents a more favorable clinical response—when more drug reaches the
receptor site. Beyond the linear part of the curve, as larger amounts of the
drug are introduced, an area of diminishing returns is observed. A plasma
level-toxicity relationship also occurs with various side effects (middle
panel). If the clinical benefit is plotted for the patient against plasma
level, it might be anticipated that as plasma levels increase, a better
clinical response takes place. Leveling off of the curve indicates the region
of optimal benefit. When plasma levels are notably elevated, the resulting
detrimental side effects may cancel out any beneficial therapeutic effects. The
inverted U-shaped curve, also pictured in figure 5-4, represents the so-called
“therapeutic window.” In the area below the therapeutic window, insufficient
drug reaches the receptor site to produce the desired clinical response. The
upper limit can be defined either by toxicity, by a paradoxical pharmacological
response, or both. The description of information that indicates whether one or
both effects may be occurring is important. Given that various
conceptualizations of the upper end of the therapeutic window exist, it is
critical that we achieve clarity as to the terms under discussion.
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Figure 5-4. 
Theoretical concept of therapeutic window.




By combining the therapeutic curve and the side effects curve, we
can derive the inverted U-shaped curve. Increases in the plasma level, for some
drugs, may be associated with a negative therapeutic effect or side effects.
Certain agents may stimulate a receptor within a particular range of
concentration but, at a higher range, inhibit the receptor. In other words, the
therapeutic effectiveness of some drugs may diminish at high plasma levels. As
a rule, the majority of drugs (but not all) show increasing side effects with
increasing dosage. A drug that displays neither of these effects might be
missing the downward portion of the inverted U-shaped curve. Expressed
differently, the upper portion of the therapeutic window will be absent.


The concentration of the drug at the particular receptor site is the
parameter that, ideally, should be assessed. This is often governed by factors
that suggest that concentrations of the drug at these sites may be directly
proportional to the plasma levels. As such, plasma levels may constitute valid
indices of this event.


Since psychotropic drugs are highly protein bound, it is possible
that slight differences in binding could result in different amounts of drug
reaching the brain. It is difficult to measure free drug in plasma, but if the
same physicochemical properties govern how much drug passes into red cell that
govern how much drug passes into the brain, perhaps red cell levels would be a
better correlate to brain than plasma levels.


Data obtained from two controlled studies suggest that some non-responders
have low red blood cell (RBC) levels and may be quick metabolizers (or poor
distributors to tissue) and, hence, may show low brain levels of the drug. It
is possible that such a state of affairs may be responsible, at least in part,
for any failure of the drug treatment.


There were not enough subjects in these studies with high levels to
prove that there are non-responders due to excessively high RBC and presumably
central nervous system (CNS) levels, but there is some suggestion that it may
be true. This aspect is clearly unproven. The majority of the patients did have
low RBC levels, and this suggests that the most common clinical pharmacologic
reason for nonresponse may be at the lower end of the therapeutic window. The
most nonresponsive of all patients are certain patients hospitalized in chronic
state hospitals with a long history of failure to respond to drugs. Smith and
his coworkers studied a population of extremely poor responders. These
patients, treated in an identical protocol, had extremely low plasma and RBC
levels. Similarly, patients in an acute hospital who showed no response and
were scheduled for transfer to the state hospital or otherwise labeled as
extreme non-responders also showed extremely low red blood cell and plasma
levels. There are several studies utilizing low doses of chlorpromazine which
found a slight tendency for a worse clinical response in those patients who had
the lowest plasma levels. These differences were modest in direction but
consistent with those previously mentioned.


In a pilot study in our laboratory, we have also found an inverted
U-shaped relationship between plasma fluphenazine levels and clinical response.
Although this result was statistically significant, the sample size was
relatively small.


We should add that the proper methodology for plasma level studies
requires a fixed dose or doses. If dose is varied with clinical response, then
the experiment is meaningless. Such studies are difficult to do and there is
limited literature on the subject. The limited data just reviewed indicate that
variations in rate of metabolism and distribution may be one of the reasons the
clinician should adjust the dose to clinical response. The question always
arises as to when a research finding is ready for clinical application. At this
time, there is not enough evidence relating plasma or red blood cells to
therapeutic efficacy to form definitive conclusions. Such conclusions as may be
drawn provide preliminary support to the plasma and/or RBC level hypothesis;
however, further research is clearly required for verification. The impressive
variability in plasma and RBC levels may be one reason why different patients
require different doses to achieve similar results. The sensitivity of end
organs may also play a role. The clinician should adjust the dosage with regard
to the therapeutic responses and side effects.


As an aside, brain sensitivity to drugs may be an inpatient
variable. Maxwell and coworkers have illustrated the ability of chlorpromazine
to produce central behavioral toxicity in hepatic coma to be an enhanced
response of the brain to chlorpromazine’s sedative properties. Plasma levels
are normal so that such potentiation of hepatic coma does not reflect an
impairment in drug metabolism. At present, the methods available for measuring
blood levels of antipsychotic drugs remain highly technical and complex. It may
be several years before it will be possible for psychiatrists routinely to
examine unresponsive patients to make certain that appropriate antipsychotic
drug blood levels have been achieved.


Maintenance Treatment with Antipsychotic Medication


The length of time that a patient should be maintained on
antipsychotic drug treatment becomes a salient issue due to tardive dyskinesia.
Not one single properly controlled double-blind study, among the thirty or so
studies carried out, has failed to show that more patients relapsed on placebo
than on continuous pharmacotherapy. The difference is significant with a p value of less than 10 when these studies are combined according to
the method of Fleiss. Hogarty and Goldberg performed a particularly impressive
study on this question. Three hundred and seventy-four schizophrenic patients
who, after recovery, had been discharged from a state hospital were divided
into two groups: one group received maintenance chlorpromazine treatment, while
the second received placebos. In addition, half of each group received
psychotherapy. The major finding was that patients receiving drugs and therapy
fared better than those who received only drugs. Very few patients in the
placebo group failed to relapse, despite their psychotherapy sessions. Thus, it
would appear that maintenance phenothiazines are required for the prevention of
relapse in most schizophrenic patients. Psychotherapy did increase the social
adjustment, chiefly in the patients who also received a drug.


It is reasonable to ask the question: Are patients especially liable
to relapse immediately upon the termination of antipsychotic drugs, or do they
tend to relapse at a constant rate with the passage of time? If the latter
holds true, then there would be an equal likelihood of patients relapsing
during the second month following discontinuance as during the eighth or the
fifteenth month. A simple linear plot of patients relapsing is inadequate for
the visual display of a constant relapse rate. This is due to the fact that the
absolute number of patients relapsing depends upon the number of patients
included in the clinical trial; as time goes by, the population in the trial
(and at risk for relapse) decreases. To elaborate, we begin with 100 patients
and assume a relapse rate of 10 percent per month. During month one, 10 percent
of loo, or 10, would have relapsed, leaving 90. During month two, 10 percent of
90, or 9 patients, would have relapsed, leaving 81 patients in the trial.
During month eight, 10 per cent of 81 would have relapsed, leaving
approximately 72 patients in the trial. During the course of this entire
period, the absolute number of patients relapsing per month progressively
decreases, given the diminishing number of patients in the trial and the
consistency of the relapse rate. These mathematical considerations are
identical to those applying to the radioactive half-life (T,/2) or the Tt/2 of
drugs in plasma. Questions connected with this issue were first addressed in
our laboratory. Data from several large collaborative studies were plotted to
illustrate the most suitable fit to an exponential function, relative to a
linear function (see figure 5-5). Replotting the data of Hogarty and Goldberg
yielded a relapse rate of 10.7 percent for placebo for the first eighteen months.
In the study by Caffey and coworkers (not reviewed here), we found a relapse
rate of 15.7 per cent. These least squares analyses of the empirical data
provide an excellent fit, with r2 in
the vicinity of 0.96. We stress, however, that over an extended trial, some
sort of ceiling effect may emerge. In other words, all the patients who were at
risk for relapse would have relapsed, resulting in attenuation of the
progressive nature of the relapse events. If a few patients in the trial do not
show the recurrent form of the disease, they may never relapse; hence, they
constitute a residual of unrelapsed patients. Empirically, the relapse occurred
at a constant rate until about eighteen months in the study. There were so few
patients remaining at this point that the empirically observed relapse rate
might have been inaccurate; however, there is reason to believe that it may
have changed then. Hogarty selected out those patients who had remained in the
study for two years or more and examined their relapse rates more closely.
Unfortunately, he was able to identify only a few patients in the placebo group
who were still unrelapsed, certainly not enough to permit an effective study.
In the drug-treated group, however, there remained a sufficient number of subjects
available for investigation. Antipsychotic drug treatment had been discontinued
for these individuals who did, in fact, relapse in an exponential fashion with
a relapse rate similar to that observed initially. It is recognized that while
relapse may be checked by drugs for a substantial period (two years), it may
occur at approximately the same rate as with patients who are left drug-free
after two months of maintenance medication.
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Figure 5-5. 





Goldberg and his coworkers also examined which schizophrenics had
relapses and which did not. Subjects were organized into four groups. It has
been documented in the literature that patients with good prognostic signs may
not require drugs. However, it was reported that patients with favorable signs
appeared to profit the most from drug treatment. Patients who failed to take
their medications regularly tended to do poorly. Results were also influenced
by psychotherapy. Patients who were asymptomatic with respect to schizophrenic
symptomatology seemed to benefit most from psychotherapy, as compared with
patients who showed a reasonable degree of psychosis and who seemed to do
poorly in the psychotherapy group. It was hypothesized that psychotherapy may
pose a stressful situation for patients in borderline compensation, as they
fail to deal effectively with encouragement toward social responsibility.


In sum, decisions connected with long-term drug therapy should be
derived clinically for each patient, based upon a thorough knowledge of his
illness and life situation. It would seem reasonable to maintain the majority
of patients on phenothiazines for six months to one year following a psychotic
episode; however, over extended time periods, treatment may well require
further individual tailoring. Since the so-called “reactive” schizophrenics may
experience only a single episode during an entire lifetime, we do not recommend
long-term maintenance medication for them.


Obviously, a history of relapse following discontinuation of
antipsychotics is an indication for a prolonged period of such treatment.
Evidence that antipsychotics may not have helped the patient originally or that
the drug’s prior discontinuation did not lead to relapse would be indications
for the gradual reduction of dosage, leading to the termination of drug treatment.
Psychotherapeutic and social interventions during the recovery phase and
throughout post-hospital care are very important in fostering improved social
adjustment and may help to prevent relapse.


Several long-acting antipsychotic agents being studied offer a
useful treatment approach for patients who fail to take their oral medication.
Fluphenazine enanthate and fluphenazine decanoate are two intramuscular depot
forms that are currently used in the United States. Open clinical trials
investigating depot medication report evidence of patients who benefitted not
only because they had previously failed to take oral medication, but also
possibly due to the kinetics of the drugs—factors such as intramuscular versus
oral absorption, distribution, and metabolism. Evidence from controlled studies
finds depot fluphenazine to be as effective as oral fluphenazine, although the
results are somewhat contradictory. Two double-blind studies showed the depot
fluphenazine to be superior to the oral formulation, while three other studies
found the two preparations to be equally effective. A recent NIMH collaborative
double-blind study reported that the depot fluphenazine is essentially
comparable to the oral medication. In addition, Rifkin and coworkers have
presented data that demonstrate the equivalence of both preparations. Variable
patient cooperation in taking the drugs routinely might be invoked as a partial
explanation; compliance may have been greater in the latter series of studies.
Regardless, it appears certain from anecdotal studies that the depot drug is
particularly beneficial for patients who are somewhat negligent about taking
their medication.


Simon and coworkers conducted an open maintenance (eighteen month)
study in France to investigate the influence of standard neuroleptics,
fluphenazine decanoate, and pipothiazine palmitate on chronic schizophrenia.
Thirty psychiatrists were employed to assess the effects of these agents, which
were administered at random to eighty-one patients from fifteen different wards.
No significant differences in the efficacy of these drugs were found. It is
worth noting that pipothiazine palmitate, like fluphenazine, is a long-acting
neuroleptic that has demonstrated equal efficacy to depot or oral forms of
antipsychotics. Quitkin and coworkers compared penfluridol to fluphenazine
decanoate and found them both equally effective. Penfluridol, an antipsychotic,
was administered once weekly.


As such, the depot intramuscular medication is a serious
consideration in treating patients who fail to display optimal responses to
oral medication or who show frequent relapses; these individuals are suspect
for neglecting their medication schedules. In sum, depot phenothiazines are
important supplements to our therapeutic armamentarium, for both outpatients
and inpatients, although their particular benefit to the former is recognized.
Furthermore, despite their propensity for inducing neurological side effects,
depot fluphenazines can be useful in emergency room and home therapeutic
regimens for the treatment of acutely psychotic patients, as the psychotic
symptoms can be diminished without inpatient admission. This advantage in the
emergency situation may outweigh their occasional disposition for inducing
neurological side effects.


It is worth determining if one of the two forms of this drug
(fluphenazine enanthate and fluphenazine decanoate) may be preferable to the
other. Given that these are both long-acting depot fluphenazine, it is
anticipated that they would be approximately equal. Empirical studies have, in
fact, shown that they are generally equal in potency, efficacy, and side
effects. However, several studies indicate that fluphenazine decanoate may be
slightly more long-acting and may produce slightly fewer extrapyramidal side
effects. A number of studies have directly compared fluphenazine decanoate to
fluphenazine enanthate. Fluphenazine decanoate appears to be a slightly more
potent drug. It requires a lower dosage and less frequent administration, that
is, more extended intra-individual dose. Donlon and coworkers found that
extrapyramidal side effects may emerge with a slightly higher incidence
following treatment with enanthate relative to decanoate. The drugs are
extremely similar, yet the five comparison studies have shown that the
decanoate form is slightly longer acting and produces slightly fewer side
effects. Thus, it is probably the preferable formulation for the administration
of long-acting depot fluphenazine.


Van Praag and Dols have described an unusual experimental design for
the comparison of these drugs. Thirty patients were randomly assigned to one or
another of these drug treatments for the control of an acute schizophrenic
episode. Clinicians who were blind to this assignment were permitted to
administer supplementary chlorpromazine or antiparkinsonian drug if necessary.
One injection for a four-week period was given. The reasoning was that if the
influence of the drug diminished during this interval, the patient would then
require a greater amount of supplementary chlorpromazine. All patients in the
study received placebo throughout so that when chlorpromazine was required on a
clinical basis, it replaced the placebo in an identical tablet to maintain the
double-blind procedure. The same method was followed if an antiparkinsonian
drug was required. Especially during the initial two weeks, it was found that
patients receiving enanthate needed more antiparkinsonian drugs. The
antipsychotic effect tended to endure longer in the decanoate group, since
considerably fewer patients required additional chlorpromazine during the third
and fourth week of this trial.


New Antipsychotic Agents


A notably “pure” dopamine antagonistic drug is pimozide. It is this
characteristic that makes it a particularly interesting antipsychotic agent.
Careful research has documented its antipsychotic properties compared with a
placebo among both acute and chronic schizophrenic patients when administered
for maintenance treatment. Of additional relevance are data that support the
equivalence of maintenance pimozide and standard antipsychotics. Relatively
higher doses of the latter are, however, required to achieve an effect that is
comparable to the former. Since the efficacy of pimozide has been substantial,
it is likely that its approval for release by the Federal Drug Administration
is imminent.


TABLE 5-6 Summary of Studies on the Antipsychotic Efficacy of
Loxapine and Molindone in Schizophrenia



 
  	INVESTIGATORS
  	NO. OF PATIENTS
  	PATIENT GROUP (SCHIZOPHRENICS)
  	OUTCOME*
 

 
  	Clark et al. (1975)
  	37
  	Newly admitted
  	lox = tri > pla**
 

 
  	Denber (1970)
  	3
  	Newly admitted
  	lox = tri
 

 
  	Moore (1975)
  	57
  	Newly admitted
  	lox > CPZ
 

 
  	Shopsin et al. (1972)
  	30
  	Newly admitted
  	lox < CPZ
 

 
  	Simpson and Cuculic
  	43
  	Newly admitted
  	lox = tri
 

 
  	(1976)
  	
  	
  	
 

 
  	Smith (pers. comm.)
  	12
  	Newly admitted
  	lox = tri
 

 
  	Steinbook et al. (1973)
  	54
  	Newly admitted
  	lox = CPZ***
 

 
  	Van Der Velde and
  	25
  	Newly admitted
  	lox = tri > pla
 

 
  	Kilte (1975)
  	
  	
  	
 

 
  	Charalampous et al.
  	54
  	Subacute
  	lox = pla < tri
 

 
  	(974)
  	
  	
  	
 

 
  	Bishop and Gallant
  	24
  	Chronic
  	lox = tri
 

 
  	(1970)
  	
  	
  	
 

 
  	Clark et al. (1972)
  	50
  	Chronic
  	lox = CPZ > pla
 

 
  	Moyano (1975)
  	48
  	Chronic
  	lox = tri
 

 
  	Schiele (1975)
  	49
  	Chronic
  	lox = CPZ
 

 
  	Simpson et al. (1971)
  	5
  	Acute
  	mol = tri
 

 
  	Clark et al. (1970)
  	43
  	Chronic
  	mol = CPZ > pla
 

 
  	Freeman and Frederick (1969)
  	28
  	Chronic
  	mol — tri
 

 
  	Gallant and Bishop
  	43
  	Chronic
  	mol = tri
 

 
  	(1968)
  	
  	
  	
 

 
  	Ramsey et al. (1970)
  	20
  	Chronic
  	mol = tri
 





* Abbreviations: lox, loxapine; mol, molindone; tri,
trifluoperazine; thi, thiothixene; CPZ, chlorpromazine; pla, placebo, 


**Use of equals sign means any overall difference which might exist
could not be detected on basis of number of patients, population, etc.


***lox > CPZ on some, but not all measures.


Two new agents, molindone (which has an indole structure) and
loxapine (which belongs to the dibenzoxapine category), have been clearly shown
to have antipsychotic effects (see table 5-6). Six controlled studies involving
approximately 200 patients found molindone similar in efficacy to the standard
antipsychotic drug: it was slightly superior in one study, not different in
three, and slightly inferior in two. Clark and associates conducted a
placebo-controlled study and found molindone to be superior to placebo.
Qualitatively, molindone improved the same range of schizophrenic symptoms as
the other antipsychotic agents and had similar prophylactic effects. Although
molindone generally produces the same range of extrapyramidal and autonomic
side effects as the phenothiazines, it does not cause weight gain. Also, since
it does not inhibit the noradrenaline (norepinephrine) uptake pump mechanism,
it probably does not interfere with the hypotensive action of guanethidine.


Clark and associates have provided the best evidence on the efficacy
of loxapine. They tested loxapine in carefully executed double-blind studies of
hospitalized patients with chronic and acute schizophrenia. In all three
studies, loxapine was significantly superior to placebo. Van Der Velde and
Kiltie also found loxapine superior to
placebo. In another fifteen studies involving about 600 patients, loxapine was
found to be indistinguishable from standard antipsychotics. Twelve of those
studies showed loxapine to be more effective than thiothixene in younger, but
not in older patients, while one group found loxapine less effective than
thiothixene and another found loxapine less effective than chlorpromazine.
Considered as a group it seems that loxapine is an effective antipsychotic. It
has the same range of side effects as the other antipsychotics. Both new
antipsychotics are effective drugs and their use is recommended. No ocular,
liver, blood, or phototoxicity has been reported.


Antiparkinsonian Medications


Prophylactic antiparkinsonian drugs have become a highly
controversial issue. Many psychiatrists advocate such treatment for all
patients regardless of the specifics of the diagnosis. Others guard against
their indication. One research design has been the discontinuation of
antiparkinsonian drugs in a group of chronic schizophrenics. Such studies tend
to show that between 20 to 50 percent of the subjects will exhibit parkinsonian
side effects following withdrawal of the antiparkinsonian drug. Many of the
studies did not include a comparison group. Further, it is noteworthy that when
a comparison group was used, (antipsychotic + antiparkinsonian drugs versus antipsychotic
+ placebo) extrapyramidal side effects were detected among some of the group in
spite of the drug. Nevertheless, it is clear that when many patients who have
received prophylactic antiparkinsonian drugs for extended periods did not
relapse, the drug was terminated. Therefore it is reasonable to recommend that
after the administration of antiparkinsonian drugs for more than three months,
it should be slowly tapered, with eventual discontinuation. Only patients who
display parkinsonian symptoms should continue on antiparkinsonian drug
treatment. In sum, however, one cannot conclude that antiparkinsonian drugs
have no prophylactic efficacy. No doubt, the majority of patients included in
these investigations were placed on prophylactic antiparkinsonian drugs. Their
failure to show re-emergence of extrapyramidal side effects when their
antiparkinsonian drug was discontinued may be accounted for by the large
possibility that they never would have had parkinsonian side effects in the
absence of prophylactic antiparkinsonian drugs. A more appropriate research
design for answering such questions would be to arrange for patients to receive
either a prophylactic antiparkinsonian drug or a matched placebo. This was in
fact, the methodology employed by Hanlon. Twenty-seven of the patients who had
not received antiparkinsonian drugs experienced extrapyramidal side effects,
whereas when an antiparkinsonian drug was used, these effects were identified
among only 10 percent. This was almost a threefold reduction. A similar study
was conducted by Chien and associates.


The Antidepressants


Occasionally, there is a statement in the British literature that
the tricyclic drugs are not clinically effective. This is obviously not true.
There is overwhelming evidence that all the tricyclic drugs are clinically
effective. We, hereby, present an analysis of thirty well-controlled studies of
imipramine to demonstrate that if data are properly combined (even in a very
crude fashion and based on the simplest dichotomized data), the statistical
probability is overwhelming. Substantial evidence for efficacy is found in
double-blind studies for all the tricyclics, including the new tricyclics.


Investigators usually express drug effectiveness in one of two ways:
(1) by noting the percentages of patients who improve with a drug or placebo or
(2) by using a rating scale that demonstrates the mean change in a patient
population. Among the forty-four controlled studies comparing imipramine with a
placebo, thirty provided data on the percentage of improvement associated with
a drug or placebo.


Collectively, the data from these thirty studies yield a total of
1,334 patients treated with imipramine or placebo. Approximately 65 percent of
the subjects treated with imipramine showed significant improvement, compared
to 30 percent on the placebo. None of the studies in this group demonstrated a
greater therapeutic effect from the placebo. The average drug-placebo
difference of 35 percent was obtained after subtracting the percentage of
improvement with a placebo from the percentage of improvement with imipramine.
It is not surprising that since imipramine predicted more favorable improvement
than the placebo, there is only an infinitesimal statistical probability that
chance alone could lead to these results. The probability of these results,
which favor imipramine over a placebo, obtained by chance is 10'. By enlarging
the sample size, one can achieve a highly statistically significant result in a
drug that is otherwise of only moderate effectiveness. However, there is an
urgent need for sensitive and effective treatment methods since approximately
15 to 30 percent of the depressed patients did not respond to the medication.
Covi, and coworkers detected a significant therapeutic effect from imipramine,
but were unable to show that group therapy was beneficial. Klerman and
coworkers conducted an important controlled study comparing depressed patients
who were placed on one of the following treatment modalities—tricyclics,
psychotherapy, or combined tricyclics and psychotherapy, as well as a control
group. They set up an unusual control group that allowed the patients to
request emergency appointments if they felt that they desired assistance. This
“demand only” psychotherapy serves as an alternative to “waiting list”
controls. The studies demonstrated that tricyclics and psychotherapy, given
independently, yield a better therapeutic antidepressant effect than “demand
only” psychotherapy. Interestingly, the treatments administered jointly had a
significantly better antidepressant effect. This clearly shows that both forms
of treatment (chemotherapy together with psychotherapy) do not contradict each
other; rather, they tend to complement one another so that the overall
therapeutic efficacy is increased.


It is important here to consider what constitutes an adequate
“placebo” for psychotherapy, and to remember that patients who were on “waiting
list” or “demand only” control were aware that they were not actually receiving
psychotherapy. The “demand characteristics” are quite dissimilar from
psychotherapy. A highly suitable control experiment would be to compare a given
type of standard acceptable “specific” psychotherapy against a “nonspecific,
nontherapeutic” type of psychological support, based on an equal number of
hours. This control experience will lack the ingredients regarded as specific
to psychotherapy. It would also be important to arrange for approximately the
same demand characteristics. A key consideration in this type of investigation
is that blind assessment may not be blind in actuality. Some patients may be
cognizant of their particular psychological intervention and may inadvertently
communicate to the blind assessors the “demand characteristics.”


Drug Maintenance in Affective Disorders


A major therapeutic question facing the clinician, once the patient
is discharged from the hospital, contingent on a good response to treatment
with tricyclic indications, is when to discontinue the antidepressant drugs.
Since depression is a recurrent disorder, one often wonders whether continued
treatment with tricyclic drugs will actually prevent relapse. In an attempt to
answer this unsettling question, Mindham and coworkers completed a
collaborative study that included thirty-four psychiatrists in Great Britain.
Patients studied had suffered a depressive illness and had responded to
treatment with either imipramine or amitriptyline in doses of at least 150 mg a
day. One group of these patients was continued on treatment with tricyclic
drugs in doses of 75 to 100 mg a day, while the other was placed on a placebo
for a period of fifteen months. Following this period, relapse was observed
among 22 percent of the tricyclic maintenance group, compared to 50 percent of
the group treated with a placebo. The relapse rate appears to be linear across
time, given that the appropriate correction is made (see “Antipsychotics”).
Data are not yet available for predicting which patients needed tricyclic drugs
to check relapse. Currently, however, there are numerous studies demonstrating
that maintenance tricyclics prevent the recurrence of depression among
individuals with multiple relapsing episodes. In two of these studies, patients
were first treated successfully with electroconvulsive therapy (ECT), in the
five other studies, they were first given tricyclics. Placebo or maintenance
tricyclics were administered in a double-blind, random-assignment design. Upon
pooling the data from these various studies, there remains no real doubt that
maintenance tricyclics are able to prevent relapse (see table 5-7). In cases of
multiple relapses, maintenance tricyclics should be considered for the
prevention of recurrence. Some patients may have experienced only a single
previous depressive episode which might well be their last. Maintenance
tricyclics are obviously not recommended for such cases. The decision for
prophylaxis should be based on clinical indications, such as the severity of
depressions, the frequency of depression, risk of suicide, and so forth. It is
interesting to note that maintenance lithium is also used to prevent relapses
in patients with recurrent unipolar depression. Lithium is clearly the drug of
choice in prevention of relapse in bipolar disease (see table 5-8). The relapse
of mania is not prevented by tricyclics, which can, on occasion, precipitate a
manic attack.


Klerman and coworkers examined the role of psychotherapy and
maintenance treatment. Psychotherapy was not effective in preventing relapse,
yet did improve adjustment at the social level. Again, this research describes
a qualitatively important role for drugs in the treatment of depressed
patients. In sum, both the psychological therapies and drug treatment should be
seriously considered.


Plasma Levels


Antidepressant drugs have been shown to assist at least 70 percent
of depressed patients. Certainly, some percentage of the patients who have not
benefited are suffering from a type of depression that does not respond to this
class of drugs. However, others may not respond as a function of clinical and/
or pharmacological factors. Plasma levels build up for about two weeks, or
until they reach a fairly stable level which is maintained over the course of
tricyclic drug administration.


Patient populations yield broad inter-individual differences in
plasma levels. This raises the question of whether the lack of response can be
attributed to an abnormality in the metabolic rate of the tricyclic drug (see
table 5-9, figures 5-6,5-7, and 5-8). Certain individuals might metabolize the
drug quickly, fail to build up a sufficient blood level, and, subsequently,
show low brain levels. Other patients may have a defective metabolism, so that
high plasma brain level may accumulate. Patients may fail to improve clinically
either because they are the recipients of toxic doses, or because the drug may
lose efficacy at increased levels. It seems, therefore, that there are two
possible explanations for nonresponse. Asberg and coworkers examined
associations between plasma nortriptyline concentrations and therapeutic
response. It was found that some patients who failed to respond had notably
reduced levels of blood nortriptyline, while other such patients had relatively
higher levels of nortriptyline.


It is predicted that there will be a lower limit to the therapeutic
window with virtually all drugs. In other words, if a sufficiently low dose is
given, an insufficient quantity of the drug will be available to the receptor
site and so fail to produce a therapeutic response. It was reported that the
lower level of the therapeutic window was approximately 50 ng/ml because five
patients who had levels below this had failed to respond (the precise location
of the “low window” derives from data from these five patients). This same
study reported that patients who had plasma levels exceeding 140 ng/ml tended
to display an unfavorable clinical response. This did not appear to be a result
of CNS toxicity; rather, the drug seemed to lose its therapeutic effectiveness
when plasma levels were elevated (see figure 5-6).


In view of the tremendous theoretical interest generated by the
paradoxical property of the drug, namely, that it seems to diminish in efficacy
at high plasma levels, it was studied closely by several investigators. Kraugh-Sorenson
and Montgomery both confirmed this result, in that they noted poor responses
with plasma levels above 175 ng/ml and 200 ng/ml, respectively. Montgomery
noted that from among a group of sixteen patients with high plasma levels who
had had their clinical doses reduced, twelve improved within approximately a week.
Kraugh-Sorensen examined patients whose doses had been adjusted to either above
180 ng/ml or below 150 ng/ml; a disproportionately large number of subjects in
the first group showed a poor clinical response. This study progressed to a
second phase in which a subgroup of the original sample was selected at random
and the levels of the subgroup of the high plasma level group (180 + ng/ml)
were lowered to the therapeutic range. Five out of five patients improved. In
contrast, six patients who continued to have high plasma levels had a poor
response. Whyte and coworkers suggested an inverted U-shaped relationship with
a lower limit to the therapeutic window of below 140 ng/ml and upper above 260
ng/ml using a 40 mg dose. Biggs and Ziegler, using a 20 ng/ml dose, found poor
responses in patients with plasma levels under 70 ng. This group used a 50
percent lower dose than did Whyte and coworkers, but observed
disproportionately lower plasma levels. Biggs’ GCMS method would be specific.
The two investigators concur in that there may be a lower limit to the
therapeutic window, but disagree as to what this limit would be, that is, 70 or
140 ng/ml.


Table 5-7 Placebo versus Tricyclics for Prevention of Relapse of
Recurrent Depression*


NO. OF PATIENTS WHO RELAPSE OR REMAIN WELL C PLACEBO OR DRUG



 
  	RESEARCHERS
  	
  	PLACEBO
  	DRUG
 

 
  	Prien et al., 1973
  	Relapse
  	24
  	17
 

 
  	
  	Well
  	2
  	10
 

 
  	Mindham et al., 1975
  	Relapse
  	21
  	11
 

 
  	
  	Well
  	21
  	39
 

 
  	Klerman et al., 1974
  	Relapse
  	27
  	6
 

 
  	
  	Well
  	40
  	33
 

 
  	Coppen et al., 1978
  	Relapse
  	5
  	0
 

 
  	
  	Well
  	11
  	13
 

 
  	Quitkin et al., 1978a
  	Relapse
  	6
  	5
 

 
  	
  	Well
  	2
  	3
 

 
  	Seager and Bird, 1962
  	Relapse
  	11
  	2
 

 
  	
  	Well
  	5
  	10
 

 
  	Kay et al., 1970
  	Relapse
  	24
  	8
 

 
  	
  	Well
  	27
  	26
 




*P = 2 X 10 -9
  (Fleiss, 1973).


Table 5-8 Lithium Prevention of Relapse of Unipolar Depression*


 
 
  	RESEARCHERS
  	NO. OF PATIENTS WHO RELAPSE OR REMAIN WELL
 

 
  	
  	PLACEBO
  	LITHIUM
 

 
  	Baastrup et al. 1970
  	Relapse
  	9
  	0
 

 
  	
  	Well
  	8
  	17
 

 
  	Prien et al., 1973
  	Relapse
  	14
  	13
 

 
  	
  	Well
  	2
  	14
 

 
  	Persson, 1972
  	Relapse
  	14
  	6
 

 
  	
  	Well
  	7
  	15
 

 
  	Coppen et al., 1963
  	Relapse
  	12
  	1
 

 
  	
  	Well
  	3
  	10
 

 
  	Dunner et al., 1976
  	Relapse
  	9
  	8
 

 
  	
  	Well
  	5
  	6
 





*p = 3 x 10-8


Table 5-9 Plasma Level Studies



 
  	INVESTIGATORS
  	DOSE
  	PLASMA LEVELS
  	NUMBRE
  	STATUS
  	DRUG*
  	RESULTS
 

 
  	
  	mg.
  	mg./ml.
  	
  	
  	
  	
 

 
  	Asber et al., 1971a
  	75-225
  	32-164
  	29
  	Inpatients
  	Nor.
  	Curvilinear poor results below 50 or above
  139 ng./ml.
 

 
  	Kraugh-Sørensen et al., 1973
  	150
  	48-238
  	30
  	Inpatients
  	Nor.
  	Poor results above 175 ng./ml.
 

 
  	Kraugh-Sørensen et al., 1976
  	Adj.
  	Adj. > 180
  	24
  	Inpatients
  	Nor.
  	Poor response with plasma level above 180
  ng./ml.
 

 
  	Ziegler et al., 1977
  	Flex.
  	53-252
  	19
  	Outpatients
  	Nor.
  	Poor results above 139 ng./ml.
 

 
  	Montgomery et al. 1978
  	100m
  	120-290
  	18
  	Inpatients
  	Nor.
  	Poor results above 200 ng./ml.
 

 
  	Whyte et al., 1976
  	40
  	129-427
  	28
  	Inpatients
  	Prot.
  	Curvilinear poor response with low
  (<14) ng./ml. and poor response above 280 ng./ml.
 

 
  	Biggs et al., 1978
  	20
  	22-167
  	21
  	Outpatients
  	Prot.
  	Poor response in patients with plasma
  levels under 70 ng./ml.
 

 
  	Khalid et al., 1978
  	100-150
  	29-318
  	15
  	Outpatients
  	Dmi
  	Linear high plasma level = good response
 

 
  	Olivier-Martin et al., 1975
  	150
  	108-118 Imip.

  130-160 DMI
  	
  	Inpatients
  	Imip
  	Good response above Imip + Dmi level of
  200 ng./m. in selected endogenous depression
 

 
  	Reisby et al., 1977
  	225nm
  	58-809
  	66
  	Inpatients
  	Imip
  	Linear good response above 204 ng./ml.
 

 
  	Glassman et al., 1975
  	3.5 mg./kg.
  	50-1050
  	42
  	Inpatients
  	Imip
  	Linear good response above 180 ng./ml.
 

 
  	Muscettola et al., 1978
  	Flex. 
  	42-432
  	15
  	Inpatients
  	Imip
  	Nonsignificant trend for patients over 200
  ng./ml. to have better response.
 

 
  	Braithwaite et al., 1972
  	150
  	40-313
  	15
  	Inpatients and Outpatients
  	Ami.
  	Good response when level above 90 ng./ml.
 

 
  	Ziegler et al., 1977
  	Flex. Mean
  	52-318
  	22
  	Outpatients
  	Ami.
  	Good response above 75 ng./ml.
 

 
  	Kupfer et al., 1977
  	20 mg.
  	Mean 275
  	15
  	Inpatients
  	Ami.
  	Good response above 200 ng./ml.
 





*Nor. = nortriptyline; Prot = protriptyline; Dmi. = desipramine;
Imip. = imipramine; Ami = amitriptyline.
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Figure 5-6. 






[image: Figure 5.7]

Figure 5-7. 





All three studies of amitriptyline find a lower limit to the
therapeutic window —poor clinical response when plasma levels are below 90
ng/ml, 200 ng/ml, or 75 ng/ml, respectively, but they differ substantially as
to the lower-end location. In the well-controlled studies of Glassman and
Reisby, patients were administered a fixed dose of imipramine yielding plasma
levels from 50 ng/ml to 1,000 ng/ml (see table 5-10). Both workers plus
Olivier-Martin reported poor clinical responses with low plasma levels—under
180 ng/ml or 240 ng/ml, respectively. They did not find an upper limit for the
therapeutic window in the sense that they did not find a loss in the efficacy
of the drug effect with high plasma levels. They did, of course, find toxicity
in some patients with very high plasma levels, yet this defines a different
type of upper limit to the therapeutic window. Most reviews place absolute
limits on the upper and lower limits of the therapeutic window. If the limit of
the therapeutic window is from 100 to 200, then a patient with 99 ng/ml is
certainly below, and a patient with 201 is certainly above the window. From
inspection of figures 5-6,5-7, and 5-8 it would appear that such an absolute
interpretation of the therapeutic window is not supported. This is shown most
clearly by protriptyline and amitriptyline. Patients within the therapeutic
window in one study would be clearly below the therapeutic window in another
study. Different authors measured the tricyclics at different times. For
example, Asberg measured tricyclics during the first two weeks; Kraugh-Sorensen
at the fourth ,week. This is a particularly difficult problem with protriptyline
due to its very long half-life. A method is needed to predict steady state from
a test dose or from the first weeks of treatment because values not drawn on
steady state are too low for comparison to the norms. Steady state levels
should be appropriate levels for normative purposes and plasma levels should be
proportioned to doses. We suggest a given value be used to correct the steady
state that is relative to the observed normative values. A relatively low dose
can be adjusted upward, or a high dose can be adjusted downward, if this makes
clinical sense. The most important data for dose adjustment are side effects
and clinical response. Plasma levels in the relative sense can sometimes help
in dose adjustment.
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TABLE 5-10 Plasma Levels versus Clinical Response of Patients
Treated with Imipramine



 
  	Glassman and Perel, 1974
  	R*
  	6
  	
  	19**
 

 
  	
  	NR
  	16
  	
  	1
 

 
  	Reisbey et al., 1977
  	R
  	1
  	1
  	10
 

 
  	
  	NR
  	17
  	4
  	4
 

 
  	Martin et al., 1978
  	R
  	0
  	2
  	2
 

 
  	
  	NR
  	3
  	1
  	3
 

 
  	Muscettola et al., 1978
  	R
  	2
  	0
  	3
 

 
  	
  	NR
  	4
  	4
  	1
 

 
  	Plasma levels in ng./ml.
  	
  	0-180
  	180-240
  	+ 240
 





*R = responders; NR = non-responders. ** Author gave plasma levels
only as 180 and above.


More work is needed to define the therapeutic window so that the
plasma levels can be clinically useful. Not only must the existence of the
therapeutic window be firmly established, but it is also necessary for
laboratories to agree on its exact location. These figures will help the reader
place a given plasma level within perspective. Plasma levels differ widely
among individuals due to differences in the rate of metabolism in the liver.
Hence, the clinician must adjust the dose for each patient to achieve maximum
benefit with minimal side effects. Accurately determined plasma levels may well
aid in dose adjustment when the literature provides enough data to establish
the therapeutic window. We believe that the best way to get a feel for plasma
levels is not through arbitrarily selected numbers defining the upper or lower
end to the therapeutic window, but by placing a given plasma level in the
context of the data presented graphically.


Several studies indicate that imipramine or amitriptyline, given at
a dose range of 240 to 300 mgs, are far more effective than an average dose of
approximately 150 mg.


Tricyclic Drug Toxicity


Tricyclic drugs differ in their anticholinergic properties. A
patient who has experienced unfavorable anticholinergic side effects, such as
urinary retention, constipation, or the like may be better suited to treatment
with a tricyclic that possesses few anticholinergic properties. Snyder and
Yamamura find that amitriptyline displays the most potent anticholinergic properties,
doxepin has intermediate characteristics, and desipramine is the weakest.
Several in vitro techniques exist for
assessing the anticholinergic properties. One can, for example, measure the
binding of atropine-like agents to the muscarinic receptor of the brain,
intestine, or other tissue. However, the magnitude of the correlation between
the in vitro preparations and the in vivo effects is not clear.
Amitriptyline reduces saliva significantly more than does desipramine, yet a
precise comparison requires data on dose response for both drugs with respect
to saliva flow and therapeutic efficacy. Taking into consideration this and the
percentage difference in anticholinergic effects at a given dose, it is
reasonable to conclude that desipramine generally has fewer anticholinergic
properties than amitriptyline.


Anticholinergic properties should not be confused with cardiac
properties. While it is true that atropine-like drugs can cause tachycardia,
atropine remains a safe drug with a high LD50. The more dangerous cardiac properties of the
tricyclics are their direct myocardial depressant qualities and quinidine-like
characteristics, such as conduction defects.


Atropine-like psychosis, or the “central anticholinergic syndrome,”
characteristically produces florid visual hallucinations (for example, bugs or
colors), loss of immediate memory, confusion, disorientation, and so forth. The
symptoms may be apparent following the administration of tricyclics. It can
occur with a given tricyclic alone or when the anticholinergic properties of
multiple anticholinergics summate. They are reversible by the administration of
physostigmine which is an agent that increases brain acetylcholine and
pharmacologically overcomes the atropine blockade. The usual clinical treatment
is discontinuation of the anticholinergics, which allows the syndrome to
subside within a day. In selected cases, physostigmine can be introduced to
produce this dramatic reversal. Misdiagnosis or the use of too much
physostigmine may produce cholinergic toxicity. The more conservative course of
treatment is the withdrawal of the anticholinergics.


Since tricyclics may frequently convert a depression into a mania,
one should remain alert to this switch among bipolar patients. Although the
relevant control studies are lacking, some clinicians use lithium tricyclic
combinations for the treatment of bipolar depressive episodes. Tricyclics do
not usually exacerbate schizophrenia, although on occasion they may do so. Mild
withdrawal reactions have been observed upon the sudden termination of
imipramine, following two months of treatment at a dosage of 300 mg daily. The
reactions consist of nausea, vomiting, malaise, and headaches. A gradual
decrease in dosage is usually preferred to abrupt withdrawal, so these reactions
should not present a serious clinical problem. The sedation produced by the
more sedative-type antidepressants may add to the sedation produced by ethyl
alcohol. Indeed, empirical studies verify the common sense observation that the
sedation caused by the different sedative type of drugs, or by alcohol, can
combine to exert a greater effect than either agent acting alone. This need not
necessarily apply to all tricyclics, but only to those with significant
sedative properties.


Cardiovascular Effects


Tricyclic drugs, administered in accordance with the generally
prescribed dosage schedule, may have various side effects. Electrocardiograms
have revealed tachycardia, flattened T-waves, prolonged QT intervals, and
depressed S-T segments. Most importantly, the tricyclics have quinidine-like
properties. Imipramine has been demonstrated to decrease the frequency of
premature ventricular contractions as a beneficial effect. Unfortunately, these
drugs may prolong conduction, causing a significant problem in patients with a
conduction defect. It is imperative that the clinician remain attentive to the
evidence of impaired conduction and omit tricyclics from the treatment programs
of patients who display conduction defects. These drugs also become
arrhythmogenic at elevated plasma levels.


Moir and coworkers have documented cases of cardiovascular upset in
patients for whom heart disorders have been previously diagnosed. When co-occurrence
with the drug treatment arises by chance, this exacerbates the difficulty
associated with distinguishing actual cardiac malfunctioning from an
unfavorable event directly caused by introduction of the pharmacological agent.
Systematic surveillance of cardiac function, coupled with dosage that is
initially lower, is strongly advocated.


Over-dosage of Antidepressants


Over-dosage of an imipramine-type antidepressant results in a
clinical picture marked by temporary agitation, delirium, weakness, increased
muscle tone, slurred speech, hyperreflexia, and clonus. The patient then
progresses to coma with hypotension. The most important problems are
disturbances of cardiac rhythm, such as tachycardia, atrial fibrillation,
ventricular flutters, and atrioventricular or intraventricular block. The
lethal dose of these drugs is from ten to thirty times the daily therapeutic
dose level.


Treatment of tricyclic overdoses should include vomiting or gastric
aspiration and lavage with activated charcoal to reduce tricyclic absorption.
Tricyclic coma is generally of short duration—less than twenty-five hours.
Since death due to cardiac arrhythmia is not uncommon, management of cardiac
function is critical. If the patient survives this acute period, recovery
without sequelae is probable, and vigorous resuscitative measures (such as
cardioversion, continuous electrocardiogram monitoring, and chemotherapy to
prevent and manage arrhythmias) should be applied in an intensive care unit.
Arrhythmias may be mediated, in part, by the tricyclics, which are direct
myocardial depressants and have quinidine-like properties. Detection of
conduction defects is particularly important.


Physostigmine has a most dramatic effect in counteracting
anticholinergic toxicity or coma produced by the tricyclics. It slows down the
atropine-induced tachycardia, thus rousing the patient from atropine coma.
Given this unusual action, physostigmine has the risk of overuse. Cholinergic
toxicity, such as excess secretions, respiratory depressions, or seizures, can
occur when physostigmine is given to a patient who is erroneously diagnosed as having
atropine coma. Physostigmine toxicity may also occur if too great a quantity is
given to a patient who is in actual atropine-like coma. Generally, the best
treatment response to atropine overdose is “benign neglect.” This atropine
toxicity disappears as the atropine-like agent is metabolized. Physostigmine
should be used selectively and judiciously and should be administered only by
those familiar with its toxicity.


Bicarbonate is also helpful in preventing arrhythmias. Propranolol
is useful in this treatment. It is recommended that patients be placed under
medical supervision for several days since cardiac difficulties may occur a few
days later, following the regaining of consciousness. Even though the average
half-life of tricyclics ranges between approximately sixteen and twenty-four
hours, there are many patients in whose case the half-life is significantly
longer than the average. Hence, the plasma level can be expected to be high
even as late as three to five days after ingestion of tricyclics.


The internist is chiefly responsible for the management of serious
over-dosage; however, the psychiatrist should be familiar with the gravity of
the various difficulties associated with tricyclic overdose (for example
seizures and arrhythmias) that are not always recognized. Caution is advised to
ensure that the suicidal depressed patient does not gain access to an excessive
quantity of antidepressant tablets, since several grams (twenty to forty of the
50 mg tablets) can be fatal.


Over-dosage of MAO Inhibitors


Intoxication produced by MAO inhibitors is generally characterized
by agitation that progresses to coma, hyperthermia, increased respiratory rate,
tachycardia, dilated pupils, and hyperactive deep tendon reflexes. Involuntary
movements, particularly of the face and jaw, may be present. The clinician
should be aware of the lag period, which is an asymptomatic period lasting
between one and six hours after ingestion of the drugs, prior to the general
appearance of the symptoms of drug toxicity. Acidification of the urine
markedly hastens the excretion of tranylcypromine, phenelzine, and amphetamine.


New Antidepressants


Maprotiline was compared to a standard tricyclic preparation
(usually amitriptyline or imipramine) by means of the random assignment of 2,078
patients to one of these drugs. Examination of outcomes by number and
percentage of individuals, as well as an analysis of the data by means of the
method of Fleiss, revealed no difference in efficacy among the groups. Six
hundred and sixty patients (73.6 percent) who had received maprotiline did
well, while six hundred and forty (72.6 percent) showed moderate improvement,
or better. In contrast, 247 patients on maprotiline and 255 patients on one of
the two standard tricyclics demonstrated either marginal improvement, no
change, or a less favorable result.


Another heavily investigated drug, whose safety and efficacy have
been demonstrated by a large number of double-blind studies, is amoxapine.
Maprotiline and amoxapine are both norepinephrine uptake inhibitors.


Numerous studies of nomifensine have been conducted in Europe and
South America. An impressive number of double-blind studies has compared it to
standard antidepressants and/or placebo. It has been demonstrated that
nomifensine is effective as an antidepressant and comparable in efficacy to the
standard antidepressants. It is both a safe and non-sedating agent and is
associated with a relatively reduced incidence of anticholingergic side
effects. It has also been shown to inhibit the uptake of norepinephrine and
dopamine. It has been extensively investigated and is, at present, under
serious consideration by the Food and Drug Administration for release.
Mianserin has been shown to be an effective antidepressant. While not an uptake
or MAO inhibitor, it does increase the turnover through a presynaptic
mechanism. Other experimental antidepressants, such as the NE uptake inhibitor,
viloxazine, and the 5HT uptake inhibitor, are now undergoing clinical
investigation. Trazodone is used in Europe and has been thoroughly investigated
in a number of well-controlled double-blind trials in the United States. It is
unequivocally an effective antidepressant. Another interesting antidepressant
initially developed as a minor tranquilizer is triazolam. Early clinical-drug
evaluation study shows it to be promising as an antidepressant.


Benzodiazepines As Antidepressants


Since anxiety is often associated with depression, the logical
question that comes to mind is: Are benzodiazepines effective antidepressants?
In a review of the relevant literature, Schatzberg and Cole failed to find any
study that indicated that benzodiazepines were significantly better than
antidepressants. However, benzodiazepines were significantly inferior to the
antidepressants in ten studies and there were no significant differences in the
other nine studies.


Ives and coworkers divided depressed patients into several groups
and treated them with phenelzine plus chlordiazepoxide, phenelzine alone, a
placebo alone, and a placebo plus chlordiazepoxide. Chlordiazepoxide did not
alleviate depression with the placebo nor with the phenelzine. In separate
studies, Kay, Lipman and co-workers, and Covi and coworkers found that diazepam
was inferior to imipramine in treating depression. The majority of the studies
show that benzodiazepines are virtually ineffective in the treatment of
depression. There are some investigations, however, that show that minor
tranquilizers may temporarily relieve symptoms of depression. More studies of
the exact role of benzodiazepines in depression are needed.


Anxiolytic Tricyclic Combinations


A fixed dose preparation that combines chlordiazepoxide and
amitriptyline for the treatment of mixed anxiety depression in outpatients has
recently been introduced. The effectiveness of this combination was
demonstrated by the results from a double-blind, multicenter collaborative
study that compared their combination (trade name Limbitrol), which consists of
10 mg chlordiazepoxide plus 25 mg amitriptyline, to amitriptyline alone,
chlordiazepoxide alone, and placebo. There were 279 outpatients in this study.
The criteria for primary depression were derived from scores obtained on the
Hamilton Depression Scale (twenty points or higher), the Beck Depression Scale
(fourteen points or higher), and the Covi Anxiety Scale (eight points or
higher). Chlordiazepoxide and amitriptyline are both sedative drugs that
possess antianxiety properties that are beneficial to insomnia and psychic and
somatic anxiety. Due to their combined sedative-anxiety properties, it is not
surprising that they contribute to the sedative and antianxiety effects. The
combination clearly produces greater improvement on items from the Hamilton
Depression Rating Scale such as insomnia, agitation, and somatic and psychic
anxiety during week one of treatment. Overall scores on the Global Hamilton
Depression Scale and the Beck Inventory demonstrated that the combination was
superior to either of the individual drugs by the end of the first week. The
superiority of all drugs, relative to placebo, is quite clear. At present, a
relevant research question is if the degree of increased improvement observed
after one week is a function of the extra antianxiety properties of two
sedative drugs, or if it reflects the added therapeutic influence on
depression. It is interesting to note that the combination resulted in greater
improvement on the Depression Inventory on items such as pessimism,
dissatisfaction, and guilt. After several weeks, amitriptyline alone was as
effective as the combination on many of the measures, and slightly, but not
significantly, exceeded effectiveness of the combination on certain measures,
such as the depression factor of the Hopkins Symptom Checklist and the Beck
Depression Inventory. The combination was slightly superior to amitriptyline
alone by other measures, such as the Hamilton Depression Scale. Unfortunately,
the investigators presented a selected finding, rather than a more systematic
portrayal of the data. Indeed, it would be desirable to examine a detailed publication
of this collaborative study.


Rickels and coworkers conducted a comparable study, which included
243 mild to moderately depressed outpatients suffering from either a reactive
neurotic depression or from a mixed anxiety depressive reaction. Owing to the
fact that patients were evaluated at the end of two and four weeks, it is
impossible to determine if the initial improvement of the combination observed
by the Roche collaborative study at one week occurred here as well. This study
demonstrated that the drug effects were statistically significant for both the
combination and for each of the individual components, in comparison to a
placebo. However, it is difficult to interpret this study, due to the failure
of the investigators to present statistics on the comparisons between the
combination versus each drug separately. It is difficult for the reader to
acquire a complete grasp of whether the combination was superior to one or
another of the individual drugs.


Hare completed two modest studies that included twenty outpatients
with mixed anxiety and depression. He compared the influence of the drug
combination against amitriptyline given alone. In the first study, after one
week, the former appeared superior on a number of dimensions. By the third
week, similarity as to the degree of improvement from both increased, so that
the initial difference had been largely observed. In the second study, the
effects of the combination were similar to those from the amitriptyline alone.
The statistically significant improvement on some measures still persisted for
the combination, however. Haider, examining seriously depressed inpatients,
noted that the combination was superior to amitryptyline alone at the end of a
three week period.


Clearly, the addition of chlordiazepoxide to a tricyclic does not
alter its therapeutic action. Some evidence available from the two studies
cited here- indicates that it may be helpful after week one of treatment.
However, one study failed to find it to be superior at that time, and another
did not investigate efficacy at the close of one week. After three weeks, it is
not clear that the combination is superior. Another methodological problem is
diagnostic homogeneity. A method is needed to separate out the two populations
of patients: the one with pure depression with only secondary anxiety, and the
other with pure anxiety accompanied by only secondary depression. Also, note
the nonspecific nature of these rating scales: for example, depression scales
have anxiety items and vice versa. Furthermore, improvement in anxiety may
artificially improve depression due to a sort of halo effect. The evidence of
the addition of a minor tranquilizer was summarized here so that the reader can
draw his own conclusion. The addition of an antianxiety agent in the first week
would do no harm and possibly have some beneficial effect, but more work is
needed before forming definitive conclusions.


Minor Tranquilizers


For many years, physicians have treated anxiety with sedative
agents—alcohol, barbiturates, Meprobamate, chlorpromazine, and benzodiazepines.
Do the benzodiazepines offer any advantages over the classical barbiturates?


Comparison With Other Drugs


Several studies have compared the sedative properties of
benzodiazepines with those of barbiturates, Meprobamate, and a placebo. There
is inconclusive evidence that some benzodiazepines may be slightly superior to
barbiturates in the treatment for anxiety. Schapira and coworkers found 4.55 mg
a day of lorazepam slightly more effective than similar doses of barbiturates.
Similarly, in another study 25 mg of diazepam was superior to 463 mg of amobarbital.
In general, benzodiazepines have slightly stronger antianxiety effects than
barbiturates at equal sedative doses. One can only make a weak case for this.
Overall, there are more visible similarities than differences between
benzodiazepines and barbiturates. The therapeutic efficiencies of
benzodiazepines, Meprobamate, and barbiturates are about equal, although some
research indicated that benzodiazepines may be slightly superior.


A substantial number of studies have firmly established that
benzodiazepines are more efficient sedative-type antianxiety agents than
placebos. The therapeutic efficacy of prazepam was verified in controlled multi-clinical
investigations by its sponsor and several academic researchers. The antianxiety
effects of clorazepate have been proved superior to a placebo and comparable to
diazepam. Since both benzodiazepines are precursors of the same active
metabolite, desmethyldiazepam, they should be equally efficient as
tranquilizers. In a thorough investigation of lorazepam, Richards found the
drug more effective than a placebo for treating anxiety neurosis, anxiety
manifested in gastrointestinal and cardiovascular disorders and as a component
of depression. The study reports on combined data from a large number of
controlled trials involving 5,960 patients, of whom 3,520 received lorazepam.
Davis and Greenblatt offer a recent review of the treatment of anxiety and
personality disorders.


Metabolism


The similarity of the benzodiazepine derivatives can be understood
by looking at the active intermediates found in their metabolism.
Chlordiazepoxide first metabolized to desmethylchlordiazepoxide, which is in
turn converted to demoxepam. Demoxepam is then metabolized to
desmethyldiazepam, which is converted to oxazepam. Oxazepam is then conjugated
to its glucuronic acid. Probably these four metabolites are all clinically
active. The unchanged drug along with the first two metabolites constitutes most
of the compounds that are found in the plasma, with their observable levels
ranging from approximately 300 ng/ml to 3,000 ng/ml. Desmethyldiazepam and
oxazepam are minor metabolites of chlordiazepoxide with a lower plasma level of
about 200 ng/ml. Desmethyldiazepam is a major metabolite of diazepam. Direct
metabolism of diazepam to desmethyldiazepam is followed by conversion to
oxazepam, which, in turn, is metabolized to its inactive conjugate glucuronic
acid. Two studies compared the plasma levels of diazepam and desmethyldiazepam.
Robin and coworkers found steady state plasma levels after a 5-mg,
three-times-a-day dose of diazepam and desmethyldiazepam to be 2,400 ng/ml and
3,500 ng/ml., respectively. Similarly, Tansella and coworkers found plasma
levels of diazepam (742 ng/ml) and desmethyldiazepam (762 ng/ml) using a mean
dose of 26 mg per day.


Prazepam, a recently introduced benzodiazepine, is essentially a
precursor of desmethyldiazepam. It is almost completely metabolized to
desmethyldiazepam in a first-pass effect. The possible metabolites, 3-hydroxy
prazepam and oxazepam, are not observed in the plasma after administration of
prazepam. This suggests that desmethyldiazepam is the active substance
responsible for the drug’s antianxiety effect.'


Another desmethyldiazepam precursor is clorazepate, which is
completely converted to this metabolite by rapid spontaneous dehydration and
decarboxylation occurring in the acidic environment of the stomach. One study
found that after administering equal molar doses of clorazepate and diazepam,
the plasma levels of desmethyldiazepam transformed from clorazepate are
essentially equal to the sum of the plasma levels of diazepam and its converted
desmethyldiazepam.


Clorazepate, prazepam, and diazepam have similar clinical effects
since each drug is metabolized to the same active substance— desmethyldiazepam.
Considering that the half-life of desmethyldiazepam ranges from 30 hours to 200
hours, one daily dose is quite sufficient for all three drugs. Both clorazepate
and prazepam are precursors of desmethyldiazepam since they are nearly
completely converted to it during metabolism. Thus, they are essentially
identical from a clinical point of view. The two products do differ in the rate
in which conversion to desmethyldiazepam occurs. The pharmacokinetics of clorazepate
are rapid; once in the stomach, the drug is immediately converted to
desmethyldiazepam and rapidly absorbed. If the stomach is not maintaining its
usual low pH level, the rapid conversion rate may not apply. Prazepam, however,
results in a slower appearance of desmethyldiazepam due to the first-pass
effect in the liver. Its plasma level versus time plot yields a curve similar
to the one observed for sustained released preparation. The clinical effects
due to the pharmacokinetic differences are most notable when they involve the
first dosage of clorazepate and the subsequent rapid sedative action. Using
multiple dose administrations, the differences between prazepam and clorazepate
are minimal. There may be differences in the pharmacological properties of
diazepam and the two products since 40 percent of the compound present in the
plasma is unchanged diazepam.


As mentioned earlier, the half-life of desmethyldiazepam can vary
greatly. However, several studies show a steady-state half-life of
approximately fifty hours. Unconverted diazepam exhibits a similar long
steady-state half-life of about forty to fifty hours. Chlordiazepoxide, the
first of the benzodiazepine derivatives, and its two principal active metabolites,
diazepam and desmethyldiazepam, have half-lives in the range of twenty to forty
hours.


Each of the four benzodiazepine derivatives discussed achieves a
steady state in two to three weeks. However, pharmacological effects should
persist for a few days following termination of treatment with
chlordiazepoxide, diazepam, and desmethyldiazepam because of their long
half-lives.


Lorazepam and oxazepam exhibit pharmacokinetic similarities. Both
compounds are metabolized at the 3-hydroxy position by conjugation with
glucuronic acid. The resultant conjugate, which is excreted in the urine, is
pharmacologically inactive. Compared to other benzodiazepine derivatives,
oxazepam and lorazepam have a substantially shorter half-life. Their half-lives
range between ten to twenty hours for the majority of patients with oxazepam
showing a slightly shorter half-life. Since the B-phase half-life is less than
fifteen hours, two- or three-times-a-day dosage schedules are practicable, and
steady state levels can be reached within four days after initiating such
treatment. However, after suspension of treatment, the pharmacological effects
of oxazepam and lorazepam are maintained for a much shorter time than for other
benzodiazepines.


Benzodiazepines and Liver Disease


The half-life and volume distribution of some benzodiazepines are
markedly greater in patients with liver diseases, such as alcoholic cirrhosis,
acute viral hepatitis, and hepatic malignancy. This is caused by the pathway of
metabolism through the liver. In the case of diazepam and chlordiazepoxide
plasma bindings are reduced, thus increasing the volume of distribution and
decreasing clearance (this does not apply in extrahepatic obstructive liver
disease). Lorazepam and oxazepam are relatively unaffected by liver disease
since they are excreted by a different route. However, in cirrhosis, there is a
small increase in the half-life of lorazepam and a significant change in its
plasma clearance.


It is well known that the effects of sedatives on the elderly, who
are especially sensitive to these agents, suggest that the mechanism of this
effect may be increased brain sensitivity to the drug and impaired metabolism
resulting in elevated brain drug levels. Specifically, there is a lowered
clearance of desmethyldiazepam and chlordiazepoxide in the elderly. The
clearances of diazepam, oxazepam, and lorazepam are unaffected by age.


Physical Dependence and Tolerance


Very little research has been directed to documenting the dependence
liability of antianxiety drugs. Limited information has suggested that 3,200 mg
of Meprobamate for forty days or 300 mg of chlordiazepoxide for a month can
cause addiction. There is approximately one case of benzodiazepine dependency
per 50 million patient months of therapeutic use. Pevnick and coworkers studied
the withdrawal symptoms of dependency on diazepam. These were characterized by
tremor, dysphoric mood, muscle twitches and cramps, facial numbness, insomnia,
anorexia, weakness, nervousness, weight loss, and increased orthostatic pulse.
This collective syndrome usually starts on the sixth day of withdrawal, peaks
on the seventh day, and disappears by the ninth.


Anxiety-dysphoric symptoms may occur after discontinuation of
long-term benzodiazepine treatment, but it has been extremely difficult, if not
impossible, to determine whether these symptoms were induced by physical
dependence or the re-emergence of the previously suppressed anxiety. Further
research on this question is necessary, and physicians should watch patients
for any signs of addiction, such as obtaining early refills or consulting
several doctors simultaneously for medication.


Cross-tolerance exists among sedative drugs. One can be utilized to
treat the withdrawal symptoms caused by addiction to another. As of late,
diazepam is replacing pentobarbital as the standard detoxification agent
because it is a longer-acting drug.


Hydergine


Many well-controlled double-blind scientific studies found that
Hydergine is effective in treating mental disorders in the elderly. However, it
is unclear whether the alleviation of symptoms such as confusion, anxiety,
agitation, and irritability result from Hydergine’s vasodilating action.
Improvement with Hydergine is noted to be slow in onset (about three months),
and further research is essential to determine the mechanism by which the drug
accomplishes clinical improvement.
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PART TWO

Childhood and Adolescence


CHAPTER 6

PSYCHOPATHOLOGICAL DEVELOPMENT IN INFANCY


Justin D. Call


Between 1895 and 1923 Freud postulated that psychoneuroses, sexual
aberrations, character defects, and the disguised wishes of anxiety dreams all
had their roots in “infantile” experience. Accordingly, many of his followers,
along with some educators, believed that the true path to optimum mental health
had been found. This theory has been described as “the original sin
hypothesis.” According to this hypothesis, what was necessary for either the
treatment or the prevention of such disorders was the same; that is, the
therapist was required to locate and resolve the original infantile source of
such difficulty and create for the patient a more loving and less conflictual
kind of experience in which the psyche could flourish. This prescription,
however, has turned out to be over-simplistic and becomes, in effect, an
obfuscating half-truth when applied exclusively to problems of human
development.


Freud himself never espoused such a theory or remedy, for he was
deeply mindful of the biological underpinnings of all mental functioning, both
normal and abnormal. What he meant by “infantile” was often inexact; it could
refer to any time from birth through prepuberty. He also recognized that
conflict did not exist in isolated psychoneuroses, but was part of human
existence itself. (Anna Freud has discussed these misconceptions of
psychoanalytic theory.) Freud was successful, however, in convincing most of
western society that the infant and young child did possess a psyche in which
complex fantasies and feelings were elaborated, even though most of what took
place there was not readily accessible to parents, teachers, or other
caretakers.


The idea of predicting long-term outcome from infantile experience
alone is recognized to be full of so many difficult methodological issues that
it is no longer seriously pursued. Benjamin has espoused short-term predictions
that utilize outcome measures specified at the time predictions and underlying
hypotheses are made. As our knowledge of average-expectable patterns of normal
development for the first three years of life has increased over the past
twenty-five years, short-term predictions and the theories they are based upon
can be more scientifically stated and tested.


The idea that infants may show evidence of serious psychopathology
during their development is still surprising and shocking to many people. While
it is recognized that human babies are more vulnerable to certain kinds of
infections, malignancies, gastrointestinal disorders, metabolic disturbances,
dehydration, and electrolyte imbalance occasioned by stressful physical events,
it is not generally acknowledged that the human infant also is capable of
reacting and is vulnerable to the stresses of pain, violent arguments between
parents, screaming, changes in caretakers, separation from the primary
caretaker, and sudden changes in living circumstances. What constitutes stress
for an infant as opposed to an older child or an adult is even less well
understood and acknowledged. The many rapid changes in normal development over
the first three years of life necessitate examination of these issues as
related to infants of a specific age. Age differences must be taken into
account in order to accurately evaluate the impact of stress, loss,
deprivation, and trauma. Thus, the only way in which an infant can be
adequately evaluated is in the context of his own developmental path. Such
paths are not the same for all infants. Boys are more vulnerable to caloric
deficiencies than girls. Temperamental differences exist. What is stressful for
one infant may not be to another of the same age because of these differences.


Many well-defined physical illnesses in infancy reflect disturbances
in the caretaking environment; these illnesses respond favorably to improved
relations between the infant and his caretakers and to the establishment of a
more stable, predictable pattern of care-taking within a socially stable and
reliable caretaking relationship. In fact, a number of illnesses previously
thought to have specific physical etiology are now known to be associated
primarily with disturbances in the biopsychosocial matrix surrounding normal
development. Failure to thrive without organic cause is now known to be
associated with attachment disorder of infancy. Projectile vomiting associated
with pylorospasm improves dramatically with changes in feeding technique. Even
so-called congenital pyloric stenosis responds to changes in feeding style, as
do rumination and psychogenic megacolon. Psychosocial dwarfism has been
described by Kavanaugh and Mattsson.


Some Case Examples


Eczema


A four-month-old boy was admitted to the hospital with oozing eczema
from head to foot, He was extremely irritable and cried most of the time. The
eczema, at the time of admission to the hospital, had been unresponsive to non-milk
nutritional supplements, such as soybean formula. His mother had a history of
eczema and asthma, and eczema had occurred in a less severe form in an older
sibling. Breast feeding had failed because of “attachment difficulties” and
“inadequate milk supply.” Eczema made its first appearance with the change from
breast to formula feeding at four weeks, and continued when cow’s milk was
discontinued at three months. A specific nurse was assigned to provide all
regular care. Soybean formula was continued. The nurse held him closely at
feeding, played with him, and established well-reciprocated visual and vocal
exchanges. At this point the eczema began improving rapidly.


Comment


While eczema occurs in babies with a known hereditary allergic
diathesis to cow’s milk, the onset and severity of the illness is known to be
influenced by psychologically stressful situations that occur in the family and
in the mother-infant relationship. A total estrangement had developed between
this infant and his mother, even before the onset of eczema. Eczema is rarely
seen in breastfed infants. The positive response to exclusive nursing care
illustrates the significance and importance of closely coordinated reciprocal
exchanges between the mothering figure and the infant in soothing and
regulating the baby. Both physiological and emotional reciprocity is required.
This usually occurs normally and without conscious thought or instruction. In
this case, however, the process was derailed and had to be reconstructed.


Asthma


A nine-month-old boy was hospitalized because of bronchiolitis
associated with croup. He clung desperately to his mother, who stayed with him
in the croup tent. A year later, he was still clinging to his mother, and
asthma had developed. The mother continued watchful anxiousness and close
monitoring of breathing for signs of recurrent croup and asthma.


Comment


Approximately 50 percent of children who contract bronchiolitis
after six months of age develop asthma by the age of two. Asthma is also
frequently associated with eczema. When it does occur, the mother-infant
relationship is grossly distorted, with the infant showing what has now been
described as attachment disorder of the symbiotic type. It is likely that the
psychological factors that lead to asthma in these cases are set in motion by
the parents’ anxiety about their infant’s health. Bronchiolitis with croup is a
threatening illness that arouses the parents’ concern about death. And while
the infants recover, the parents often do not fully recover psychologically.
They remain traumatized by the experience. This leads to a pathologically close
symbiotic relationship with the child and a failure of both parent and child to
proceed through the stages of separation-individuation. This psychological
constellation renders the child vulnerable to asthmatic attacks precipitated by
minor stress. Prevention could be effected by facilitating successful psychological
convalescence of both parent and child.


Dog Bite


A twenty-month-old boy was bitten severely on the face by a German
shepherd while standing in the driveway of his home with his mother by his
side. He still remembered the incident twenty months later when he said, “Canis
the dog bit me on the cheek because I was only one year old. He was a mean dog.
He doesn’t like people. I’m mad at Canis and when I grow up, I’ll get a real
gun with real bullets and shoot him. I want him to die. He took two bites with
his big teeth.” He began having nightmares three times a night following the
bite. This continued for the next twenty months. He showed stuttering for two
months and clung desperately to his mother, showing severe separation anxiety.
All of his thinking and play centered around dogs that bit and fear of dogs. He
showed a very serious demeanor and seemed to gain very little pleasure in life.
His favorite story was about how Louis Pasteur saved a boy bitten by a dog from
rabies. Kevin was frightened of the billboard freeways advertising the movie Jaws.


Comment


Gislason and Call have studied three young children who were bitten
severely by dogs when less than three years of age. The march of symptoms and
constriction of personality in these children are similar to, but are a more
severe form of, what has been described in children who have had
tonsillectomies at less than three years of age. These dog-bitten children have
been emotionally traumatized and show a severe form of infantile traumatic
neurosis. They are highly subject to subsequent traumatic events and a
distortion of personality development caused by the initial and subsequent
traumas. The close relationship with the parent is caused by the traumas
experienced by both child and parent. The child’s normal development is
distorted because of the extreme difficulty that these traumatized children
show in going through the separation-individuation phases of development.
Psychiatric treatment using play techniques and psychoeducational approaches with
the parent could, in all likelihood, be helpful to such children.


Psychogenic Megacolon


A little girl, eighteen months of age, appeared in the outpatient
clinic with a large abdomen. Her mother reported that the difficulty began when
she was an infant of only a few months. The mother observed that the child
grunted a lot and developed a red face when pushing out a bowel movement. The
mother thought her infant was constipated and reported this to the doctor. The
doctor prescribed a small suppository. The grunting and red face continued.
Enemas were then prescribed, which led to increased withholding of bowel
movements. Finally, a chronic state of withholding and constipation developed.
No spontaneous bowel movements occurred. Enemas, suppositories, and cathartics
were now used regularly to produce bowel movements. Occasionally, a very large
fecal mass was produced by the enemas. The child’s appetite was poor; she
subsisted mainly on milk and soft foods, and she did not use her teeth in
biting food. Her nutrition was poor, her arms were spindly, and because of the
large abdomen she was short of breath and became sedentary. A developmental
history showed that she reached her motor landmarks at the usual time, although
she was considered a quiet child by the age of one, and at eighteen months she
did not speak. Her eyes were large and observant, and she had an anxious
expression on her face. Her abdomen was found to be filled with fecal masses.
The remainder of the physical examination was normal. Radiographic and biopsy
studies showed normal bowel activity and the presence of ganglion cells in the
outer adventitial layers of the rectum and lower colon. The diagnosis was
psychogenic megacolon with delayed expressive language function and infantile
feeding pattern.


Comment


This diagnosis could have been made without radiographic or biopsy
studies since the onset of the infant’s constipation did not date back to birth
but rather a few months after birth. Most healthy infants develop a red face
when pushing out a bowel movement, but some parents are particularly anxious
about bowel functioning and regard the red face, as this mother did, as an
indication of abnormal distress. The mother herself had been constipated and
had been subjected to enemas and cathartics all her life, and as an adult had
used cathartics regularly. Thus, it is no surprise that she resorted to this
method of producing a bowel movement in her infant. Doctors unwittingly
collaborated with her. Thus, the mother’s anal fixations were passed on to the
child with whom she identified. The treatment in these cases requires
discontinuation of all anally oriented treatment procedures, including enemas,
cathartics, and suppositories. In addition, a reorientation of the parents to
the more general needs of the child, together with an attempt to identify and
resolve the sources of anal conflict in each of the parents and between them,
is necessary since they often collaborate with one another in an anal
orientation to the child. In the course of such treatment, children do not get
well all at once and continue to show exacerbations and remissions.


Modern Child Abuse


Infants and children throughout history have always been abused.
Even in our present enlightened society the rights of infants and young
children in regard to such issues as adoption, visitation, and custody are
frequently ignored by the courts. The issue of spanking children in the schools
is still being hotly debated. Discipline remains confused with punishment. The
rediscovery of physical abuse of children at the hands of their parents began
in 1946 when a child showing bilateral subdural hematomas of unknown origin was
hospitalized at New York Hospital. A radiographic study of the abdomen was also
carried out and, quite incidentally, it was observed that one of the arms
showed an area of subperiosteal hemorrhage with new bone formation—telltale
signs of a healing fracture. Dr. John Caffey suggested the possibility of a
previously unrecognized traumatic fracture; and a more careful psychosocial history
showed a strong presumption that the fracture had been caused by an abusing
mother. This was, however, considered to be a rarity, and it was another
fifteen years before the problem of physical abuse of children was clearly
recognized as a small epidemic. In 1962, through the work of Dr. Henry Kempe,
the problem was placed on the map of admitting rooms and emergency rooms
throughout the country. Eight years later another variant of child abuse was
described: the shearing of the cerebral veins as they enter the superior
longitudinal sinus. This was caused by the violent shaking of the infant by
irate parents or babysitters who, when questioned closely, felt that spankings
and shakings were justified because of defiance and disobedience by stubborn, frightened
children who could not speak. Also included in this group were children who did
not perform up to standards expected by their parents or babysitters or who
could not or would not explain their misbehavior or stubborn refusal to conform
to expectations.


Comment


In these cases, a high level of moral accountability is expected by
the parents of immature infants and children long before meaningful
communication is possible. Studies of the parents by Steele and others have
shown that abusing parents are often reenacting their own abuse as children,
motivated to do so by a rigid, demanding, and cruel conscience acquired through
identification with their own demanding parents. Child abuse is only one of the
many parent-child difficulties showing the non-genetic transmission of
psychopathological behavior from generation to generation. The passage of other
psychopathological child-rearing patterns from one generation to another has
also been observed in children showing psychogenic megacolon, attitudes toward
separation, giving the child over to the care of others, feeding difficulties,
anorexia nervosa, delinquency, and environmental retardation.


Alternative Pathways of Mental Development
Demonstrated by Physically Handicapped Children


Until 1941 rubella, or German measles, was considered an unimportant
minor illness, significant only as a part of the differential diagnosis for
rashes. No significant complications were said to exist with rubella, which
often went undiagnosed because of the mild respiratory symptoms and the often
unrecognized reddish-brown granular rash appearing on the upper parts of the
body and face. This picture for rubella changed dramatically in 1951 when Dr.
N. M. Gregg, an Australian family practitioner, observed a much higher incidence
of congenital corneal ulcers in newborn infants whose mothers had become
pregnant during the rubella epidemic of that year. All of the mothers whose
infants showed corneal ulcers had contracted rubella in the first three months
of the pregnancy, though only half of these women had been diagnosed as having
contracted rubella during the pregnancy. Gregg reasoned that the fetuses were
infected in the first three months, but not subsequently. It was later shown
that the rubella infants not only showed corneal ulcers, but also were
frequently deaf, had other central nervous system deficits causing sensorimotor
difficulties, and had a high incidence of congenital heart disease—all
occurring in various degrees and combinations. Rubella children were also frequently
considered mentally retarded. But the way in which such multi-handicapped
children developed was not adequately studied until Stella Chess, a child
psychiatrist in New York City, began reporting her findings on 235 youngsters,
victims of a 1964 worldwide rubella epidemic, whom she began studying when they
were two years old. Development showed an overall slowness during the first two
years of life, with concomitant slowing of language, motor, and sensorimotor
functions. One-third of the children were diagnosed as showing various degrees
of mental retardation during the preschool period, while only one-fourth showed
evidence of mental retardation at ages eight and nine. Thus, a significant
number of such children at all levels of retarded mental development showed
considerable improvement and moved into the normal ranges of intellectual
functioning. The IQs of the non-retarded children also showed progressive
increases as they entered the school-age period. Detailed case studies of a
number of the children who showed such improvement demonstrated that they came
through a diverse and roundabout pattern to normal school functioning, often
pioneering new territory in the acquisition of language, social development,
and learning—thereby affirming the inherent plasticity of human brain function
in the young child.


All handicaps can be very discouraging and stressful for parents who
have both consciously and unconsciously expected to have a perfect child. The
marriages in these families and the siblings of families with a severely
handicapped child often become seriously stressed. Some siblings, for example,
become pseudo-mature in their development. Even physicians become discouraged
in handling multiply handicapped children, and specialized programs with a specially
trained staff should be set up to meet these children’s needs. However, many
parents do not find their way to these programs and many communities do not
have specialized rehabilitation programs for such children. When these programs
are available, however, such children may have a rather successful
convalescence. This acts as an encouragement to the parents to remain involved
and committed to the development of their children; and the long-term follow-up
of such children is quite good when adequate care has been provided.


Comment


This and many other pieces of clinical data suggest that the
diagnosis of mental retardation should not be made on very young children
showing delayed mental and motor functioning, since such a diagnosis carries
with it a very bad prognosis and sets up the expectancy of poor performance,
which may then become a self-fulfilling prophesy, the so-called Pygmalion effect.
Similar individual-specific roads to cognitive language and social functioning
have been demonstrated for (1) children with congenital heart disease who had
corrective surgery, (2) children who contracted polio before the days of the
Salk vaccine; and (3) children with rheumatic fever and with chronic kidney
disease. Most recently, Selma Fraiberg’s studies of blind children have
demonstrated similar plasticity. Eleanor Galenson’s and Hilda Schlessinger’s
studies of deaf children have revealed the importance of the integration of
many elements of the total communication system for a child who has a severe
sensory defect. Such integration aids in language formation, concept formation,
intelligence, social development, and learning skills. Many such children often
become late bloomers and manage to make up for what they have missed in earlier
years both in educational and social development.


Autistic Behavior in Early Infancy


The normal child of two and one-half years of age begins to show
individual-specific personality patterns in his behavior. He becomes a “little
character.” Such trends are evident by the way he shows his emotions: for
example, in his speech, smiling, facial and bodily expression, and bodily
reactions. He responds in a comprehensible way to the emotions of others. His
interests and curiosity expand as his experience of the world expands. A normal
child of two and one-half years expresses his likes and dislikes directly; he
utilizes language, affects, mimicry, and bodily posture, all in a smoothly
coordinated and usually predictable way to show that he thinks about what is
happening to him from within (regarding his wishes, fears, and feelings) and
from without. A stage of “normal echolalia” is found in the language
development of non-autistic children.


In striking contrast to the normal child is the two and
one-half-year-old child who withdraws from others, who fails to establish eye
contact, who shows highly ritualistic, unconventional play that is difficult to
understand and respond to, who demonstrates both hypersensitivity and
insensitivity at various times to visual and auditory stimuli, who relates to
his own body and to others in a fragmentary, transient, mechanical way, who
uses a few strange, mechanical sounds in place of speech or shows echolalic
speech without meaningful contextual reference, and who uses people as if they
were mechanical objects. This child does not respond to the usual psychologic
testing. He often gives the overall impression of being retarded and sets up a
highly controlled, nonhuman environment for himself. He invests this mechanical
world with his interest, concern, and love; he becomes attached to things, he
identifies parts of himself with inanimate objects and fails to distinguish
clearly between his own body boundaries as he relates to others and the
inanimate world. Eating and sleeping patterns are highly idiosyncratic, and
changes in these idiosyncratic routines or in aspects of the nonhuman
environment often induce more severely regressive behaviors. Such children are
commonly called “autistic.”


Comment


It is now possible to partially reconstruct the early developmental
history of children showing autistic behavior. Information, for example, can be
derived from the developmental histories of such children, from the direct
observation of infants showing such behavior at an earlier age, and from a
review of family films. The earliest forms of autistic behavior can thus be
identified within six different age groups up to the age of two and one-half,
taking into account the average-expectable behaviors of those ages. It is clear
from observing the natural history of the illness that the earliest signs of
autistic behavior are the most subtle. Once the syndrome becomes fully
established, however, the serious distortion of development that characterizes
autism is so compelling in its organization that all subsequent developmental
aspects of the child are crystallized around this central autistic structure.
Thus, no matter what original etiologic factors may have played a role in the
syndrome, the child’s own development and the responses of caretakers are
dominantly organized around the pathology rather than the potential for normal
development. Treatment of these very young children and prevention has been
discussed elsewhere, and there is evidence that early treatment does, in fact,
prevent the later sequelae of the illness.


Infantile Substrate of Borderline Functioning


Matthew seemed normal at birth and there were no complications
during pregnancy or delivery. At age three and one-half weeks he began turning
away from his mother during feeding and making all the positive social
responses toward his father. Matthew’s mother had a series of psychotic
episodes beginning at the time of the breakup of the marriage when the child
was thirteen months of age. Consequently, Matthew did not receive a steady home
situation until he was about seven, at which time he suffered from nightmares,
sleepwalking, enuresis, and retarded psychosocial and intellectual development.
His speech was unclear, and he had not learned much in school, having had to
repeat kindergarten. However, he responded positively to the new steady home
situation, and by young adolescence, judging by his overt behavior, was
functioning normally in all areas. His inner fantasy life, however, was still
chaotic and he was unable to make friends. He continued appearing well until
about age seventeen when his foster father became discouraged with his poor
performance in science subjects in high school and presented him with an
ultimatum. Matthew responded with regressive, withdrawn behavior. He became
zombielike in his attitudes and appearances, he seemed transfixed by the
television set and, at times, drifted off into an autistic world of his own. I
saw him again at age eighteen and one-half. He responded rapidly to supportive
psychotherapy and began doing better in school. However, his inner psychic life
was still fluidly organized and he had no interest whatever in social
development or in girls.


Comment


In light of his earlier history, Matthew was able to function better
than might have been expected. However, the underlying vulnerability to
psychotic functioning was clearly revealed during his regression in
adolescence. He shows what is commonly known as the “borderline syndrome.”
While the effects of his earlier trauma and deprivation experiences were
covered over by acceptable behavior for a good period of time, his inner
vulnerability eventually revealed itself. Academic performance in school,
conforming behavior, and absence of delinquency are insufficient criteria to
assume healthy psychological functioning.


This rambling visit to the troubled land of infancy as seen through
the eyes of the pediatrician and psychiatrist is meant to be alarming. Infancy is not synonymous with bliss. Nor
does the capacity to impregnate and to conceive bear upon the capacity to be a
parent. The either-or cause-and-effect determinism, raging as the
nature-nurture controversy, is obsolete and non-generative when imposed upon
the real world of infancy. The environment of the cell is as important as the
genetic code in ordering the ontogeny of enzyme systems. Maturation and
experience are codetermined. The timing of events or the absence of critical
substrate, whether cellular, environmental, or intrapsychic, plays a
significant role during the whole course of development from fetal life through
old age.


Infants show evidence of suffering from psychic as well as from
physical trauma. Why has this lesson been so difficult to comprehend? The onset
of language does not mark the onset of the capacity to think and to feel.
Distress, neglect, abuse, and fortuitous circumstance all influence the
post-natal development of the human fetal brain as well as the growing mind of
the child.


I have outlined elsewhere average-expectable normal developmental
sequences in infant behavior as distinguished from parental worries, including
a description of symptomatic abnormal behavior within seven different age
ranges, from birth to age three. These symptomatic patterns may serve as a
checklist for evidence of psychological difficulty. However, any symptom must
be viewed developmentally and in the context of positive developmental
achievements and capacities.


Some Misconceptions and New Findings


Our present knowledge of infant mental development can be divided
broadly into two areas: (1) the clarification of misconceptions, and (2) new
discoveries. The present excitement and progress in the field began, I believe,
with a paper by Dr. Peter Wolff entitled “Observations on Newborn Infants,”
published in 1959. Wolff demonstrated that newborn behavior made sense, was
consistent, replicable, and was thus predictable when the behavior of the
infant was cross-correlated with the infant’s state of arousal. Wolff defined
six separate states: regular sleep, irregular sleep, drowsy, awake active,
awake inactive, and crying. Irregular sleep was cross-correlated with rapid eye
movement sleep. Within each of these states, various other behaviors were
universally and predictably observable; for example, startles occurred only in
regular sleep. During the awake attentive state the infant was indeed capable
of following objects visually. Most smiling, Emde discovered, occurred during
rapid eye movement sleep. The infant’s behavioral responses became disorganized
only during loud crying, not soft crying. Since 1959, all systematic
observations of infants have considered their biobehavioral states as a primary
variable. Recently, Wolff and Sander have begun to investigate the way in which
behavioral states themselves are organized. Behavioral states observed in the
newborn become further differentiated and may be the basis of subsequent moods
and emotions in the course of the mothering figure’s responses to them. The
conception of the infant as a reflexly organized, passive, drive-organized
creature with only random movements has given way to a picture of the infant as
an active, competent individual, capable of initiating reciprocity with his
mother and setting in motion the mother’s caretaking responses to the infant.
Thus, the infant becomes an active participant in the architecture of his own
experience. He is considered capable of inspiring his caretakers to provide
those elements of experience required for his own ongoing brain maturation. The
human infant is born with a “fetal brain” that continues its rapid development
over the first two years of life, and then develops at a somewhat slower rate
through the age of twelve. The actual number of neurons doubles in the first
two years of life. Thus, brain development itself, by virtue of the infant’s
dependency during the period of brain maturation, can be significantly
influenced by ongoing environmental experience. Neurons can be programmed by
postnatal socialization and learning experience.


Another early misconception has now been dispelled. What the infant
becomes can no longer be looked upon merely as a result of toxic or deprivatory
experiences with deviant parents. Mothers estranged from their infants were, in
the past, erroneously considered to be rejecting their infants. We now know
that the' estrangement which parents, in fact, feel toward their infant may be,
to some extent, iatrogenically caused by, for example, hospital routines,
illness in the infant, disappointment, inadequate social support, a stressful
marriage, or maternal depression. The terms “rejecting mother,” “toxic mother,”
or “depriving mother” no longer do justice to the data.


A third misconception, one that has a tendency to recur in waves
with each new generation, is that infants have no psyche until they can speak;
that is, that they are incapable of thought and incapable of developing subtle
specific affective states. Piaget has become the most widely quoted of all
infant development workers. His studies, including replication by others, have
amply demonstrated how cognitive sequences develop in infancy during the
sensorimotor period prior to the establishment of language. Infant mental
testing has been shown to be useful during infancy itself. These tests have not
been successful in predicting later outcome except at the extremes. Boys are
less predictable than girls in such testing. Because of these facts it is no
longer appropriate to make even the diagnosis of mental subnormality based on
infant tests during the first two years of life. Such a diagnosis must await
further longitudinal study of a given infant considered suspect.


A fourth conception about infancy, now seriously undermined by newer
findings, is the idea that all infants progress neatly through various stages
of mental development and that a disruption of mental development at one period
in life will have long-term consequences for future disruption. Studies of
blind children, deaf children, and rubella infants have already been cited to
cast serious doubt on this idea.


There is another important problem in the study of infant
development. Infant development is highly vulnerable to such changes as rapid
regressions and progressions. There is no straight-line progression in any
function. For example, transformations of hand use from reflexive grasping to
intentional manipulation are not always easily discerned, and yet the meaning
of each achievement is monumentally different. The same is true in language
development.


Newer findings in bioneurological research have shown that in the
immature organism with organic brain insult, recovery can be expected if
nutritional needs are met and richness of sensorimotor patterning is
maintained. Nutritional defects may be overcome by richness of sensory experience.
The picture that seems to be emerging is that the brain itself is quite plastic
and resilient. Peter Wolff has expressed this as follows:


Contemporary attempts to predict normal and deviant developmental
outcome from neural behavioral status at birth have been generally
disappointing. Failure of prediction may be due in part to the inadequate
selection of study samples, and the failure to standardize examination
procedures in the irrelevance of outcome measures. However, uncontrolled
genetic factors, the effect of unsuspected environmental influences and
particularly the lack of knowledge concerning developmental transformations in
the covert mechanisms that control manifest behavior, severely limit our
ability to predict from neonatal behavior to psychological adaptation in the
mature person, [p. 304]


Roger Walsh, summarizing experimental data on rats, has commented:


It is clear that the brain must now be recognized as a plastic organ
whose chemical and physiological systems change in an exquisitely sensitive and
probably functionally adaptive manner to the environment. The large majority of
parameters examined to date have been found responsive and in fact it may well
be time for environmental complexity-deprivation studies in particular, and
neuroscience in general, to undergo a shift in perspective.


Another area of major development has been our increasing knowledge
of the specifics of object orientation, attachment, and anchorage as reflected
in the infant-caretaker interaction. We now can understand a whole series of
developmental sequences that are set in motion at the time of birth and that
show how the human infant becomes attached and anchored to its caretakers and
vice versa. As studies indicate, these reciprocal relations between infant and
caretaker are quite striking. Recently this author was able to demonstrate how
early patterns of both physiological and behavioral reciprocity between mother
and infant set in motion the communicative apparatus of the infant and mother,
which in turn sets the stage for language development.


Proposed Classification of Maladaptation
Syndromes in Infancy


Clinical diagnostic assessment is difficult if not impossible during
infancy because (1) the rate of change for all mental functions is rapid; (2)
change in a given individual does not take place in a regular line of
progression but is characterized by periods of progression and regression; (3)
periods of confusion occur during transition; (4) prediction of later outcome
from earlier events is more hazardous, since the personality is, in general,
more plastic and changeable, as well as more capable of adaptation to change;
(5) the brain itself is essentially still fetal in character and does not
consolidate its fully functional structure until around the age of five; and
(6) assessment itself is complicated by the infant’s helplessness and
dependency; that is, assessment of the infant must always be qualified by the
context in which the assessment is made.


One might consider diagnosing only those conditions in infancy that
are significant precursors of diagnostic entities identifiable in later
childhood or adult life. However, this approach, which has characterized
earlier attitudes toward infant problems, if carried too far, supports the
conceptions of the infant as a very young child or embryonic adult. Such an
attitude ignores infants as persons with their own strengths, weaknesses, and
peculiarities. All of these considerations favor a multiaxial approach to
diagnosis. The issues involved in developing a system of diagnostic
classification in infancy are sufficiently unique to require a specialized
approach that takes into account all of the factors previously mentioned. What
follows is a general outline of a group of diagnostic categories that might
prove useful.


1.
Healthy
responses, no maladaptive disturbance. Example: a temporary regression due to
illness.


2.
Developmental disturbances:


a.
Primary
developmental deviation—developmental disturbance without demonstrable deficit
in brain or bodily functions. Examples: slow motor and language development,
autism, environmental retardation, language delay.


b.
Developmental
disturbance associated with impairment of brain structure. Example: Down’s
syndrome.


c.
Developmental disturbance in association with
deficiency of brain function, but without demonstrable structural change.
Example: hypsarhythmia.


d.
Developmental disturbance associated with
bodily illness or physical handicap without deficit in structure or functioning
of the central nervous system. Examples: developmental disturbance associated
with blindness, deafness, arthrogryposis, congenital heart disease, or kidney
disease.


3.
Psychophysiologic disturbances. Examples:
bronchial asthma, eczema, peptic ulcer, rumination.


4.
Attachment disorders of infancy.



Primary
attachment failure; that is, failure to thrive without organic cause.


b.
Attachment disorder, anaclitic type; that is,
anaclitic depression.


c.
Attachment disorder, symbiotic type; that is,
prolongation of symbiosis associated with recent divorce of parents.


5.
Disturbed
parent-child relationship. Examples: sadomasochistic relationship and dyadic
dyssynchrony in infancy, communication impasse.


6.
Behavioral disturbances of infancy. Examples:
attention disorder of infancy, sleep problems, irritable infant syndrome,
“colic.”


7.
Disturbances of the environment (beyond the
adaptive capacity of a healthy infant).



Disturbances of fetal environment. Examples:
fetal alcohol syndrome, RH or sensitization, rubella infant.


b.
Disturbances of environment during the
perinatal period. Examples: anesthesia effect, barbiturate poisoning, acute
brain syndrome due to traumatic delivery.


c.
Primary
deficit in caretaking after birth. Example: institutionalized infant.


d.
Iatrogenic disturbance.


1)
Secondary
to inappropriate medical care or advice.


2)
Secondary
to psychological care or advice.


3)
Secondary
to bad educational care or advice.


e.
Acute distress syndrome of infancy associated
with physical or psychic trauma. Examples: starvation, dog bite, traumatic
separation, death of parent.


8.
Genetic
disturbance.



With
phenotypic expression.


b.
Without
phenotypic expression.


c.
In family
after transmission to child.


9.
Language
disorder of infancy.


A multiaxial approach to diagnosis of infancy must be considered.
Rutter and colleagues proposed five axes that they considered relevant for
child psychiatric diagnosis.


Axis I: Clinical
psychiatric syndrome.


Axis II: Developmental
disorder.


Axis III: Intellectual
level.


Axis IV: Associated
biological factors.


Axis V: Associated
psychosocial factors.


The new Diagnostic and
Statistical Manual of Mental Disorders1 axes include:


Axis I: Clinical psychiatric
syndrome(s) and other conditions.


Axis II: Personality
disorders (adults) and specific developmental disorders (children and
adolescents)


Axis III: Nonmental
medical disorders.


Axis IV: Severity
of psychosocial stressors.


Axis V: Highest level of
adaptive functioning past year.


This classification of syndromes in infancy includes developmental
consideration and biological factors. Intellectual level in infancy is included
as one aspect of development in infancy. Psychosocial stressors are different
in infancy and need to be specified. A global rating of severity of disturbance
in infancy still needs to be worked out. It is clear from all of these
considerations that a great deal of work needs to be done by people dealing
with various aspects of infant study. It is especially clear that diagnostic
systems worked out for older children and adults are not applicable to the
period of infancy.
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CHAPTER 7

THE CHILD AT RISK FOR MAJOR PSYCHIATRIC ILLNESS


Clarice J. Kestenbaum


During the past two decades, increasing numbers of research projects
have focused attention on those children who have a high probability of
developing a major psychiatric disorder in adult life. These studies are
subsumed under the rubric “risk research” and have been directed for the most
part toward determining which children are most vulnerable to eventual
schizophrenic illness. Affective disorders have only recently begun to be
studied in similar fashion.


“Risk” refers to the greater likelihood that certain individuals
will develop a mental disorder than will others selected at random from the
same community. The children of schizophrenics, for example, are at greater
than average risk for developing schizophrenia than the general population (10
to 15 percent for the child with one schizophrenic parent compared with
approximately 1 percent for a child with nonschizophrenic parents).


“Vulnerability” implies that each individual is endowed with a
degree of vulnerability to illness that under certain circumstances will become
manifest. In one vulnerability model two major components are described—inborn
and acquired. Inborn vulnerability refers to that which is in the genes and is
reflected in the internal environment and neurophysiology of the organism. The
acquired component is due to the influence of specific diseases, traumas,
perinatal complications, family interactions, and life events that either
enhance or inhibit the development of future disorder. For an individual
vulnerable to schizophrenia, for instance, periods of acute stress may result
in a failure of coping mechanisms so that maladaptation results. According to
Arieti, Adolph Meyer became convinced that dementia praecox resulted from
inefficient coping mechanisms which led to eventual breakdown. Meyer believed
there was either a gradual transition to a schizophrenic episode or an acute
onset precipitated by a catastrophic event. In contrast to vulnerability, “invulnerability
describes the organism’s ultimate resilience to the load imposed on it by life
event stressors” [p. 114].


Goals of High-Risk Research


Erlenmeyer-Kimling has summarized the goals of high-risk research as
follows: (1) development of the natural history of the disorder being studied;
(2) identification of the specific members of the high-risk group most likely
to become affected; (3) determination of early predictors of the disorder,
particularly those indicative of underlying biological deficits; and (4)
examination of the various factors, environmental in nature, that increase the
likelihood of prepsychotic illness becoming manifest as well as those that may
protect a vulnerable individual from becoming ill.


An additional far-reaching goal of high-risk investigations concerns
the question of intervention. If one could detect the vulnerable child and
provide competence-enhancing interventions, could the future patient be
sufficiently protected so that subsequent illness could be prevented? Current research
is undertaking the examination of biological, psychological, and sociological
factors that may be conducive to the development of schizophrenia and affective
disorders.


Children At Risk for Schizophrenia


“Schizophrenia,” which Bleuler coined in 1911. is a concept that is
still developing and changing today. Bleuler renamed Kraepelin’s term, dementia
praecox, because he considered “splitting” of the different psychic functions
one of the most important characteristics of the condition. Schizophrenics are
well known to constitute a heterogeneous group (paranoid, hebephrenic,
catatonic, and simple). There are marked differences in terms of genetics,
biochemistry, symptom clusters, course, and outcome. Langfeldt tended to lump
the schizophrenias into two principal groups, process and reactive (which other
investigators have called chronic and acute). Other labels have indicated that
an individual may demonstrate some schizophrenic attributes without ever having
been psychotic (that is, the nonpsychotic schizophrenic or schizotypal
personality). The concept of a schizophrenic spectrum embraces these
categories. Such diverse diagnostic considerations have made past research
efforts unwieldy, and collaborative efforts difficult. Thus, research
diagnostic criteria have evolved that define more sharply the illness under
study. Strauss and associates have defined schizophrenia, for example, as “a
psychiatric disorder without demonstrable organic etiology that is manifested
by such phenomena as delusions, hallucinations, bizarre behavior and thought
disorder in which manic or depressive features are not predominant.” Numerous
models for the transmission of schizophrenia have been promulgated. At the core
of research into high-risk schizophrenia is the question of whether a given
deficit in premorbid adjustment is sufficient to cause a schizophrenic
breakdown in later life, or whether a particular environmental stress is
necessary for the development of the illness.


Etiological Models for the Transmission of
Schizophrenia


Psychogenic Models


Various etiological models have been reviewed in the current
psychiatric literature. Proponents of the psychogenic theory of the transmission
of schizophrenia contend that abnormal patterns of family interaction are
largely responsible for pathological adaptation and subsequent schizophrenic
breakdown. Wynne and Singer have viewed the future schizophrenic as an
individual highly vulnerable to a disorder in family communication. Bateson and
associates have, in fact, labeled that individual chiefly responsible for
extreme confusion in the young child as the “double bind” mother. They contend
that the double message provided by an extremely ambivalent parent and the
subsequent failure in family communication is instrumental in setting the stage
for subsequent breakdown in thought and communication in the vulnerable child.
Because distortions of reality are so frequent and denial on the part of the
ill parent such a prevalent defense, the child subjected to intense and
frequent “double bind” communication is unable to acknowledge his own
perceptions as being accurate.


Lidz and his collaborators have also been proponents of a
psychogenic theory that holds that severe chronic disequilibrium and discord
(marital schism) and submission to pathological attributes of the schizophrenic
parent (marital skew) are primary etiological factors in later schizophrenic
breakdown.


Genetic Models


Genetic approaches to the study of schizophrenia have been in
existence for six decades. Franz Kallmann was the chief proponent of the theory
that the more closely related an individual was to a schizophrenic relative,
the greater was the likelihood of his becoming schizophrenic. Kallmann,
studying monozygotic and dizygotic twins pairs, held that if one monozygotic twin
was known to be schizophrenic, the risk to the co-twin also schizophrenic was
86 percent. Recent studies, using sophisticated techniques and “blind raters,”
achieve a concordance rate of 42 percent for monozygotic twins as against 10
percent for dizygotic twins, approximately the same as sibling rates concordant
for schizophrenia.


Since the twins were usually reared together, opponents of the
genetic theory argued that environmental influences should not be
underestimated. The adoption studies have removed that variable by examining offspring
of schizophrenic mothers reared by foster mothers. Heston demonstrated that of
forty-seven adult offspring of schizophrenic mothers who were adopted within
the first few days of life, 10 percent developed schizophrenia in adult life
opposed to none in the control group (children of nonschizophrenic mothers
adopted at birth by nonschizophrenic women). When Kety and Rosenthal, using a
Danish population, corroborated Heston’s findings, they found that the
incidence of schizophrenia among the biological relatives of adopted
schizophrenics was six times as high as the incidence noted among the relatives
of the control adoptees. Wender and associates moreover, reported a
cross-fostering study in which adopted offspring of normal biological parents
were reared by schizophrenic adoptive parents. These children were compared
with: (1) adoptees of normal biological parents reared by normal adoptive
parents; and (2) adoptees of schizophrenic biological parents who were then reared
by normal adoptive parents.


Wender and his collaborators noted a significantly higher prevalence
of psychopathology among the adopted offspring of schizophrenic parents in
contrast to the other two groups.


Summary of the Evidence in Support of
Hereditary Factors


1.
Schizophrenia-like behavior has been reported
from antiquity to the present day and occurs in both industrialized and
undeveloped societies.


2.
The
prevalence throughout the world is 8 to 1.5 percent, although there exist
isolated populations with higher and lower rates.


3.
The
male-female ratio is one to one.


4.
In urban
communities there is a marked social-class gradient in the prevalence of
schizophrenia, usually attributed to a premorbid “downward drift” of
predisposed individuals.


5.
No
environmental causes have been identified.


6.
Frequently there is no known precipitating
event.


7.
Risk
figures are compatible with a genetic hypothesis.


a.
First
degree relatives of schizophrenics are at greater risk of becoming
schizophrenic compared to the general population (5.5 percent for parents, 10
percent for siblings, 11 percent for children).


b.
Monozygotic-twin concordance rates for twins
reared apart are approximately the same as for twins reared together. They are
three times as high as the concordance rates for fraternal twins.


c.
Concordance rates in monozygotic co-twins vary
with the degree of severity of illness in proband; high concordance rates are
associated with severe illness.


d.
Schizophrenia occurs at the same rate in
children of affected fathers as in children of affected mothers.


e.
The risk
for children of two schizophrenic parents is three times that for children of
one schizophrenic parent, whether the children are reared by their own parents
or not.


8.
Adoption
studies have demonstrated:


a.
Children
of normal parents who are reared by schizophrenic adoptive parents do not have
an increased rate of schizophrenia.


b.
Children
of schizophrenics adopted by normal families develop schizophrenia at the same
rates as those of children reared by their own ill parents.


c.
Unlike
the biologic relatives of schizophrenic adoptees, the adoptive relatives do not
have elevated rates of schizophrenia.


9.
There is
no significant increase in schizophrenia risk among children with early
deafness, despite the communication difficulties they experience.


10. Family
members of individuals who develop schizophreniform psychoses following head
injuries have risk figures equal to the general population, unlike the figures for
families of “true” schizophrenic probands.1


Regarding the strength of the genetic factor in schizophrenia and
the mode of transmission, the best available evidence points to the likelihood
that a genetic factor constitutes a necessary, though not sufficient,
antecedent. Although the predominant mode of transmission may be polygenic,
Matthysse and Kidd have shown that a single-major-locus model cannot be
discarded. Heterogeneity may also be present in the sense that individuals
classed as schizophrenic may be regroupable as belonging to several differing
patterns of transmission or to different sets of noxious genes.


Evidence in Support of Environmental Influences
(Diathesis-Stressor Framework)


Despite the fact that monozygotic twins share all their genes in
common, more than half of the pairs are discordant for schizophrenia. In other
words, factors other than heredity are responsible for either protecting a
constitutionally vulnerable individual from breakdown or for precipitating a
breakdown. According to the diathesis-stressor framework, genetic
predisposition, or diathesis, comes under the influence of environmental
stressors which eventually result in physiologic and biochemical change in the
organism.


Gottesman has stated that to date no environmental causes have been
found that will invariably produce genuine schizophrenia in persons unrelated
to a schizophrenic. However, the contributions from environmental stressors
determine for each individual the point at which a clinical threshold is
passed. Gottesman stated: “Starting with a subject’s genetic liability for
schizophrenia at birth, one then adds psychological stress over time that has
the effect of adding to his liability” [p. 36]. Stress factors may include
chaotic home life, repeated separation and loss, excessive demands from
authority figures, or various organic insults.


In discussing the environmental variables and their impact on a
constitutionally vulnerable child, Anthony has noted the effects of the ill
parent on the child in a detailed description of parent-child interactions. In
his study of the children of psychotic parents, Anthony observed that the
sicker schizophrenic parents (diagnosed hebephrenic or catatonic) produced
healthier children, while the relatively healthier parents (diagnosed schizoid
or borderline) produced more deviant children. He took into consideration the
age of the child at the time of the mother’s illness and the family support
system in terms of other available members with whom the child could identify
or become involved. He felt that the most disturbed children were those
symbiotically involved with the ill parent and that children under two, still
in the phase of separation-individuation, were especially sensitive to the
disturbing influence of the chronically ill mother. Whether the child
internalizes or externalizes conflict, how compliant or negativistic he is, how
prone to a folie-a-deux, and how
identified with the ill parent, determine his ultimate development. Anthony
observed that the more disturbed children suffered a loss of ego-skills by
school age and exhibited symptoms such as nightmares, phobias, obsessions, or
antisocial behavior. In a similar vein, Kauffman and associates found:


that the mother’s current level of functioning is even more
important than the diagnosis of her condition in understanding the impact of
her disturbance on the child’s later development. Women who are isolated from
social contacts and who cannot function effectively in their adult social roles
have children with lower competence . . . [p. 1401]


Thus, environmental influences, particularly paucity of supports,
produced less competent children.


Research in Early Identification of
Schizophrenia


The four methods used for studying the premorbid history are:


1.
clinical
retrospective (reports of life history, patient or family reminiscences)


2.
follow-back study (case records of adult
schizophrenics traced back to childhood)


3.
follow-up
study (life history of the child at-risk who was evaluated in childhood and
reevaluated as an adult)


4.
prospective longitudinal study (a high-risk
group followed into adult life so that incipient pathology may be studied in
depth)


The last method has the obvious advantage of a carefully designed
methodology and permits the researcher greater objectivity by reliance on a
matched control sample, double-blind ratings, and the passage of time.


Impressionistic data derived by the other three methods, however,
produced hypotheses about the premorbid state which could then be tested by the
prospective longitudinal method.


Example of the Follow-Back Study Method


Watt, in a controlled study, examined past cumulative school records
of fifty-four hospitalized schizophrenic adults. He found that over one-third
were identified by teachers as being deviant in childhood before they showed
psychotic disorganization. Patterns of maladjustment for boys and girls
differed.


Pre-schizophrenic boys exhibited primary evidence of unsocialized
aggression and secondary evidence of internal conflict, over-inhibition, and
depression. Pre-schizophrenic girls exhibited primary evidence of
oversensitivity, conformity, and introversion.


Watt found that both sexes had been subjected to heightened
frequency of parental deaths and neurological abnormalities compared to
controls. He proposed five postdictive indices of schizophrenia: (1) parental
death; (2) severe organic handicap; (3) extreme emotional instability; (4)
extreme introversion (females); and (5) extreme disagreeableness (males). In a subsequent
study, low social competence was associated with withdrawal, thought disorder,
and antisocial acting out.


Example of the Follow-up Study Method


Waring and Ricks, using the follow-up method, identified 75 adult
schizophrenics selected from the records of 18,000 children seen in a child
guidance clinic since 1917. Subjects were divided into two groups: chronic
(those whose illness did not remit) and released (those who had been
hospitalized intermittently for schizophrenic illness). Differences between
schizophrenic patients and normal controls were: (1) developmental
history—fewer than 40 percent had normal births; (2) early neurological
dysfunction (slower motor development, poorer coordination, unclear speech);
and (3) absence of heterosexual experience or extreme homosexual fears during
childhood.


Differences between the two groups were also noted. As compared to
the released group, the chronic schizophrenics were characterized by: (1)
family history of schizophrenia; (2) mothers who were more disturbed (psychotic
or functioning on a borderline level); (3) a symbiotic relationship with the
ill mother; (4) a schizoid premorbid personality with few close peer
relationships; (5) no clear precipitating event necessitating hospitalization;
and (6) no history of sociopathy, (truancy, stealing).


Ricks and Berry, discussing children who become schizophrenic,
maintained that chronic schizophrenics have biological and social equipment
that offers small margin for error in development, and their coping mechanisms
are clearly maladaptive. The investigators feel that the IQ, degree of social
and vocational success, the home environment, and the presence or absence of
biological handicap are all relevant.


The Prospective-Longitudinal Method of
High-Risk Research


Pearson and Kley were the first investigators to propose a
prospective study of individuals at high statistical risk for schizophrenia. In
1959, non-blind studies were instituted by B. Fish, who subsequently followed
up infants born to schizophrenic mothers, and Sobel, who attempted to study
infants of two schizophrenic parents. “Pan developmental retardation,” Fish
suggested, is a transient dysregulation of motor, visual-motor, and physical
development noted between birth and two years; this includes erratic and
disorganized maturational patterns in activity and alertness, as well as
autonomic instability, which, Fish believes, predict vulnerability to later
schizophrenia.


In 1962 Mednick and Schulsinger, using more sophisticated
methodology, began a longitudinal study of Danish children of schizophrenic
mothers. The investigators believed that the offspring of schizophrenic mothers
demonstrated a particular vulnerability to schizophrenia that is a joint
function of genetic loading and pregnancy and birth complications. This
combined liability, they contended, results in an infant who demonstrates a
labile pattern of autonomic responsivity.


Neurological “Soft Signs”


There is still controversy about some of the recorded physiological
data (i.e. regarding differences in galvanic skin responses between high-risk
subjects and normal controls), but there is high agreement among investigators
as to the neurological soft signs noted in the offspring of schizophrenics.
Such findings have been reported in many studies. Marcus, in a study undertaken
in Israel in 1965, identified a group of offspring born to schizophrenic
parents. The children were characterized by soft signs of neurological
dysfunction, (deficits in fine motor development, visual-motor coordination, and
auditory-visual integration). The finding suggested to Marcus a genetic basis
for vulnerability to schizophrenia. In a second study, Marcus and associates
were able to identify a subgroup of infants born to schizophrenics who
demonstrated the same dysmaturation in motor functions as in perceptual
development. The investigators, using a Multidimensional Scalogram Analysis,
found that roughly one-half of the high-risk infants exhibited less than
optimal functioning. They noted, moreover, lower birth weights in these infants
as compared to controls and the other group of high-risk infants whose
functioning was optimal. In a subsequent study, Marcus and Mednick examined the
data on a subsample of the Danish high-risk, birth-matched subjects and
reanalyzed them using a Multidimensional Scalogram Analysis.


When area judgment scores were reexamined, approximately half of the
high-risk children could be identified by the repeated findings of less than
optimal functioning in motor and coordination tasks, posture, and gait.


Obstetrical Complications


Mednick’s original high-risk study demonstrated that the clinically
deviant group of adolescent offspring had had a significant increase in
anomalous autonomic responses and high rates of obstetrical complications.
McNeil and Kaij, in reviewing over eighty papers relating to obstetrical
factors in the development of schizophrenia, observed that the outcome of these
studies demonstrated few significant differences between the high-risk subjects
and their controls in overall obstetrical complications— pregnancy
complications (PC), birth complications (BC), neonatal complications (NC), and obstetrical
complications (OC).2
Two of the studies however, showed significantly more fetal and neonatal deaths
in index pregnancies; the 1978 report by McNeil and Kaij of a Swedish high-risk
sample, revealed increased NC’s and OC’s corroborating Mednick’s 1970 study.
Low birth weight was reported in three studies. Marcuse and Cornblatt, in a
review of current findings of OC’s in relation to soft signs, noted that the
relationship between neurological signs in high-risk children is currently
unresolved. In their investigation of the relationship between OC’s and
neurological outcome in a sample of children with schizophrenic parents, they
reviewed information in preliminary analysis data on seventeen high-risk
children and sixty-eight matched controls. The index cases were selected from
the Collaborative Perinatal Project, which recorded obstetrical information on
55,000 pregnancies with follow-up from birth through age five. Positive
findings were: (1) male high-risk children had more NC’s and total OC’s than
control cases or high-risk females (The two NC items individually significant
were prematurity and low one-minute Apgar scores); and (2) the high-risk group
was markedly deficient in the Auditory-Vocal Association Test, block sorting,
and school achievement (IQ was a controlled variable). The investigators noted
that there was a subgroup of individuals who scored poorly on both OC’s and neurological
variables, and who had at least one obstetrical indicator and abnormal
neurological signs (that is, poor coordination, short attention span, mixed
dominance, and other anomalies of lateral dominance). Marcuse and Cornblatt
noted that “the consistency of the neurological findings across studies is
quite remarkable. Nearly every attempt to examine motor functions and soft
signs has demonstrated statistical group differences or associative patterns
that distinguish the offspring of schizophrenics from controls.”


In another carefully controlled prospective study, Hanson and
associates collected developmental data on thirty-three children of
schizophrenic parents from the Collaborative Perinatal Project, Minnesota
Sample. Matched control groups consisted of children of other psychiatric
patients and normal parents. Seventeen percent of the high-risk sample had
positive scores on the three following indicators: poor motor abilities,
schizoid behavior, and marked inconsistencies in academic cognitive
achievement. While some of the controls provided positive findings on one or
two indices, none provided positive scores on all three. The authors concluded
that these specific individuals were especially vulnerable to schizophrenia.


Example of a High-Risk Prospective Study


One of the most extensive of the high-risk prospective studies has
been in progress since 1971 at the New York State Psychiatric Institute, where
the chief investigator is L. Erlenmeyer-Kimling. The risk group includes 205
children who were between the ages of seven and twelve at the time of initial
examination (sample A). The 80 high-risk subjects are subdivided into three groups:
44 with schizophrenic mothers, 23 with schizophrenic fathers, and 13 with two
schizophrenic parents. The two control groups consist of 25 children of parents
with another psychiatric disorder and 100 children whose families do not have
psychiatric disorders. The index cases are matched for age, sex, ethnicity, and
social class. Strict diagnostic criteria were used in selecting the parents.
The chief focus of the study is on psychophysiological, psychiatric,
neurological, psychological, and social measures. According to hypotheses based
on research with adult schizophrenics, which postulate that schizophrenic
individuals may have difficulty in normal processing of stimuli, measures were
selected that would be expected to be deviant in pre-schizophrenic individuals.


Tests were selected that measure attentional dysfunction and distractibility.
It was felt that genetically vulnerable individuals may have difficulty in
“filtering out” background stimuli or may be unable to disengage from a
stimulus having once attended to it.


The subjects are given home interviews and laboratory testing that
include structured and semi-structured interviews, neurological examination,
and psychological tests such as the Wechsler Intelligence Test, Bender-Gestalt,
Human Figure Drawing, and projective tests. School records are collected; a
variety of cognitive, attentional and distractibility measurements are
administered, as well as EEG and auditory evoked potentials. A videotaped
psychiatric interview using a semi-structured interview—the Mental Health
Assessment Form—was developed for the project. The interviewer is “blind” as to
the child’s parental background, as are three raters who independently rate the
videotapes for psychopathology and diagnostic impressions. A second group under
investigation consisting of 150 subjects, (sample B) has been included as a
replication sample (44 children of one or two schizophrenic parents, 40 whose
parents have affective disorders, and 66 with normal parents).


Preliminary Results of Group Differences


In addition to corroboration of positive neurological findings in
the index cases consistent with those of other investigators, a study of
attentional tasks has emerged that differentiates the high-risk group from the
controls. The first sample (sample A) has been tested on three occasions over a
nine-year period. Consistent group differences were found on several
attentional measures, the Continuous Performance Test (CPT)3
and the Attention Span Measure, which requires subjects to recall immediately a
series of either three or five letters presented by tape recorder, with or
without distraction.


The results on the CPT indicated that the high-risk subjects made
significantly fewer correct responses and significantly more random commission
errors than did the normal comparison group, with and without distraction. On
the Attention Span Measure, high-risk subjects also made significantly fewer
correct responses than the normal comparison groups under certain conditions.


Neuropsychological and Neurophysiological Measures


The high-risk subjects scored lower on the tests of
neuropsychological development (Bender-Gestalt and Human Figure Drawing Test).
The finding suggested a developmental lag as described by B. Fish. Some of
these subjects showed unusual patterns of auditory-evoked potentials,
particularly when attention was required as a task.


Current Clinical Status


In a preliminary analysis of differences between the index and
control children using the videotaped Mental Health Assessment Form, there were
significant differences on global assessment of function, anxiety, depression,
history of angry feelings, disturbance in relationship with the mother,
occurrence of nightmares, and measures of self-esteem.


Deviant Cognitive Performance-Deviant-Behavior Overlap


Behavioral disturbances were measured according to a five point
Behavioral-Global Adjustment Scale that relies heavily on parents’ information.
“The subgroup identified as deviant within the high-risk group has been found
to show an increasing overlap with the subjects showing behavioral problems as
they reach adolescence.”


Teachers’ reports also showed the high-risk subgroup having
increasing school difficulty when these children entered adolescence. The
current clinical status of the study children, whose mean age is fifteen years,
reveals that to date eight subjects of the original 205 (4 percent) have been
hospitalized or treated for serious disorders. Five of the eight hospitalized
children are from the high-risk group, two are from the psychiatric comparison
group, and one from the normal comparison group. All but the child from the
normal comparison group had demonstrated dysfunction in the CPT and other
attentional measures several years prior to breakdown.


Summary of Findings


The study thus far points to the presence of neurological soft signs
in the high-risk group in early childhood. Attentional and cognitive measures
as well as attention-related auditory-evoked potentials appear to discriminate
between a subgroup of high-risk and control subjects at early ages. These
measures are associated with clinical deviance in adolescence, noted by
parents, by teachers, and global assessment. The fact that the children with
early deficits on laboratory measures become increasingly deviant behaviorally
as they get older supports the hypothesis that attentional dysfunctions serve
as early predictors of later pathology.


Case Illustration4


Mona, the only child of a middle-aged couple, was referred for
psychiatric treatment at age six by her school principal because of extreme
shyness, school refusal, inconsistent work habits, and “joylessness.”
Additional symptoms reported by her parents were: frequent nocturnal, and
occasionally diurnal, enuresis; multiple fears (of animals, of the dark, and of
being alone); belief in “supernatural powers” (for example, she was convinced
that the eyes in photographs or paintings followed her around the room).


Early manifestations of deviance (her mother’s pregnancy and
delivery having been normal) were hypersensitivity to noise and change (new
faces or surroundings), and more-than-expectable separation anxiety. Food
“fads” and rejection of all but five or six foods were reported along with a
preoccupation with thoughts of vomiting (which had occurred on occasion during
febrile illnesses).


Significant traumatic events when Mona was four were the
simultaneous death of her grandmother and a month-long hospitalization of her
mother for an operable malignancy.


Family history: Mr. S. was
a psychiatrically well, successful businessman, “obsessional and quiet,” by his
own report. Mrs. S. had a history of emotional problems. Her father was
alcoholic, suspicious, physically abusive, unable to keep steady employment,
and was known in his family as “the crazy one.” Never hospitalized for
psychiatric illness, he had a brother who died in a mental institution. Mrs. S.
left home at age sixteen and worked as a secretary until her marriage at age
thirty-five. A “loner,” she was in treatment for agoraphobia, which was so
incapacitating at times that she could not attend her psychiatric sessions. She
had the habit of sending the therapist many pages of “associations” (described
as loose and rambling) in lieu of sessions.


Evaluation


Because of Mona’s “staring spells,” a neurological examination was
performed. Results were within normal limits.


A psychological examination revealed a full scale IQ of 115 (WISC)
“with higher potential” and subtest scatter (lowered scores for language
comprehension and picture arrangement). Language structural skills were poor.
Projective tests were characterized by “peculiar percepts: monsters, dragons,
skeletons, eyes. . . . Suspicious, phobic, and much like an adult diagnosed
paranoid personality,” reported the psychologist.


Therapeutic Course


During the initial biweekly psychotherapy sessions, Mona avoided eye
contact. Themes of her drawings included fire, explosion, death, and destruction.
A well-executed drawing of a smiling girl brought forth the comment, “She’s
happy because she’s eavesdropping on her enemies. Everything about this girl is
bad; she has no friends, she is mean, and she hates everyone”.


The initial mode of therapy was doll play. Mona reenacted with the
dolls events she would not describe in words, giving detailed accounts of what
the dolls thought and felt. For example, doll A explained to doll B, “It’s
dangerous to eat something you don’t like; then you’ll vomit and your head will
fall off and your stomach will burst.” Mona was convinced eyes had special
controlling powers and thoughts could kill.


Initial therapeutic intervention was in the nature of establishing
trust, the therapist serving as a reality-organ, correcting Mona’s distortions
and, whenever possible, offering interpretations. The parents were counseled
not to comply with Mona’s every command —for example, to remove the pictures
from the wall or allow her to remain home from school. The teachers had a direct
line to the therapist as well and instituted special educational therapy to
help Mona develop language skills and powers of concentration.


As Mona developed more confidence, she acquired several friends and
joined the girl scouts clubs. In therapy, new themes continued to emerge
involving her low self-esteem, confused body image, and maladaptive defense
mechanisms, chiefly denial and projection. When Mona was eight for example, she
enacted the role of eight-year-old Moira “who was born two months ago—she
didn’t want to come out of her mother’s tummy; she has two brains; one which
turns itself off when she wants to go into her secret world.”


The therapist helped Mona work through her feelings of being
“queer,” or different from other children, and helped her find better ways of
solving problems. In preadolescence, Mona became deeply upset by her budding
sexuality. Her thoughts became confused and she experienced episodes of
depersonalization.


The bizarre quality of her imagination and fear of pubertal change
and bodily damage was exemplified by one of her stories when she was twelve
years old: “Moira was bad, went to jail, got pregnant, and had an abortion. She
stuck the [fetus] back into her vagina to grow again, but instead, Moira turned
herself inside out, upside down, and her ovaries started to walk on two little
tube-like legs. She cried, but instead of tears falling, little eggs dropped
out.”


The therapist again served as “the voice of reality,” correcting
distortions, and encouraging Mona to use her verbal expressiveness to create
stories that could more appropriately be shared with teachers and schoolmates.
Mona became editor of the school paper and achieved success and won admiration
from her peers for her writing skills. Treatment was terminated at age fourteen
when Mona’s family moved out of state.


Ten-year follow-up revealed that Mona had made a good adjustment to
college life (in a small non-pressured college), and had selected several male
teachers as “mentors” to guide her in her literary interests and writing
skills. She had one or two friends and found employment as a school librarian.
A psychiatric consultant considered her diagnosis to be “schizoid personality”
or “schizotypal personality disorder” since she met all the eight inclusion criteria.5
The question as yet unanswered is: what part did early intervention play in
preventing a schizophrenic breakdown in a vulnerable individual?


The Child at Risk for Manic-Depressive
Psychosis: Historical Review and Risk Data


Kraepelin, in 1896, classified manic-depressive psychosis as a
unitary form of mental illness distinct from schizophrenia. He noted, in his
1921 monograph, that the strength of the hereditary factor was 75 percent, that
70 percent of his cases were women, and that 25 percent of his manic-depressive
patients were alcoholics. According to Rosenthal, there is a high rate of
lifetime prevalence of affective disorders in the first and second degree
relatives of patients with primary affective disorders as compared with the
general population (6 to 24 percent versus 1 to 2 percent). Bipolar
manic-depressive psychosis occurs in 0.5 percent of the population as
contrasted with the 0.85 to 1.5 percent worldwide incidence of schizophrenia.
Risk figures for manic-depressives psychosis in the first degree relatives of
manic-depressive index cases from eleven studies from 1921 to 1953 are the
following: parents 7.8 percent; siblings 8.8 percent; children 11.2 percent.


A genetic hypothesis has been supported by Zerbin-Rudin in a review
of six major studies of twins. Overall concordance rates for monozygotic twins
were consistently higher than for dizygotic twins (74 percent versus 19
percent).


Employing strict diagnostic criteria, Bertelsen and associates
studied sixty-nine monozygotic probands and determined that the concordance
rate was 67 percent versus the corresponding dizygotic twin concordance of 20
percent. (The difference is significant at p < 0.001.) A rare case of
monozygotic twins reared apart who were concordant for manic-depressive illness
was reported by Rosanoff and associates in 1935, and the data reanalyzed by
Farber in 1979.


Cadoret found that the incidence of depression was significantly
higher in the affect-disordered parent adoptees than in adoptees whose
biological parents had other psychiatric conditions or were apparently
psychiatrically well. Findings of Mendlewicz and Rainer point to a similar
conclusion. Psychopathology in the biological parents was in excess of that
found in the adoptive parents of the same manic-depressive offspring.


Case Illustration


Marcy, a fourteen-year-old girl was suspended from school for truancy
and marijuana intoxication. Considered “wild” by parents and teachers, she was
subject to intense mood swings. Popular with girls and boys, she had several
close friends and did well academically until seventh grade when school
performance became inconsistent.


Family background was positive for affective disorder on both sides.
The chronically depressed maternal grandfather had been hospitalized once and
received electroconvulsive therapy (ECT). The mother, an explosive, volatile
woman, had been treated for depression with psychotherapy and antidepressant
medication for many years. One of her brothers had undergone repeated
hospitalizations for alcoholism, antisocial behavior, and suicide attempts. The
father, psychiatrically stable, had a sister who committed suicide at age
twenty-five following psychiatric hospitalization for a “nervous breakdown”
(diagnosis uncertain). Marcy’s sixteen-year-old brother had been hyperactive in
childhood and had been expelled from school in early adolescence for stealing
from classmates and vandalism.


Psychological tests revealed a 14 point discrepancy between the
verbal and performance WISC (114 versus 100). The lower performance score was
due to inattentiveness to objective detail on the picture completion test and
coding. Projective tests revealed a projective tendency, distrust of authority
figures, rage, and an underlying depressive trend.


Psychotherapy was refused. Because of temper tantrums and impulse
dyscontrol, Marcy was sent to a boarding school known for its therapeutic
milieu. The staff reported extreme lability of mood; she would shift from
ebullience to despair within hours. Her dreams were frightening or gloomy (“I
dreamed I was dead, I went to my own funeral and saw myself lying in a
coffin”). At other times she was overexcited and verbose.


Marcy remained in the school two years. The staff reported that at
sixteen Marcy’s school work began to deteriorate. Marcy became sexually
promiscuous, refused to obey school rules, was often truant, and explosive rage
reactions became more frequent. She ran away from school, having stolen a car.


Grossly delusional, she was convinced she was about to become a
famous Hollywood singer.


A psychiatric consultant recommended hospitalization for
manic-depressive psychosis with appropriate medication and psychotherapy
following the hospital course.


Discussion


Current research concerning the precursors of schizophrenia and
affective disorder is still in its infancy, yet a number of factors are
becoming apparent. Certain symptom clusters in genetically predisposed
individuals may be predictive of future illness. Specific differences in
symptomatology together with a family history positive for either schizophrenia
or affective disorder may help in identifying the underlying disturbance.


The case of Mona, for example, demonstrates many of the features
noted in children at risk for schizophrenia: positive family history, early
signs of hypersensitivity, traumatic separations, illness and death of
relatives, and an emotionally labile mother. Investigators have described
symptom clusters similar to hers in children who became schizophrenic in adult
life (extreme shyness and introversion, magical thinking not commensurate with
age or intelligence, anhedonia, phobias, attentional problems, and maladaptive
defense mechanisms such as projection and denial). Mona exhibited failure of
repression and a tendency toward regression reminiscent of the children
described by Ekstein and Wright, and Kestenbaum.


The case of Marcy, an example of adolescent manic-depressive
disorder, is illustrative in that different symptom clusters are in evidence.
The family history of affective disorder and Marcy’s early history of temper
tantrums, impulsivity, lowered frustration tolerance and dysphoria, behavior
problems and lack of judgment point to a manic-depressive diathesis.


An interesting psychometric finding, in contrast to Mona’s IQ
differential, was Marcy’s superior verbal IQ and significantly lower
performance scores on the WISC—a finding noted in Anthony’s 1960 case report.
Low scores on the visuo-constructive tests are reminiscent of the scores
obtained by children with certain types of minimal brain damage, according to
Gardner. Appreciation of spatial relationships is considered to be primarily a
function of the right cerebral hemisphere as is the processing of complex
nonverbal sensory input. Right hemispheric dysfunction might explain the
inability to perform well on block design, picture arrangement, picture
completion, object assembly, and mazes subtests.


Certain investigators have postulated that individuals who have a
family history positive for manic-depressive illness may have a greater right
than left hemisphere deficit. Moreover, they may have a high incidence of
disinhibition syndrome which could be the result of subtle frontal brain
systems dysfunction, similar to that which characterizes hyperkinetic disorder.


Flor-Henry has formulated a similar hypothesis for adults with
manic-depressive disorder. The findings suggest the possibility of a
fundamental genetic liability—the lack of some central inhibitory regulating
mechanism—that may lead to a manic-depressive illness in later life. This
observation is in contrast to the possibility of left-hemispheric dysfunction
in schizophrenics, which has been reported in recent neurophysiological
investigations. At this time, controlled studies are sparse and further
investigation is required for better understanding of the neurophysiological
basis of mental functioning.


Anthony and Scott, in a review of the literature from 1896 to 1960,
concluded that manic-depressive illness in childhood is extremely rare. They
contend that the early variety may be due to heavy genetic loading and intense
environmental experience, that it may be manifested during childhood under
strong physical or psychological pressure, and that it may, under certain
circumstances, become clinically recognized as a psychosis. Youngerman and
Canino reviewed 190 cases of lithium carbonate in children and adolescents and
noted that “many adolescent manic-depressives have histories of behavior and
mood disorders often dating back to early childhood. Affective symptoms are
mixed and masked in childhood, and it is difficult to elicit reports of
sustained mood swings” [p. 223].


Other investigators have described children with a family history
positive for bipolar illness, and various symptom complexes including sleep
disorder, night terrors, rage attacks, grandiosity, and socially inappropriate
behavior. Davis has proposed that there is an identifiable syndrome, which he
calls manic-depressive variant syndrome of childhood (MDV), characterized by
positive family history of affective disturbance, hyperactivity, temper
tantrums, and impairment in personal relationships.


Possible Predictors of Future Affective
Disorders


There are few prospective studies as yet of children at high risk
for affective disorder. Several studies demonstrate that a significant number of
patients hospitalized for depression were parents of children who exhibited
episodes of depression. There are relatively few studies, however, of the
children of bipolar manic-depressive parents. Clinical descriptions from actual
examination rather than from parents reports together with psychological test
scores are sparse. Kestenbaum has described thirteen children with a family
history of bipolar manic-depressive disorder; six of the children (four males,
two females) exhibited the following features:


1.
Family
history positive for bipolar illness;


2.
Specific
clinical symptomatology including temper tantrums, compulsive rituals,
dysphoria, lability, obsessional preoccupation, learning disability,
hyperactivity, impulsivity; 


3.
Specific patterns in psychological test scores
(WISC) revealing verbal achievement significantly greater than performance,
with considerable subtest scatter.


Of the remaining seven, three (all females) had psychological test
scores that did not follow the pattern described above; four (two males, two
females) were not given psychological tests. The presenting symptoms of these
seven children were depressed mood (N = 5) and behavior problems (N = 2). The
presenting symptoms of the six children exhibiting the triad of features of the
triad mentioned above were learning problems with depressed mood (N = 5) and
hyperactivity with behavior problems (N=1) [p. 1207].


Genetic Themes of Transmission


Genetic and clinical variables have been noted which differentiate
bipolar from unipolar illness. Bipolar probands were observed to have a higher
suicide rate, earlier age of onset, and peptic ulcers in greater numbers than
unipolar probands. Bipolar females demonstrated heightened vulnerability to
postpartum psychosis. Unipolar disorders tend to begin later (forty-three
versus thirty-one years), are more frequently females, and are less severe.
Winokur has suggested that depressive disorder be divided into autonomous
subtypes based on family history: (1) depressive spectrum disease in an
individual with a first degree history of alcoholism or antisocial personality;
and (2) pure depressive illness in an individual without similarly affected
relatives. Thus, family studies have led some investigators to conclude that
unipolar and bipolar illnesses are genetically different entities. Theories of
genetic transmission of affective disorders postulate: (1) autosomal dominance;
(2) genetic heterogeneity; (3) X-linked gene associated with red, green
colorblindness and Xga blood type; and (4) multiple threshold models. (A
variable liability to a disorder is postulated to which genetic and independent
factors may contribute. If the net liability crosses a certain threshold, the
disorder becomes manifest). Gershon suggested that unipolar and bipolar
illnesses represent positions on a continuum of liability.


Greater liability would tend to manifest itself as bipolar illness,
lesser liability as a unipolar disorder. Along with Dunner and Goodwin, Gershon
contended that the individual with a manic-depressive illness has “an inherited
vulnerability to loss, with increased likelihood of development of pathological
loss reactions” [p. 8].


Juvenile Manic-Depressive Illness


Serious forms of depression are commonly encountered in childhood.'
Symptoms include sad affect, social withdrawal, psychomotor retardation,
anxiety, school failure, sleep disturbance, feelings of hopelessness and
helplessness, suicidal preoccupation, and self-deprecatory ideation. All of the
investigators noted that while depressive symptoms are common, mania in
childhood is extremely rare. Recent genetic studies, however, have demonstrated
that a first episode of bipolar illness in adolescence is not uncommon. Winokur
and associates noted that one-third of their bipolar cases had a first episode
occurring between ten and nineteen years of age. Nonetheless, manic episodes in
adolescence are frequently misdiagnosed. Carlson and Strober described six
cases of adolescents initially diagnosed as schizophrenics who were, at a later
admission, re-diagnosed manic-depressive. Stone also described the present
tendency to label young patients “schizophrenic until proven otherwise” [p.
16].


Conclusion: Prevention and Intervention


Hypotheses about the environmental variables that interact with
constitutional factors in the development of schizophrenia or affective
disorders include neurophysiological dysfunctions, which can be tested in a
laboratory, as well as family interaction patterns and coping skills, which are
currently being examined by accurate measurements outside the laboratory.
Pooling data from different research projects provides a massive amount of
information about the at-risk children so that it should become easier, in
time, to isolate those variables that predict eventual breakdown.


Interventions are particularly useful when they are specifically
directed toward correcting primary problems. Until more is known about the core
psychopathology involved in the major psychoses, primary prevention and
therapeutic interventions involve much guesswork.


The evidence gathered thus far indicates that the pre-schizophrenic
child has difficulty filtering stimulus input and has problems in attention
that subsequently lead to school difficulties and social problems. The pre-manic-depressive
child may exhibit difficulty with impulse control and regulation of moods as
well as with other subtle manifestations of nonverbal learning disability.


Early intervention should include genetic counseling, careful
perinatal examination, and frequent pediatric developmental evaluation of
at-risk children, with particular focus on language delay. Therapeutic
nurseries and language-and-learning therapies might be made available to
children who showed signs of early deviance.


The at-risk child who is “bright but not living up to his potential”
should be evaluated as soon as symptoms appear; school failure, attentional
problems, social withdrawal, loss of self-esteem should not be left unnoticed
until symptoms become fixed. . . . Special school programs for the child with
attentional problems should focus on strengthening existing assets which would
enhance self-esteem. [p. 174]


Recommendations for family treatment, selection of a proper school
or camp, and individual psychotherapy or pharmacotherapy might be made to fit
the particular needs of each family. Such environmental interventions may not
prevent a psychotic breakdown in adult life, but the coping mechanisms acquired
by such intervention techniques may shorten the course of the illness.


An interesting outcome of Anthony’s study was his discovery that
some of the children of schizophrenic parents (5 to 10 percent) reacted with
super-normality, tolerating the family problems with equanimity. These
so-called “invulnerable” children demonstrated unusual talents and coping
abilities. Other investigators have described such “super-kids” who have
emerged from sick families as having a wide variety of interests and unusual
capabilities. Most of the children were from the schizophrenic group and had
mothers who, despite their illness, were warm and supportive. Depressed
mothers, unable to respond to their infants’ needs, seem to have a more
profoundly negative impact on their children. One must assume that an
invulnerable child in a sick family is one who is constitutionally better
equipped to cope with stress than his less fortunate siblings and who, in
addition, has access to beneficial environmental support systems.


The study of children at risk is producing new information about
mental illness in statu nascendi.
Understanding the process involved may provide basic solutions to one of
mankind’s most pervasive problems.
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Notes


1
The need for careful diagnosis in order to distinguish a schizophrenic genotype
from a similar phenocopy is demonstrated by the genetic studies. There are many
imitations of schizophrenia, such as temporal lobe epilepsy and manic psychosis
(both can resemble an acute schizophrenic reaction). Careful family and
developmental history are often helpful in resolving the problem.


2
Pregnancy Complications = PC; Birth Complications = BC; Neonatal Complications
= NC; Obstetrical Complications = OC.


3
The CPT, a measure of sustained attention, involves a succession of playing
cards projected onto a screen. The subject’s task is to respond when two identical
slides appear in sequence, such as the six of clubs followed by the six of
clubs. Half the trials are presented without distraction and half are presented
in the presence of external auditory distraction (a tape recorded female voice
reciting numbers at varying speeds and tones). A false response is considered
incorrect (when the subject responds to a six of clubs, for example, followed
by a six of hearts).


4
This case is not connected with any of the high-risk projects under discussion.


5Odd communication without formal
thought disorder, self-referential thinking, suspiciousness, depersonalization,
magical thinking, inadequate rapport, hypersensitivity, and social isolation.


 CHAPTER 8

CHILD ABUSE AND NEGLECT


 Marvin L. Blumberg  


During this century, tremendous progress has been made in the
development of scientific and medical methods for improving the health,
nutrition, and general development of children. Yet, on the other hand, the
incidence of child abuse and neglect has increased greatly. Perhaps this has
been in part a result of the violent and frenetic state of the world, or of
universal economic uncertainties, or of the bureaucratic depersonalization of
the individual. In any event, the abuse of its offspring is almost exclusively
a human phenomenon. Man with his superior intelligence has evolved a complex
societal environment and he reacts to its pressures with human emotions, which
often lead to character disorders. 


From time immemorial children have been considered to be expendable
and replaceable, with their parents having unquestioned authority over them.
Children were frequently sacrificed to pagan gods, such as the Canaanite deity
Baal. The biblical patriarch Abraham was prepared to sacrifice his beloved son,
Isaac, at the Lord’s request. 


Through the ages, it was believed that the rights of parents and the
will of a deity condoned child abuse and murder. In the agricultural society of
the last century, there was more concern for necessary domestic animals than
for children. However, in 1875 societal superego emerged and the first Society
for the Prevention of Cruelty to Children was formed in New York City. It was
almost one century later before the states began passing laws defining child
abuse and neglect and mandating the reporting of cases. More recently, faith in
the myth of the maternal instinct and the widespread concept that everyone
loves and protects innocent children has tended to obscure the extent of child
abuse. 


The legal definition of child abuse refers to inflicted wounds or
sexual molestation of a child under sixteen years of age. Child neglect
involves the deprivation of food, clothing, shelter, and medical care for a
person under eighteen years of age. The objective medical view of abuse or
neglect relates to the nature and severity of the wounds or the neglected
nutritional and chemical aspects of the child’s body. The psychiatric concern
is for the emotional effects of the maltreatment of the child at the present
time and in the future. The ideal approach to the management of child abuse and
neglect should encompass all three concepts—legal, medical, and psychiatric—and
should include the child, the abusing parent, and the total family. 


It is a curious fact that for a long time the psychiatric
conceptualization of the mechanisms and the nature of human behavior included
little recognition of the emotional effects of ambience on children’s
personality, character disorders, and future behavioral patterns as adults.
Sigmund Freud regarded children’s behavior as being based largely on fantasy
and derived much of his thinking in this regard from his psychoanalytic
interpretation of adult abreaction of childhood physical and sexual abuse as
largely fantasy and unresolved Oedipus complex. In 1919, Freud published a
clinical study in the Zeitschrift fur
Psychoanalyse entitled “A Child Is Being Beaten.” This was a detailed study
of an erotic fantasy involving shame, guilt, and relief by masturbation. Alfred
Adler was one of the earlier psychiatrists to recognize the influence of
environment on a child’s behavior. Then later the concept of a child as a
person was further developed by the studies of Jean Piaget, Anna Freud, and
Melanie Klein, among others, who observed children psychoanalytically during
their developmental stages. Only lately has affective disturbance of infants
and young children, such as depression, begun to be recognized and described. 


Four popular misconceptions must be dispelled at the outset of any
discussion of child abuse. First, maternal instinct is an illusion. There is no
inherent mother love that automatically invests a biologic parent with positive
cathexis for her child. At least 70 percent of cases of serious child abuse are
attributable to the mothers and most of the victims are under three years of
age. Parenthood is biological; parenting is emotional and, in a practical
sense, a skill. Second, psychosis is rarely a factor in child abuse. It is
unusual for children to be seriously harmed or killed by schizophrenic or
otherwise psychotic parents. The abusing parent is almost always aware of the
nature, if not the immediate reason, for the deed. Third, aggression and
violence are not instinctive. They are reactions that are learned from
culturally determined practices, incited by ambient pressures, and influenced
by exposure to the brutality that is portrayed by the public media. Fourth,
every mother is not potentially a child abuser who only needs sufficient
provocation to trigger such a reaction. There is a qualitative distinction
between discipline and punishment on the one hand and abuse on the other. The
former may be rationalized as being a deterrent or corrective action intended
for the child’s benefit. Abuse, however, is indefensible and inexcusable on any
grounds. It is true that there are instances when a normal child may provoke a
normal parent to an impulse toward harmful retaliation. The thought itself
serves as a trial action whereby the person realizes the nature of the
conceived deed and is enabled to discharge some of the anger. The normal ego
mechanism of reality testing checks the potential act of violence. The child
abuser lacks psychological restraints and harms the child by impulsive
violence, often because of anger over unrelated matters. 


Behavior is essentially the result of the sequence of action,
reaction, and interaction within the circumstances of the family and the
societal existence of the individual. This basic concept is operative in the
triad of factors that lead to child abuse: the early personality development of
the parent, the provocative characteristics of the child and of the family, and
societal influences. 


 Personality of the Abusing Parent  


It is a generally accepted fact that the fundamental structure of an
individual’s personality is set during the first few formative years of life.
At a time when a child’s world is largely presented, represented, and
interpreted by his parents, his impressions, attitudes, and reactions develop
as a result of the nature of the parenting and nurturing that he receives.
Later, circumstances and relationships may modify the basic personality
construct, depending on many factors. Emotions are not instinctive. Love and
trust, or hate and mistrust, that lead to violence or to personal withdrawal
are learned reactions. 


Although there is no complete correlation, most abusing parents were
themselves abused, neglected, and deprived of love and proper nurture in their
early years. Such persons are usually narcissistic, immature, have poor ego
control, and seek love for themselves. They have a poor self-image and low
self-esteem. Their threshold for frustration tolerance is low so that they find
it difficult to accept criticism or to face adversity. When they are faced with
troubles this characterologic construct causes them to react with impulsive
violence, often against their own infants. In effect, child abuse frequently
appears to be a generational perpetuation. 


The abuse-prone parent is usually a mistrusting loner without
available extended family and without friends. The young woman, married or
single, may have become pregnant and may have had a child with the desire and
expectation that the infant would offer her love and gratification for her
dependency needs. Since the baby cannot furnish active love and she is
incapable of deriving passive satisfaction from the child, her mechanisms of
denial and projection are activated and she perceives the child as manifesting
her own negative traits. As she rejects and mistreats him, the infant becomes
irritable and more demanding. The mother interprets this as rejection and
punishes the child accordingly. 


An interesting phenomenon that may be observed in the behavior of
the abusing parent has been termed role reversal. When ambient pressures upset
the unstable equilibrium of her narcissistic psyche, in her unconscious she
identifies her child with herself and herself with her own cruel, rejecting
mother. She thus externalizes and projects her aggressive hostility against her
child. In another manifestation of role substitution, the young insecure mother
may feel jealousy and competition with her young child for her husband’s love
and, therefore, identify herself, in her unconscious, as her child’s sibling
and out of resentment, then beat him. 


Some authors, such as Steele and Pollock, express the opinion that
only a small number of child abusers are psychopaths or sociopaths. This
appears to be a matter of semantics rather than demonstrable fact. The
psychological symptoms of their character disorders and their resulting
behavior toward others certainly indicate aberrant personalities that reflect
psychopathy. 


 Physical Neglect  


Physical neglect of a young child is a course of action that may
represent an active anti-cathexis or a total lack of cathexis on the part of
the mother toward the child. A rejecting mother, for whatever motivation, whose
limited superego prevents her from battering her child may elect instead to
ignore him by withholding proper nourishment, merely thrusting a bottle of milk
into his mouth to silence his crying. Refraining from proper cleansing,
dressing, fondling, and the offering of other comforts usually accompanies this
form of neglect. A similar situation may occur in a relationship in which the
mother, because of her youth, her unmarried status, and her lack of experience
or instruction, is totally incompetent and unable to cope with a dependent
infant. 


Physical neglect is generally more apparent in the case of the
infant than in that of the older child. Although there may be no obvious wounds
or scars, the emaciated and often dehydrated condition of the infant and the
poor state of his skin are sufficient indications of his lack of attention and
nurture. The child is irritable and poorly fed, his sleep is disturbed, and he
is curiously resistant to cuddling. The fact is that physical neglect of an
infant or toddler may be as devastating to his body and his psyche as severe
battering. Occasionally it may be as fatal. 


 Role of the Child  


Although the adult is the perpetrator, the child is often the
unwitting, or even the deliberate instigator, of the abuse. Among the factors
that play a role is the child’s own organic and behavioral construct. As in
many other aspects of living, there are some individuals who create adversity
and problem situations; others accept difficulties passively with resignation,
and some cope with their problems more or less successfully. 


Some children are in danger of abuse only because of the time and
circumstances of their birth. The child in a second marriage, who was born to a
now divorced or deceased parent, may be only tolerated, if at all, by the
stepparent and thus may be a scapegoat for punishment for any unfortunate home
or family occurrence. There are children who are conceived and born without
being wanted. The “accidental” pregnancy of the unwed young woman that is
carried to term because of moral conviction or other reasons may be regretted
later, and the child may then suffer. The infant who is had in the hopes of
repairing and preserving a failing marriage rarely, if ever, serves the purpose
and is, therefore, an undesirable person. It is an interesting fact that the
abusing mother who has several children will almost always single out one, for
actual or fancied reasons, as the subject of her maltreatment. 


A child with a physical or mental disability is particularly at risk
for neglect or abuse by a parent predisposed in that direction. Many normal
parents accept the unfortunate burden and cope with the situation properly with
love and concern. Yet, while some parents are overwhelmed with pity or guilt
feelings and devote to the child more of their physical and emotional resources
than is necessary, other parents project their guilt feelings onto the disabled
youngster, blaming him for the problems that he presents and, consequently,
mistreat him. Superstitious belief that the child’s disability is the result of
retribution from God for sinful transgressions by either parent, or even by the
child, may provide the parent with motivation for punishing the child. 


There are studies that suggest that prematurely born, low birth
weight, and sick neonates are at risk for maternal neglect and later abuse. The
reason for this is considered to be the failure of bonding or attachment of the
mother to her child because of the prolonged separation while the infant
remains in the intensive care unit. Of course, this rejection does not always
take place. It is dependent to a large extent on the personality of the mother. 


After the true nature and extent of child abuse reached professional
attention and then public recognition, concern became focused mainly upon the
aberrant parent, with the aim of either punishment or treatment. Subsequently,
psychiatrists have emphasized the collateral or even the primary role of the
child as the provoker in many instances of his own abuse. In opinions
reminiscent of Ivan Pavlov’s and Sigmund Freud’s conclusions, recent
investigators believe that the child has basic inherent qualities, such as
temperament. In 1927, Pavlov wrote of the existence of congenitally determined
types of nervous systems as basic to the course of subsequent behavioral
development and not influenced by postnatal experiences. In 1937, Freud stated
that “each individual ego is endowed from the beginning with its peculiar
dispositions and tendencies.” Significant individual differences in the
behavioral characteristics of infants, even in the first few weeks of life,
have been noted by Gesell and Ames and by Thomas and Chess. 


Temperament is defined as the way and how an individual behaves
rather than what he does or why he does it. Chess and Hassibi conceptualize
temperament as innate and as existing in three major characterologic types, the
difficult child, the “slow-to-warm-up” child, and the easy child. The first
type exhibits biologic irregularity and a predominantly negative mood, making
him difficult to nurture and prone to develop behavior disorders. The second
type is shy, anxious, difficult to cuddle, and slow to adapt to surroundings or
to situations. The easy child generally accepts nurturing, adapts well, and is
least likely to be maltreated. 


Of course, parents are not responsible for all behavioral deviations
in their children. Yet, sometimes in considering the abuse situation, the
etiological discussion may be almost as philosophical as the old dilemma of
what came first, the chicken or the egg. Whatever the nature of the young child
and however provocative he may be, the fact remains that it requires an action
to stimulate a reaction, and the two to create an interaction. An adult with
competent ego mechanisms and controls can avoid inhumane responses to a young
child’s provocative behavior. 


There are times when the critical assault represents the culmination
of an escalating negative relationship between the child and the abuse-prone
parent. Conscious and subconscious mechanisms incite the youngster to retaliate
against repeated punishment and emotional abuse with irritating bad behavior
that incurs more abuse. The child may even exhibit counter-aggression against
the parent, a younger sibling, or a household pet, thereby inviting further and
more severe punishment. Thus, there develops an escalating cycle of
abuse-retaliation-abuse. 


 Extrinsic Influencing Factors  


In addition to the interaction of individuals with each other, the
ecological influences of their family attitudes and of their broader societal
environment affect their behavior in the matter of what they do and why they do
it. Marital incompatibilities or other difficulties often involve a clash of
aggressive and passive personalities that may lead to an exaggerated
dominant-submissive relationship of the parents. The hostility that the weaker
male feels toward the other but is afraid to express is projected onto the
child. In a situation where the husband or boyfriend deserts the home, the
mother with a weak character and with no confidant may react to her
frustrations by beating her child. 


Some fathers have backgrounds of deficient rearing and present
character disorders just as do abuse-prone mothers. They too have the potential
of mistreatment and do mistreat children when stress occurs while young victims
are at hand. Mothers, however, who must spend entire days and nights with the
infants rather than only intermittent hours, are, of course, more likely and
more frequently the abusers. It should be noted, therefore, that it is mainly
because of their greater proximity and not because of their greater propensity
that the word mother and feminine pronouns are more often employed in the
context of child abuse than the term father and masculine pronouns. 


Although child abuse does occur at all socioeconomic and educational
levels and in most cultural groups, the causes are more prevalent in the poor
and less educated societal segments. (The effects of child abuse are more
easily concealed by the more affluent.) Poverty and unemployment contribute to
parent tensions. With the rent unpaid, the utilities disconnected, and food
supplies at a bare subsistence level, one childish misdeed or accident, or an
infant crying irritably because of the mother’s tense handling, can unleash
anger and cause impulsive damage for the child. For a person already endowed
with a poor self-image and low self-esteem, the depersonalization that has
become characteristic of contemporary bureaucratic society tends to reduce
further any vestige of ego control. 


Exposure to violence, either actual or fictional, has long been
recognized by psychiatrists and psychologists as the instructional model and
the incentive for potential criminals to commit antisocial acts. Unfortunately,
the state of the world today is one of repeated, if not continuous, violence of
minor or major proportions. The parent with abusive tendencies who is a loner
watching fictional violence on television or reading about serious crimes in
the newspaper will often be influenced to beat her child in response to some
slight provocation. 


Immorality and crime, alcoholism and drug addiction also, of course,
play a significant role in child abuse and neglect. The mother may resort to
alcohol or tranquilizers to calm her tensions and feelings of inadequacy. Under
their influence she is more likely to neglect her child than to beat him. If
her mate is an alcoholic or a drug addict, he may fail to give her emotional
support. Occasionally when he is drunk or in need of his narcotic, he may
become vicious to the point of beating the child or the mother. Because of her
fear of the man, the mother projects her anger upon the child and beats him. 


 Sexual Abuse  


Within the purview of this discussion, the concept of sexual abuse
will be limited to intra-family or in-household occurrences. Violent rape by
outside criminal psychopaths has other connotations, both psychiatric and
legalistic. Sexual misuse, or even the legal euphemism, sexual molestation, is
perhaps a more applicable term than sexual abuse for the carnal relationship
between an adult and a child who is acquainted with him. The issue of sexual
abuse of children is much more complicated than that of physical abuse in terms
of its emotional and social aspects. In a sense it is a paradox of adult
behavior. It is not impulsive, no harm is intended, and it is usually not
forcibly aggressive so that rarely is physical injury involved. In fact, the
older girl and the adolescent may, in some cases, acquiesce willingly or may
even be the seducers. For these reasons and for others that will be discussed,
sexual abuse remains covert far more often than physical abuse. 


Long before historical times children had been sexually misused in
every conceivable fashion, heterosexually and homosexually. Early
psychoanalysts persistently regarded child sexuality as mainly fantasies of
incest and the Oedipus complex. Since later investigators have recognized the
actual sexual abuse of children by adults, there have been contradictory
opinions concerning the motivations of the sexual abusers, the roles of the
child victims, and the emotional effects on the children. Bender and Grugett,
and Yorukoglu and Kemph expressed the opinion that incest might not be emotionally
traumatic or interfere appreciably with the child’s emotional development and
later adult sexual functioning. While Ferenczi and Panucz insisted that the
sexually abused child is always the innocent victim of the adult perpetrator,
Revitch and Weiss decided that most pedophiles are harmless but that their
supposed victims are usually aggressive and seductive. Of course, it is a
mistake to be dogmatic either way on such a complex subject. Conjectures must
be supported by statistics and mature investigation, and these vary with the
family, the ethnic, and the sociocultural contexts. 


Sexual misuse is defined by Brant and Tisza from the psychiatrist’s
point of view as exposure of a child to sexual stimulation inappropriate for
the child’s age, level of psychosexual development, and role in the family. The
law in many states defines sexual misuse as a crime involving carnal knowledge,
digital interference, manipulation of the genitals, masturbation, fellatio,
sodomy, and indecent exposure, all structurally noted with no recognition of
the emotional aspects. It has been estimated that a parent or a parent
surrogate is involved in over 70 percent of cases, either by perpetration or by
intentionally ignoring the act. While the father, another male relative, or the
mother’s lover may be the one who commits the deed, the mother may contribute
by affording tacit permission, by denial, or by failure to report the offense.
Although this may be difficult to believe, it does sometimes occur for one of
two reasons. An uncaring mother may silently approve of her adolescent
daughter’s incestuous involvement in order to free herself from what she
considers a burdensome sexual role. In other instances, a mother, although
distressed over the occurrence, may be afraid to report her guilty husband to
the authorities lest he be jailed and, consequently, deprive the family of
financial support. 


Incest has been generally defined as sexual intercourse between two
closely related blood relatives. It has a history of taboo stretching back into
antiquity. The ancient taboo was more sociological than ethical for it was
condoned among royalty, though not for the common man. Anthropological
explanations of reasons for the insistence on mating outside of the family vary
from the desire to expand wealth and power, to the young person’s need to
escape from the immediate family control. It is difficult to decide when and
how incest became an emotional and moral prohibition. 


Currently the psychological concept and even the legal definition of
incest have been broadened to include any genital contact, such as oral or
anal. Rosenfeld and associates note that actual coitus is rare with pre-pubertal
girls. In nonviolent sexual misuse, the adult and the child usually behave
sexually in a manner appropriate to the age of the child. Although the majority
of sexual victims are girls, boys are not infrequently the objects of offense.
Homosexuality with young boys as participants is not new to the world and is
still practiced widely. Boys who have been molested sexually are just as
traumatized emotionally and with equally serious long-range consequences as
sexually misused girls. 


It is a myth that sexual abuse occurs only in lower socioeconomic
families. Careful investigation has revealed that incest occurs at all levels
of society and primarily in unbroken families. Brother and sister incest is
probably the more common form in upper- and middle-class homes. Father and
daughter incest is next in frequency and more common in lower-class homes. Mother
and son, mother and daughter, and father and son relations are less frequent
occurrences. It should be noted that no one type of incest is limited
exclusively to any one class of homes. Even some professionals, clerics, and
other educated, socially respected adults engage in incestuous activities. 


 Personality of the Offenders  


Sex drive and the desire for libidinous gratification are not
usually the motivations for sexual maltreatment of children. In fact many forms
of child molestation, such as indecent exposure and manipulation of the child’s
genitals, do not offer physical satisfaction. Anyone craving nonmarital or
extramarital sexual relations can almost always find a willing adult partner or
a prostitute. There must, then, be some basic emotional aberration that
motivates the sexual abuser of children. Brant and Tisza maintain that this
abnormal propensity is often common to adults who were themselves sexually
abused during childhood. 


Child molesters generally fit into a rather typical characterological
construct. They are almost all men and usually have normal intelligence. They
are neither psychotic nor do they manifest overt psychopathology. They
generally have passive-aggressive personalities and strong dependency needs,
which often render them ineffective in their jobs and in social relationships.
Kolb regards an adult’s sexual interest in children as a variant of
homosexuality. Sometimes pedophiles are impotent or they function on an
immature psychosexual level. They expect failure or rejection in attempts at
adult heterosexual relationships so they seek children as sex partners.
Occasionally a man with a latent tendency toward pedophilia who has been
repeatedly denied sexual gratification by his wife and perhaps has been constantly
belittled by her may resort to sexual gratification with his pubertal daughter. 


A particularly profligate form of sexual abuse of children is the
subjecting of young girls and boys to acts of coitus, sodomy, and fellatio for
the purpose of recording these in photographs or motion pictures. This most
unconscionable enterprise is operated for profit by individuals who are not
necessarily child molesters themselves. They serve the vicarious pleasures of
other individuals. 


 Role of the Child  


Aside from the paradox of the behavior of the adult sexual molester,
an equally strange incongruity is the role of the involved child who
participates without reporting the occurrence, despite the fact that neither
the use nor the threat of force takes place. The child usually knows and trusts
the adult, believing that he can do no wrong. The man may bribe the youngster
with toys or baubles and play upon her sense of loyalty to gain a promise of
secrecy. The young child lacks a concept of sexuality and is, consequently, unable
to make decisions concerning her or his actions. The older pubertal girl with
some sexual orientation may feel flattered by the attention and excited by the
stimulation, and thus be a willing if not an active partner. A mentally
retarded girl may be an easy subject for sexual misuse because of her lack of
judgment and comprehension. 


There are some more profound psychological reasons that may motivate
the young participant. Rosenfeld and associates and Weitzel and associates
indicate that caring and warmth are more likely the desires of the girl
participant rather than genital stimulation. An older girl feeling unloved by
her family may accept the sexual advances of her father or another adult male
in the household in her longing for affection. Her acquiescence may be abetted
by libidinous Oedipus yearning. Another incitement may be a desire for revenge
against a depriving or physically abusing mother. This might be further
enhanced by the girl’s sympathy for a weak, deprived father. The sexual misuse of
a particular child is usually a repeated rather than a singular occurrence,
frequently with the same offender. Mainly this is the result, not so much of
the girl’s enjoyment, as her feelings of guilt over her participation and her
fear of punishment if this is revealed. 


 Emotional Abuse and Neglect  


Parents who abuse or neglect their children emotionally rather than
physically have some abreactive mechanisms in common with those who mistreat
their children physically. Having been emotionally abused themselves as
children, they repeat the pattern with their own youngsters. Sometimes, adults
who were battered as children do develop sufficient ego controls to prevent
them from physically injuring their children, but they may still abuse or
neglect them emotionally. 


Emotional abuse usually takes the form of constantly belittling and
denigrating a child. He or she is often singled out among the siblings as the
constant object of unfavorable criticism and comparison. The parents frequently
shame him or her in public. A parent or an older sibling is often presented as
a role model for the child, not in a positive sense but for unsatisfactory
contrast and further degradation. Frequently the youngster is threatened with
punishment or denial of privileges for failure to achieve the goals set by the
parent. Consequently, the child is quiet, fearful, and withdrawn in the
classroom. Receiving a low grade on an examination is a frightful experience. A
successful accomplishment, however, affords only relief rather than pleasure. 


Emotional neglect is more often an act of omission rather than of
commission. A busy, often incompetent mother, overwhelmed by household work,
care of other children, and lack of help from a weak or absent mate, may
neglect the young child emotionally and offer no social stimuli, while feeding
and dressing him almost mechanically. There is another type of parents who
neglect their children inadvertently. These are the mothers and fathers who are
constantly busy attending social parties or professional meetings, and who
leave the older children to their own devices. These parents may attempt,
usually unsuccessfully, to compensate for their neglect by lavishing gifts or
money on the children. The personality of these parents generally precludes
their paying more than superficial attention to their children even when they
are home with them. 


Psychologists have concluded that mild to borderline mental
retardation is almost always the result of severe continued deprivation of
psychosocial stimuli for the developing, otherwise normal, child during the
first few years of his existence. This is different in etiology from the more
severe types of mental retardation that accompany genetic diseases, gestational
pathology, birth injuries, and early postnatal central nervous system diseases.
Mild mental retardation that is apparent in some children in the early school
grades is observed mainly in the inner-city slum areas. Poor socioeconomic
conditions, low educational levels, and ethnic alienation may tend to encourage
emotional neglect and are thus more likely to forestall proper psychosocial
stimulus input for youngsters than a better socioeconomic and a better
educational environment. 


 Psychosocial Dwarfism  


A most interesting phenomenon that demonstrates the intricate
interrelationship of emotional stress and physiological function has been
termed psychosocial dwarfism. Severe emotional deprivation and rejection of
children in the first two or three years of life has been observed to result,
in some extreme cases, in marked stunting of linear growth and retardation of
bone age. The children also show severe wasting of body tissues in spite of
voracious appetites and abnormal eating habits, accompanied by frequent
vomiting. Their behavior is further characterized by depression, temper
tantrums, and poor toilet habits. At this stage, psychological testing
indicates their average IQ to be less than 90. If these children are relocated
in a favorable, attentive home environment, there will usually be rapid improvement
in the form of accelerated linear bone growth, increased height and weight, and
advancement of their IQs. Their behavior disorders may improve more slowly.
Progress in this area is dependent upon the severity and duration of the
aberrations, the youngsters’ ages at the time of removal to their new homes,
and the kind of nurture that they receive. These facts present strong evidence
that psychosocial dwarfism and its accompanying behavioral deviations are the
result of environmental rather than intrinsic factors. 


The mechanism of this phenomenon involves a complicated
neurophysiological and hormonal interaction. The hypothalamus mediates
emotional reactions and also affects the function of the pituitary gland that
secretes growth hormone and regulates thyroid gland action. Severe emotional
stress for the infant or toddler causes the hypothalamus to suppress growth
hormone production from the pituitary gland. The suppressed pituitary gland
then affects thyroid hormone release and, consequently, the metabolism in body
tissues. If the emotional environment of the distressed youngster is improved
early and sufficiently, he is able to regain normal homeostasis. 


 Long-Range Effects of Abuse  


The immediate effects of child abuse are usually fairly obvious. The
physical damage is visible. The behavior disorders indicate the presence of
emotional disturbance. Injuries that have plainly been inflicted, such as
contusions, hematomas, lacerations, and fractures, in areas and in appearance
that belie accidental occurrence, unlikely accounts of the incident, and
parental attitudes should all lead to the consideration of the possibility of
child abuse. It is important to educate and to sensitize professionals,
day-care personnel, teachers, and others who are frequently in contact with
children to be highly suspicious of any unusual appearance in a child. 


Unless the physical injury has produced an irreparable deformity or
permanent neurological damage, the bodily wounds will heal. It is the emotional
trauma and the resulting personality impairment that cannot be cured with
medications. Aside from the immediate treatment of an abused child and
hopefully the prevention of recurrent episodes, the more important
considerations are the long-range emotional effects. These have implications
for the individual in terms of lasting character disorders, and for the society
in which he will live. 


As a preschooler, the abused child’s social contacts outside the
home may be limited, if there are any at all. His first actual experience with social
interaction occurs with the advent of school attendance. The abused child often
adjusts poorly in school. Depending on his home background, he may be either
fearful, withdrawn, inattentive, and an underachiever, or a negativistic
aggressive disrupter of the class. He may act out his home frustrations by
fighting. With a sadomasochistic attitude, he may deliberately misbehave in
order to invite punishment. He is labeled a bad child and continues to play the
role. 


This type of school misfit is often set on a course for the next
phase of deviance as he progresses to upper grades. Truancy is more often a
deliberate, spiteful, and aggressive act than one of apathy or discouragement.
It is frequently a projection of the child’s resentment of the rejecting or
abusing parent onto authority that at this age and stage of his development is
represented by the teacher or the principal. Truancy is but a short step away
from school dropout as the individual advances to high school grades and the
adolescent years. Apart from other implications, leaving school before
graduation greatly minimizes the youth’s future chances of suitable employment. 


Adolescence is ordinarily a period of transition that arouses doubts
and feelings of insecurity for a normal individual facing a life of adult
responsibilities and self-reliance and leaving behind the comfort and security
of a parent protected childhood. Separation from parental controls, seeking
one’s own identity while identifying with a peer group, strengthening one’s
ego, and furthering a superego are all parts of adolescence. This is the time
that a youth with personality deficits and a character disorder as the result
of having been an abused child may become an antisocial being and a burden for
society. The less serious acts of juvenile delinquency, such as truancy and
dropping out of school, may advance to more serious juvenile crimes ranging
from misdemeanors of property damage and petty thefts to felonies of mugging,
sex crimes, arson, and murder. 


Life in the stressful environment of an inner-city slum area is
arduous and often brutal. Many youngsters from loving, intact families in these
neighborhoods have proper guidance and good example from earnest parents. These
boys and girls are imbued with benign aggression that enables them to resist
destructive peer pressures and to maintain their determination to be good. On
the other hand, teenagers who have a home background of abuse and poor
parenting lack self-esteem, have a poor self-image, and succumb easily to evil
peer pressures. In an attempt to establish their identities, these youths join
the indigenous street gangs. The gang leaders are usually power-wielding
sociopaths with no social conscience. The members are mainly adolescents, who
seek approval and gratification from their leaders and associates by engaging
in antisocial exploits. Their passive-aggressive personalities, under stress,
convert benign aggression into the malignant aggression of criminal behavior. 


Alcohol and drug abuse have penetrated into the younger age groups.
It is not unusual to see ten-year-old boys and girls, who had started smoking
cigarettes, now smoking marijuana, drinking wine and beer, and even
experimenting in the use of some drugs. Some teenagers use narcotics and strong
sedatives, stimulants, and hallucinogens. The motivations for these decadent
activities are peer example or peer pressure, being able to boast of one’s
prowess, and, sadly, the need to escape from pressures of home and street. A
most distressing fact is the recent large increase in suicides among youths,
not only as accidents of drug over-dosages but premeditatedly as a result of
their awareness of the futility of their existence and of their bleak and
hopeless future. 


Running away from home usually represents a rebellion against over-strict,
demanding parents. It may also be an escape from a seriously disturbed family
environment. Runaways do not, as a rule, become involved in antisocial acts and
are often depressed loners. Girls are more likely than boys to become runaways.
Some leave home to escape from incestuous attempts or actual molestation by
their fathers. 


The complexity of the world and the disenchantment of many persons
with the “establishment,” in society, government, and religion, have produced a
flourishing of cults. Most of these are not religious in the sense of
worshipping a deity, nor do they embrace a system of ethics and morals. They
offer a life style of group identity, social contact, and simple doctrines of
set routines. This attracts the nonviolent youths from deficient family
backgrounds who have poor self-image and who are seeking ego identity. They are
the disillusioned dropouts from school, from home, and from society.
Interestingly, these youths who resent and defy authority otherwise now submit to
the authoritarianism of the cult leaders, who demand constant reaffirmation of
their commitment. The reason for this compliance is probably that the leaders
condemn the society and the family structure from which the young persons have
escaped. Far from improving their self-image and strengthening their ego
structure as a step towards reentering and coping with society, these young men
and women totally submerge their individuality in an unmotivated mass of
communal clones. 


Sexual abuse of children may have serious and persisting effects on
the victims. Molesting of young children may produce disturbances of feeding
and sleep, irritability, enuresis, and phobias. In the school-age child, sexual
misuse may cause the interruption of normal development of the concept of
sexuality. Adolescent boys who are subjected to homosexual acts may become
homosexuals or may develop psychological impotence. As previously noted, some
adolescent girls who participate willingly in incestuous sexual intercourse may
suffer no emotional trauma and no later sexual inhibitions. Others, however,
and especially those girls who were coerced, are very apt to develop emotional
and personality problems. Their anxiety and guilt feelings about their
participation may drive them to a masochistic continuation of promiscuous
sexual experiences in an attempt to master the earlier emotional trauma. Those
who decide to avoid further illicit sexual activity may, in some cases, develop
psychosomatic gynecologic disturbances, such as dysmenorrhea and amenorrhea.
Later, they may suffer frigidity and dyspareunia that will create marital
difficulties. 


Teenage pregnancies have increased markedly and present problems for
the girls’ families, the medical profession, the legislature, and society in
general. The subject of abortion with its medical, legal, and ethical
implications is a thesis in itself. The option of the unwed gravida to carry
the pregnancy to term and to deliver the baby brings an infant into the world
who may be at risk for being neglected or abused. Sometimes the pregnant girl
is persuaded or even forced to marry the father of her child or another man
chosen by her family, in order to avoid social disgrace. Needless to say, the
child born under these circumstances is also a prime subject for neglect or
abuse. 


 Management and Treatment  


Child abuse and neglect cannot be prevented or cured by legislative
fiat or by medical measures. Their occurrence can be lessened and the effects
can be mitigated by the proper and timely identification of situations, by
preventive measures, and by a multidisciplinary approach to the management of
the subject. Pediatrician, psychiatrist, social worker, and often the court
judge must all work cooperatively toward a resolution of the problem and the
rehabilitation of the family in crisis. 


The first step in management is recognition of the situation. While
sometimes police are summoned to the scene of violent abuse by a neighbor who
is alerted by the screaming, most abused children are brought to medical
attention, usually to the hospital emergency room, by the abusing mother
herself. Often she will lie or conceal the truth concerning the injury. Thus,
the professionals must be educated to recognize cases of abuse. Reporting of
cases to official agencies, as mandated by law, is not so much intended for
punishment of the offender as for investigation of the circumstances with a
view to helping the child and the parent. 


Hospitalization of the injured child may be necessary for medical or
surgical treatment. Furthermore, until all facts are investigated and the
situation is under supervision, the child must be removed from the home for his
safety. Preferably, separation from the parents should be only a temporary
measure if rehabilitation of the family is at all possible. For the young
child, his mother is the person with whom he is most familiar. Even though she
has hurt him on occasions, she has always been with him and may have provided
some nurture. As confused and as emotionally hurt as he is by her actions,
prolonged separation from her can have more serious effects on him than the
physical damage. Of course, in those situations where the mother and the
circumstances of the home are judged to be disastrous and uncorrectable, a
suitable foster home becomes the only alternative. 


When the abusing mother of a young infant appears to be contrite and
yet incapable of proper nurturing because of her own deficient background,
there is an effective method of treatment. The mother and the child may be
admitted to a live-in facility where both she and her baby can be nurtured by
trained personnel. Now she will learn how to be a parent by being parented
herself. This method has proven successful in more than 60 percent of cases
where it has been applied. 


A toddler or a preschool child is unable to respond to direct
psychotherapy. However, his management in a hospital, a residential
institution, or a foster home might well be directed by a child psychiatrist.
An abused school-age child can benefit from psychotherapy that is instituted to
help him resolve his emotional dilemmas and resentments before a developing
character disorder becomes firmly entrenched. 


A child who has been sexually abused must be treated according to
her or his age and the nature of the physical acts. The young child who has
been subjected to acts other than coitus or sodomy may be helped sufficiently
by simple explanations and discussions of sex commensurate with her or his age,
accompanied by psychotherapy to overcome fears or other negative emotions. For
the older girl who has been involved in sexual intercourse, therapy may uncover
a number of conflicts in her psyche including fear, guilt feelings, and sexual
repugnance. Intense, prolonged therapy will be required in such cases. A
similar situation may hold true for the adolescent boy who has been subjected
to homosexual practices. The sooner psychotherapy is instituted for sexually
abused children and adolescents, the better will be the prognosis for normal
psychosexual development and for normal adult sexual adjustment. 


Psychotherapy for the physically abusing mother is not a simple
procedure because a number of factors must be considered. The psychiatrist must
remain objective lest any personal emotions concerning child abuse create
within him a negative countertransference toward his patient. Therapy must
focus primarily on the parent’s intrapsychic conflicts and not on the
parent-child interaction. If the latter is emphasized too early in therapy, a
narcissistic parent will become resentful and feel competitive with the child
for the therapist’s attention. This can create for the mother a negative
transference toward the psychiatrist. Because of the early origins and the
extent of the subconscious mechanisms behind the patient’s character disorder,
psychoanalytically oriented psychotherapy would seem to be an effective course
of treatment. 


As important as treatment is for the child and the abusing parent,
if a husband is in the picture, he must also be involved in treatment if the
situation is to improve. He may be a dominant, aggressive individual who has
been stressing his wife to the point of causing her to vent her anger on the
child. He may be a weak person who lacks purpose, a sense of self-worth, and
the capability of furnishing his wife with the emotional support that her
deficient personality requires. Both husband and wife must, therefore, be
treated in order for them to understand their own and their mutual problems and
to accept each other. This can contribute a good deal toward rehabilitating the
family and helping them to learn better child-rearing practices. 


Many abusing parents have never been able to relate to or to
communicate with authoritative figures whom they identify with their own feared
and hated parents. For these persons, an individual therapeutic relationship is
impossible at the outset. An alternative course for them is the so-called
parents anonymous groups. Here group sessions are held at regular intervals
under professional supervision. At such sessions, the parents can confess,
ventilate, and share their problems with peers who have similar troubles and
anxieties. Many parents experience considerable relief from their tensions and
continue with this form of group therapy. Others will proceed to individual
psychotherapy to achieve a more complete resolution of their personality
difficulties. 


One place where a parent may be recognized early as having a
possible potential for abusing or neglecting her newborn infant is the hospital
maternity division. A new mother or father may exhibit rejecting behavior or
distress concerning the infant. Trained hospital nurses can recognize and
report this to the physician. A social worker may uncover emotional, social, or
economic factors that are troubling the parent, and proper support and/or
therapeutic measures can be instituted. Early intervention and assistance can
lead to resolution of the problem and develop a satisfactory family situation. 


Some adjunctive helpful measures to calm the abuser and to assist
her in readjusting her life are day-care centers for the infants and toddlers
and nursery schools for the preschool children. These can offer a mother hours
of relief and an opportunity for employment with consequent greater economic
sufficiency and a feeling of increased self-worth. Homemaker assistants can
help to train the incompetent or poorly coping mother. Altogether though, the
entire program of rehabilitation must be coordinated and long-term follow-up
must be maintained by social agencies. 


Studies in various areas of the country have shown that, with proper
programs geared to help rather than to punish, a majority of abusing parents
can be rehabilitated and their critical family situations can be improved. Of
course, a case of serious or permanent damage to a child, or the murder of a
youngster by an adult, must be adjudicated by the court and punished as a
felony. Otherwise, if circumstances permit, the emphasis must be on
restoration. A rehabilitated mother can best rear her own child on a course of
normal personality development. 
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CHAPTER 9 

SPECIAL SYMPTOMS OF CHILDHOOD  


 Mary C.  MacKay 


The six symptoms covered in this chapter—enuresis, encopresis, tics,
stuttering, thumb-sucking, and nail-biting—are special in the sense that each
may occur as an isolated symptom, not necessarily part of any syndrome. When
first diagnosed as a symptom, the response occurs at a specific stage of
development and is the result of stress related to that particular stage.
Beginning as a bodily response to some inner and/or outer conflict, it may
eventually become a habit with its own functional autonomy. 


There are other special symptoms of children, including fire
setting, hair pulling, and various eating and sleeping disorders. These
particular six were chosen, however, not because they are any more troublesome
than others, but because they are more likely to occur as isolated symptoms and
to be treatable as such. 


Since these symptoms are all developmentally determined, they may
cluster together in various combinations to produce age-related syndromes which
are then more difficult to treat. Since they may occur as part of normal
development, it is important to make an early differential diagnosis, to treat
only if necessary, and then in the least obtrusive manner. 


There is controversy as to the exact etiology of these symptoms,
with the spectrum ranging from simple maturational factors through elaborate
psychoanalytic constructs. Most psychiatrists today, including this author, are
of the opinion that, for the most part, they are multifaceted in origin. 


 Enuresis  


 Diagnoses  


Definition 


In the United States, if a child continues to suffer urinary
incontinence diurnally past the age of three years or nocturnally past the age
of five years, he is usually considered to be enuretic. Dividing the enuretics
into primary (those who have never stopped wetting) and secondary (those who
have stopped wetting and started again after at least a six-month period of
dryness) has proved to be a necessary division when attempting to diagnose this
symptom. It is normal for a child to be incontinent on occasions during the
transition from first having an autonomous bladder to the developing of regular
urinary control. 


Prevalence 


Enuresis is found in all parts of the world, but the prevalence
figures for specific ages are different in various countries, probably due to
the difference in child-rearing practices. For example, Sweden reports only 8
percent of the children with enuresis at five years, while for the United
States, overall estimates range from 10 to 15 percent at this age, with a drop
to 5 percent at eleven years. In general, enuresis occurs more frequently in
boys than in girls. At ages five or six, however, there is little sex
difference in the prevalence figures, while at age eleven there are twice as
many boy enuretics as there are girls. The ratio of primary to secondary
enuretics is about four to one. 


Evaluation 


When a psychiatrist begins treatment of an enuretic child, he must
be sure that the child has had a thorough physical examination, a urinalysis,
and, particularly in the case of girls, a urine culture. An adequate medical
history should be taken, including the type, frequency, and place of the
wetting. A family history should be obtained, in which all previous efforts to
cope with the wetting should be explored. It is important to rule out any
nonfunctional reason for the urinary incontinence, such as obstructive
uropathy, infection, foreign body, sickle-cell anemia, or diabetes insipidus.
About 10 percent of the children who suffer urinary incontinence do so because
of organic reasons. 


 Etiology  


Neurophysiological 


From a neurophysiological point of view, there is still much
controversy about the etiology of enuresis. Although Hallgren considered it to
be an inborn developmental deviation, which was, for the most part, genetically
determined, Esman claims that enuresis is a maturational disorder, associated
with the child’s pathological awakening from Stage 4 sleep. 


Much information has recently been provided by sleep researchers on
the possible connection between nocturnal enuresis and sleep disturbances. Most
researchers feel that children who are deep sleepers and consequently in Stage
4 for longer periods of time will be unaware of the messages coming from their
full bladders. 


Esman has written about the maturational lag theory—as to the cause
of enuresis in children. These lags show up as immature functioning in other
areas, from reading disabilities to delayed dentition. Among them, and often
picked as a prime suspect for the cause of the enuresis, is an immature bladder
with less than age-appropriate capacity. This belief has to be weighed
carefully against the findings of those who study bladder capacity and who have
demonstrated that an improvement in bladder functioning alone does not correct
bed-wetting. In addition, Dische found that children who wet by night and day
are more likely to be disturbed emotionally than those who wet by night alone,
which suggests that the cause of bed-wetting is more than simply
neurophysiologically determined. 


Interpersonal 


Continuing conflicts in the home, in school, and with peers,
resulting in depression, regression, or aggression, have in the past been
considered by many psychiatrists to be an important cause of primary enuresis.
More recently, however, these conflicts have been thought to be the result of
the wetting rather than the cause of it. 


Intrapsychic 


In a study of seventy-two enuretics, Gerard found that most of the
90 percent left after organicity had been ruled out suffered from oedipal level
conflicts. The personality traits exhibited were aggressive or passive-aggressive
in nature, and the conflicts revolved around sibling rivalry or strong
identification with the parent of the opposite sex. 


Both Katan and Sperling have described the fantasies of genital
damage expressed by their enuretic patients. Katan reported that frequently a
traumatic experience had preceded the appearance of the symptom. She listed the
nature of the traumas as follows: (1) separation from a beloved person who had
trained the child; (2) jealousy aroused by the birth of a sibling; (3) the
discovery of the differences between the sexes by viewing another child; or (4)
viewing an adult; and (5) an operation that was experienced as a castration. 


 Treatment  


Biological Therapy 


Because of the large developmental factor in the etiology of
enuresis, most children eventually stop bed-wetting spontaneously, with a 12 to
15 percent remission rate yearly. In the meantime, however, since the incidence
of secondary emotional and behavioral problems is so high, Dische considers it
most beneficial to eliminate the symptom when possible. 


The tricyclic antidepressant, imipramine, is the drug most commonly
used in treating enuresis. While 80 percent of the children reduced their
wetting and 50 percent had achieved total dryness when placed on imipramine,
Shaffer and associates reported that the drug started to help immediately but
that the wetting resumed when the drug was discontinued. Imipramine can
occasionally have the worrisome side effect of postural hypertension and of
possible heart block in patients with preexisting cardiac condition defects. In
an effort to discover if the tricyclic worked for enuretics by its
alpha-adrenolytic action on the neurotransmitters, Shaffer and associates gave
the non-tricyclic, indoramin, (which mimics the tricyclics in the above effect
on the neurotransmitters) to fourteen enuretic children (aged four to twelve
years), but the drug had no significant effect on the bed-wetting. 


Ritvo and associates, in studying imipramine’s effect on the
sleeping patterns of enuretics, found that the wetting occurred in all stages
of sleep, rather than only in Stage 4. They postulated that the imipramine
reduced the amount of REM sleep. Kales and associates concluded that
imipramine’s effect was more related to the time of night than to the stage of
sleep. They felt that when the child was in the deepest sleep early in the
night, imipramine reduced the bladder’s excitation and/or increased the child’s
bladder capacity. (Later in the night, in light sleep, the child presumably is
more responsive to the bladder’s signals.) 


Behavioral Therapy 


A conditioning approach in the treatment of enuresis was first used
by Mowrer and Mowrer in 1938. However, it is only recently that the positive
effects of a mechanical device have overcome the reluctance of pediatricians to
use it with children who, the pediatricians felt, might be psychologically
traumatized by it. In i960, Eysenck wrote that since enuresis represented a
failure of the child to learn to gain urinary continence, a conditioning device
should work. He felt that symptom substitution could not follow since the
enuresis, as a symptom by itself, had no underlying conflict. By 1966, Werry
reported that in studies involving more than 1,000 children a 75 percent
success rate with the bell-pad mechanical device was achieved with no increase
of psychiatric problems. He advised that the bell-pad device be considered a
possible treatment for any enuretic child of six years or above who is
disturbed by his symptom and who has failed to respond to simpler measures.
Presently quoted figures for the bell-pad device are usually 60 to 75 percent
success with about a 25 percent relapse rate. A relapse simply leads to another
period of treatment, which usually meets with success. Some earlier problems
with conditioning device treatment have been resolved, as the bell-pad machines
are now easier to get and safer to use. If they are used as the only treatment,
they may still present problems since the noise created by the machine often
wakes the entire household. The child may allow the noise to continue as a
means of getting the attention he unconsciously seeks, in spite of the nuisance
to himself. Usually this secondary gain can be avoided by using some other type
of behavioral modification as well, such as offering the child a reward if he
achieves dryness. 


The assumption is that the bladder of an enuretic child is smaller
than the age-appropriate size. Yet in a study of eighteen enuretic children and
controls, Harris and Purohit proved this assumption unfounded. They conducted
bladder training with the enuretics for thirty-five days. The children drank
water, practiced holding, and were rewarded for retaining progressively larger
volumes of fluid before voiding. Although the bladders did become larger, the
wetting didn’t decrease. Some authorities claim, however, that because it is
urodynamically a rational idea and puts the responsibility on the child,
bladder training is worth trying if other methods of treatment have not worked.
Controlled breathing exercises have also been suggested as a means of helping
the child hold the urine longer. 


Brazelton outlined a child-oriented approach to bladder training
that may begin when the child is around two years of age, and that is geared to
each child’s developmental capacities. Of 1,170 children trained in this
manner, he found that only 1.5 percent were wetting by five years of age. 


Although waking a child to prevent wetting at night was a favorite
method of behavioral therapy in the past, it is felt to have many drawbacks. It
is often difficult to waken the child since he is in deep sleep, and also, it
puts the responsibility on the one who wakens him, rather than on the child. 


Behavioral therapy will only be successful when the child is ready
to be trained and only if the parents have the motivation and ability to help
in the training. If there is more than one nocturnal wetter in the family, it
is best to start with the oldest first, as there is a possibility that the
others may identify with his success and stop without further help. The reward
system usually works better than the punitive one. Since the reward system most
often used is the operant conditioning model, with success or failure so
dependent on the person (usually the mother) setting up the guidelines and
consistently following through on them, behavioral therapy by itself is seldom
totally successful. With the adjunctive use either of medication, or of a
conditioning device, it has a better chance to succeed. 


Psychotherapy 


Although only about 2 percent of enuretics (the secondary type) will
need psychotherapy for either underlying intrapsychic or interpersonal
conflicts, it is very important for them to receive it. Since all these
children will have had at least a six-month period of dryness, they may resume
wetting by day as well as by night. Because of the nature of the conflicts
usually involved, it is best initially to see the mother and child together.
Later it may be necessary to see the child alone in either psychoanalytically-orientated
or supportive psychotherapy, according to the severity of the conflicts. 


At times, the primary enuretic will also need some supportive
psychotherapy for emotional problems related to the enuresis, such as a poor
self-image and a disturbed relationship with family and peers. The type of
therapy used here should be most often supportive in nature. 


Hypnotherapy has been reported by Olness and Gardner to be a
successful type of treatment, but controlled studies of its efficacy in
comparison to other existing treatment modalities have yet to be performed. The
therapist’s thorough familiarity with the techniques of hypnosis is clearly
required if this modality is to be used either independently or in combination
with other methods of treatment. 


 Prognosis  


Most primary enuretics will usually show satisfactory progress
without treatment if they have no associated neurophysiological immaturities.
Many do relatively well with environmental supports alone even when associated
immaturities, such as learning disabilities or poor motor skills, are present. 


When the enuresis is associated with the more severe immaturities,
such as encopresis and stuttering, the child will usually develop psychiatric
symptoms of a characterological nature, if not given adequate treatment. 


Most secondary enuretics who receive no treatment will develop
psychiatric problems of a neurotic nature. 


 Encopresis  


 Diagnoses  


Definition 


If a child continues to have fecal soiling past the age of two and
one-half to three years, and if a trial of toilet training has been
unsuccessful, he is usually considered to be a primary encopretic. If he
reverts to soiling again after a six-month period of fecal continence, he is
considered to be a secondary encopretic. 


Prevalence 


Encopresis occurs in 1.2 to 1.5 percent of children, at a ratio of
about five boys to each girl. About one-half of the encopretics are of the
primary type and one-half are of the secondary type. According to Bellman,
encopresis, in general, declines spontaneously at a rate of 28 percent per year
and has almost disappeared by sixteen years. 


Evaluation 


Richmond and associates noted that since the constipation that often
accompanies the soiling may be associated with a psychogenic megacolon,
Hirschsprung’s disease, as well as other organic problems, must be ruled out. A
physical examination should be performed whenever the diagnosis is in question.
Fecal soiling is also seen in the child with mental retardation or infantile
autism, and as such, the soiling should be understood in a different manner
diagnostically than in the child without these diagnoses. It is essential to
get an adequate psychiatric history at the first meeting with the encopretic
child and his parents. Whether the soiling is continuous from infancy or
whether it is contiguous with some important event in the child’s life are
factors to be explored, as well as where and in what manner it occurs. The
relationship between the parents and the child and between the child and his
siblings and peers is also vital information. Although enuresis may often occur
in the child who is encopretic, encopresis as a symptom is more troublesome
than enuresis and, in turn, is usually indicative of a more troubled child.
Psychological testing can be helpful in delineating associated psychopathology. 


 Etiology  


Neurophysiological 


Since many children who are encopretic have soft neurological signs,
language disorders, poor coordination, and other stigmata associated with the
syndrome of minimal cerebral dysfunction, it is logical that one of the first
special assessments made of the child should be along neurodevelopmental lines.
Bellman reported that although there is a 15 percent incidence of childhood
encopresis in the fathers of encopretics, genetics do not appear to be involved
in the etiology of it. Among the many neurophysiological immaturities often
found in the encopretic child is an immaturity of the musculature of the bowel
that probably interferes with toilet training. Nevertheless, many children who
have immature musculature of the bowel and who continue soiling past the usual
age of achieving bowel autonomy do not go on to become full-blown encopretics.
Therefore, further causative factors must be suspected. 


Interpersonal 


A mother who is adequate in other areas may have conflict over
toilet training her child. When she tries to help the child who appears to be
having a difficult time achieving bowel control, she may become engaged in a
power struggle involving the child’s conflict as to who or what has control
over his bowel functioning—himself, his mother, or his bowels. Since this is
the first instance of the child’s giving up internal function to satisfy
parental love and demands, he presumably finds it developmentally difficult.
Prugh found that most encopretics had a history of early and often harsh toilet
training. Bemporad believes it takes a particular kind of mother to produce a
chronic primary or secondary encopretic. The mother who is unable to extricate
herself from a power struggle is described by him as being erratic, emotionally
inappropriate, and distant. Added to this, the father is often himself
troubled, depressed, and sometimes schizoid. He is also frequently away from
home. Being without the support of the father, both child and mother stay
locked in a power struggle, in which both can only lose. On the other hand, a
child’s too close identification with the father may also cause encopresis as a
result of an oedipal conflict regression to an anal struggle. Because the
youngster eventually gains some gratification in winning over his mother or his
father, he may fail to notice the effect his encopresis has on siblings, peers,
and teachers. When, and if, he finally recognizes it, he may feel helpless and
eventually become solitary and depressed. Anthony noted that the child’s fears
at school, in sports, and in social situations may precipitate one stress after
another. Eventually his encopresis may be used as a means of keeping people
away from him, so that his maladaptive mode of interacting with his mother also
becomes characteristic of his relations with others. 


Intrapsychic 


In distinguishing between primary and secondary encopresis, Easson
wrote of the secondary type as being of psychogenic origin. He suggested that
some of the precipitating emotional stresses may include the birth of a
sibling, the loss of a parent, anxieties over sexual feelings, poor peer
relations, or scholastic difficulties. Because of the conflicts aroused by
these stresses, the child’s growing independence is threatened so that he may
regress to an earlier and more dependent type of behavior, which will include
fecal soiling. 


 Treatment  


Biological Therapy 


When first seen, many encopretics are constipated and may even be
obstipated. Hence, the first task is to clear the bowel and then to help the
child achieve and maintain a normal functioning bowel until, with the help of
other forms of therapy, he can regulate himself. Halpern suggests the use of a
laxative suppository only, while Hein uses stool softeners and enemas as well.
Hein, a pediatrician, discovered that the amount of help produced by the
child’s success in having the fecal soiling under control, even if it wasn’t
completely his own control, is worth the effort put into the early
physiological engineering. Because of the child’s need to escape the long
ongoing power struggle with his mother over control of his bowels, it is best
to limit the amount of this type of engineering to the least possible amount
that will achieve success in the least obtrusive manner. 


Behavioral Therapy 


Since the encopretic child has not learned to respond to rectal
cues, and either holds back and eventually becomes obstipated with leakage
occurring or gives the feces up in an inappropriate place, he might be
considered for behavioral training as soon as undue resistance to toilet
training begins. Since so many encopretic children are late developers,
however, it is important to distinguish between the children who are difficult
to toilet train because of immaturity and those who are resisting for other
reasons. If the former are forced to participate in a training program before
they are ready, they may well become encopretics. Behavioral therapy should be
attempted once the child has been declared by the pediatrician to be
physiologically able to be toilet trained. 


Wright and Walker claimed 100 percent success with 100 children over
a five-year period, with an average duration of treatment of about four months.
Once the behavioral program was set up and explained to the child and the
mother, the physician remained remote except for letters or phone calls.
Carefully monitored charts and rewards were used. 


Psychotherapy 


In a child who has been conflicted over a long period of time as a
result of fixation or regression, neurotic defenses will not necessarily
disappear as a result of the symptom being eliminated. It is therefore helpful
to provide supportive psychotherapy if associated psychopathology warrants. If
the encopresis is treated before the child has developed ingrained neurotic
defenses, formal psychotherapy may not be necessary after the symptom has
cleared. 


The most important and often the most difficult part of the
treatment plan is the counseling of the parents. Because the parents are
usually ashamed of the symptom, the child will often not be brought for help
until teachers or relatives complain. By this time, there is often much
hostility between the parents and the child and between the parents themselves.
Because of their own personality problems and/or because of their conflicts
over trying to manage the child’s encopresis, it may be that each parent should
be seen separately at first. Eventually they must be seen together, as their
approach to the child and his problem must be consistent. 


Because of the encopretic child’s frequently associated immaturities,
it may be necessary to help him achieve better academically, motorically, and
socially. This will often involve special remedial help for him, as well as
counseling by the school. Once the actual fecal soiling is stopped, however, he
will be more acceptable to school personnel as well as to peers. In turn, this
may help build his ego enough so that he will become more responsive to other
types of therapy. 


Bemporad noted that fathers were often more difficult to engage in
therapy than the mothers. In some cases, this may possibly be due to the
presence of childhood encopresis in the history of the fathers, as noted
previously. In many situations, it may be necessary to involve parents in
therapy for their own emotional problems. 


 Prognosis  


If the primary encopretic has a supportive environment and does not
have other associated neurophysiological immaturities, he usually does well
with minimal professional help. 


The secondary encopretic, whose symptom usually begins with some
traumatic incident, may, if not treated, develop escalating psychiatric
symptoms of a neurotic nature. These symptoms may continue, even if the
encopresis phases out by itself at a particular developmental stage such as
puberty. 


Because of the difficulties inherent in the family structure, as
well as the child’s own neurophysiological immaturities, the chronic (primary
or secondary) encopretic may well go on to have emotional problems of a
characterological nature. 


 Tics  


 Diagnoses  


Definition 


Tics are recurrent, involuntary spasms of specific skeletal muscle
groups. They develop most frequently from ages four to ten. There are two types
of psychogenic tics: first, the simple type, which usually involves a single
set of muscles, such as those used in eye-blinking; and second, the more complex
type, involving many sets of muscles, including those used in producing vocal
sounds. Shapiro and associates differentiate those complex tics that involve
the production of coprolalic sounds, which are usually referred to as Gilles de
la Tourette’s disease, from those which are non-coprolalic. He suggests that
the former are neurogenic in origin and that psychiatric problems associated
with them are secondary in nature. 


Prevalence 


The overall prevalence rate of tics in childhood is about 5 percent,
Safer states, and by the age of twelve years, the rate has decreased to 1
percent, with little difference in the ratio between boys and girls for the
simple tics. The more complex tics appear more frequently in boys. 


Evaluation 


In taking the psychiatric history of a ticquer, it is important to
distinguish between a compulsive act and a tic. The ticquer, by definition,
does not know when or how often he performs his tic, whereas the compulsive
patient does know when he performs his act and may even try to stop himself
from doing it. It is useful to obtain information on the motor patterns of the
child, as well as on the prevalence of tics in the family background. Since
severe tics often occur with the post encephalitic syndrome, obvious organicity
must be ruled out. 


 Etiology  


Neurophysiological 


Children who develop simple tics may be hyperactive and are often
accident prone, which contributes to their underlying concern about body hurt.
Usually, however, they have good motor skills, particularly gross motor ones.
In contrast, children who develop multiple tics, in addition to being
hyperactive, very often have poor gross and fine motor skills. A family history
of tics is often found with the latter type. Although there are rarely any hard
signs of organicity, there are usually several soft signs. 


Interpersonal 


Both Levy and Mahler noted similarities in the parents of ticquers.
They believed the parents overprotected and infantalized their children but
expected them to perform well, particularly academically. Anthony also
described the parents, particularly the mother, as being inclined to restrict
and pressure the child, without being interested in the child’s locomotion,
athletic ability, or independence. The child’s motor development may have been
restricted because of the parents’ fear that the child’s experimentation with
his body might cause him physical harm. In some cases, the child may have had a
physical illness that restricted his activity. 


In a three-year follow-up study of 615 childhood ticquers at a clinic
in Japan, Abe and Oda suggested that many, especially those who also had a
family history of tics, may have developed their own tics by imitating family
members. They also believed that for the tic to have become successfully
established in the child, there had to have been neurophysiological proneness
present. 


Intrapsychic 


The triggering emotional stress that produces the simple tic is
usually posited by psychoanalytically-oriented writers to be oedipal in nature.
In her study of ten children with simple tics, Gerard noted that in each case
the symptom began following a traumatic incident that aroused fear of being
injured. At any age, the child has a great emotional investment in his body,
but at the oedipal stage he has specific fears of bodily damage, particularly
of the genital area. For example, if he has seen something that he feels he
should not have seen, an eye-blinking tic may develop, with the unconscious
purpose of protecting him from punishment. By alternately seeing and not
seeing, he can go on doing and undoing the punishable act, without fear of
being punished but at the expense of not resolving the conflict. In Mahler’s
words, “tics are an attempted drainage of a chronic state of emotional tension
and also the physiological accompaniment of a chronic affective attitude.”
Eventually the tic, if untreated, may become a way of responding to any
anxiety-producing event. In other words, the tic, which had become a defense
response appropriate at the moment of the trauma, becomes inappropriate when
further used in response to a different trauma. 


The triggering incidents of the more complex, multiple tic syndromes
are usually anal and oral in nature, with the conflict being aggressive rather
than erotic. The child who has usually had many previous emotional problems
presents with a history of the gradual emergence of several tics following a
series of traumatic instances. The underlying concern can be one of injuring
rather than being injured. The child is therefore both infantile and grandiose. 


 Treatment  


Biological Therapy 


Because of their muscle-relaxant qualities as well as their
anxiolytic qualities, promethazine or diazepam may be useful as short-term
adjunctive pharmacotherapy when the child may be having a difficult time in
psychotherapy for a simple tic. 


Haloperidol is the drug of choice for the more complex tics. In a
recent study of its use, Bruun and associates report impressive results.
Haloperidol’s effectiveness, however, may eventually decrease with use. 


Behavioral Therapy 


For some of the children who have simple tics and for most of those
who have the more complex tics, a conditioning type of behavioral therapy can
sometimes alleviate the underlying fears or anxieties. Nevertheless, some of
the behavioral therapy described by Yates has not fulfilled the expectations
aroused by early reports. 


Psychotherapy 


Psychotherapy will only be successful when the tic develops abruptly
after a traumatic event. Since the traumatic event may be hard to track down
because of the child’s need to defend against the anxiety associated with it,
parents may have to be involved in the therapy at first. Eventually, however,
the child must be seen alone, and, in many cases, in
psychoanalytically-oriented psychotherapy. 


If the tic has become chronic and is no longer directly associated
with the original traumatic event but is now associated with any
anxiety-producing event, other types of treatment may have to be employed in
addition to the psychotherapy. 


Parent counseling may deemphasize attempts to alleviate the symptom
by simply telling the child to stop it. Trying to get the child to stop the tic
without recognizing that he is defending himself against some fear or anxiety
only makes him more aware of the tic; he will then become more anxious and the
tic may be increased. 


In counseling, the parents should be urged to exert less pressure on
the child. If the child has been overprotected either because of an illness, or
because of parental concerns over bodily hurt, the parents should be encouraged
to help him establish more appropriate body boundaries for himself so that he
can become more independent. 


 Prognosis  


Many simple tics will disappear without treatment by the time the
child has reached puberty. Since the tic appears as the result of some specific
conflict related to the emotional stage of development that the child has
reached, often it will no longer be needed when he moves on to the next stage.
At puberty, many old defenses are given up as new ones develop. Should the tic
continue past puberty, it is unlikely to disappear without treatment. 


The complex tics have a poor prognosis. Instead of disappearing as
the child reaches puberty, they may become more severe. Even when they
disappear with the use of medication, the underlying psychiatric symptoms, which
are usually characterological in nature, respond poorly to psychotherapy. 


 Stuttering  


 Diagnoses  


Definition 


Stuttering, a disturbance of the flow of speech, is usually first
noticed between the ages of two and four. It is important to make a distinction
between the non-pathological and the pathological type of stuttering. The non-pathological
type is a simple repetition of certain sounds and words and does not appear to
trouble a child emotionally. The pathological stutterers are very aware of
their impairment and often have blocking and avoidance rituals as a result of
the tension produced by the stuttering. 


Prevalence 


Safer has stated that the prevalence of stuttering in preschoolers
is about 4 percent. This figure drops to about 2 percent in school-age children,
as approximately one-half of the early stuttering is non-pathological in
nature. Three-quarters of the children who are still stuttering by age ten will
have become pathological stutterers. The symptom occurs more frequently in boys
than in girls, at an average ratio of six to one. 


Evaluation 


In addition to obtaining an adequate psychosocial history, it is
necessary to make a speech and language appraisal. Freeman and Ushijima
suggested that the stuttering appears to occur in the attempted production of a
stressed vowel. The child will stop on the consonant immediately before the
stressed vowel and will continue to repeat it with a muscular spasm that
involves breathing, speech, and articulation. 


No significant differences in IQ have been reported. Although it is
always tempting to have projective testing done in an effort to track down the
origins of the child’s particular conflicts, caution must be observed while
attempting to test a stuttering child because of the child’s anxiety associated
with attempting to participate verbally in the test. 


 Etiology  


Neurophysiological 


About half a century ago, Orton presented the theory that when one
hemisphere of the brain is not sufficiently dominant, both will function
independently and the resulting two parts of the speech musculature will be
poorly integrated and thus produce verbal difficulty. More recently, Moore and
Lang found a reduction in alpha waves over the left hemisphere in nonstutterers
and reduction in the right hemisphere for stutterers. 


K. de Hirsch states that the stuttering is usually first noted when
the child, in a short span of eighteen months, passes from a primitive to a
highly integrated form of language organization. She feels it occurs when the
child is beginning to think faster than he can verbalize, but that it will
usually disappear, if the child is left alone, as soon as his
neurophysiological development catches up with his cognitive development. Kolb
and others remind us that, since stuttering often runs in families, many of the
non-pathological stutterers can be made into potentially pathological
stutterers by anxious parents or relatives trying to help them, either by
slowing them down in speaking or by saying the words for them. 


Almost all current researchers in this area, including this author,
accept the fact that there is a constitutional predisposition to stuttering,
and that the origin of the strong familial history of stuttering is more likely
the result of a neurophysiological inheritance than an imitative habit. 


Interpersonal 


Wyatt and Herzan believe that stuttering is due to a disturbance in
the mother-child relationship when the child is first learning to talk. Kessler
questions the significance of this factor, noting that many parents fail to
respond to their child on his own verbal level without necessarily causing
stuttering in the child. 


Whether caused in any way by the relationship between the child and
significant others, stuttering can certainly be made worse by their influence.
In many cases parents and/or teachers may be made uncomfortable by stuttering,
and a rejecting attitude may develop that may make the already anxious child
even more anxious. Peers and siblings may begin to shun the child, and the
child, in turn, may isolate himself from them. It is possible that as the child
becomes aware of being rejected, panic sets in, causing his articulative
muscles to go into spasm. Thus, stutterers who are often thought to be
nonassertive, tense, and insecure, may indeed be struggling with underlying
aggressive feelings towards others. The expectation of failure to speak
fluently may be self-fulfilling. 


 Treatment  


Biological Therapy 


Burns and associates, who believe that there is a problem with the
central dopamingeric system in the pathogenesis of stuttering, found haloperidol
to produce a 40 percent improvement in speech by blocking the dopaminergic
system post-synaptically. This was in contrast to apomorphine, which had no
significant effect on the speech. Although it too acted as a blockade, it did
so pre-synaptically. Haloperidol does not appear to improve the speech by
reducing anxiety as other anxiety-reducing drugs do not help stutterers. 


Behavioral Therapy 


As yet there has been no reliable attempt to evaluate mechanical
devices for stuttering. Some devices tried are designed to prevent physical
action, such as clamping of teeth, improper movement of the tongue, and
improper breathing. Others have been designed to help certain muscles function
more appropriately. 


For those who believe that stuttering is a learned response, speech
therapy often appears to be the treatment of choice. The aim is to improve the
speech as early as possible, so the attitude of others toward the child will
change, in turn improving his image of himself. However, most authors have
found that although operant conditioning may modify speech habits, to cure the
stuttering child one has to use a diagnostic and treatment approach beyond the
resources of the general theory of learning. 


Timmons and Boudreau believe that auditory feedback therapy can be
useful if it is not too rigorously administered. Brady has had success with a
mechanical device worn as a hearing aid that helps the patient maintain normal
rhythm of speech through a hidden metronome, the rate of which can be
controlled by the patient. 


Psychotherapy 


If psychotherapy is undertaken early, it will be more effective if
the mother is involved in the therapy as well as in separate counseling. There
has been little success with analytically-oriented psychotherapy. Kaplan
suggests that the only way to have the child released from the image he usually
has of himself is to use a Gestalt approach, helping the child in gradual steps
to be more aware of himself, and in doing so, making fluency become part of
himself. If the child does begin to become fluent while undergoing
psychotherapy, speech therapy will not then be necessary. Most children who
have not received help until latency age will require both psychotherapy and
speech therapy. Although hypnotherapy has been used successfully with some stuttering
adults, there has been little effort made in this direction with children. 


 Prognosis  


When the stuttering has been of the non-pathological types, and
recognized early as such, the child will rarely resume stuttering at a later
date. 


Because of the difficulties presented to persons involved with the
stuttering child, there are few, if any, reports of the natural course of the
untreated pathological stutterer. Intervention of one kind or another will have
been introduced even before the stuttering has been declared pathological. 


 Thumb-Sucking  


 Diagnoses  


Definition 


The age at which thumb-sucking is defined as a problem depends on
whether one is viewing it strictly from a dentitional point of view or from an
emotional point of view. Dentitionally, if the child has given the habit up by
age four years, most of the dental pathology will be self-corrective. From a
physiological point of view, most of the current literature quotes one year as
being the age at which normal habitual thumb-sucking should cease, but from an
emotional point of view it can still be considered normal up to the age of
three years if it is connected with sleep or stress. 


Prevalence 


Thumb-sucking beyond age three is very common in many parts of the
world. An overall prevalence rate for preschoolers is 61 to 87 percent.
However, by age six the overall rate is down to about 20 percent. There is very
little difference in the sex ratio of thumb-suckers. 


Evaluation 


A thorough psychosocial history should be taken and a dental
examination given before thumb-sucking is diagnosed as a symptom. If it is
diagnosed too early as a dentitional problem and if efforts are made to have
the child give it up before he is emotionally ready, the habit may only become
more entrenched. 


 Etiology  


Neurophysiological 


Although a review of the etiology of pathological thumb-sucking from
a neurophysiological point of view produces contradictory and frequently
inconclusive results, the etiology of normal sucking as a basic physiological
need for general survival as well as for the development of face and jaws is
noncontroversial. Ozturk and Ozturk feel that persistent thumb-sucking is
specifically related to the immature position in which a child falls asleep.
Others feel it is associated with the more general neurophysiological
immaturities that often accompany special symptoms of childhood. 


According to the psychoanalytic theorists, thumb-sucking, when it
first appears, is an auto-erotic mechanism that the child employs when he is
anxious. The anxiety develops because of the child’s insecurity regarding his
relationship with the feeding person, whether the feeding is by breast, bottle,
or cup. Later the thumb-sucking may be used as a masturbatory equivalent. 


Interpersonal 


Sears and Wise felt that although a premature emotional withdrawal
of the mothering person could be the triggering mechanism for thumb-sucking,
there must be other factors that keep it going, since there was no significant
difference in his study between the persistent and the non-persistent suckers
in regard to such a factor. On the other hand, Massler says that in Africa
where breast feeding is prolonged, no habitual thumb-sucking occurs. 


Golden compared studies of latency-age children in the Kibbutzim in
Israel where the percentage of habitual thumb-suckers was 56 with a similar age
group of children in Switzerland where the percentage was 59. It was thought
that perhaps the statistics were so high in the Kibbutz study, because of the
separation of the child from his parents, but the group of children who spent
the night with their parents produced as many thumb-suckers as the group who
lived in the homes for children only. The high prevalence in the Swiss
population was ascribed to strictness in the home, but in the Kibbutz, where
the prevalence is almost as high, childrearing is noted for its leniency. 


Intrapsychic 


Levy suggested that thumb-sucking occurred because some children
have such a strong oral drive that it cannot be satiated even by generous
breast or bottle feeding. Kessler indicated that some children rely on sucking
as a substitute for other pleasures, both social and physical. She says that
the child can learn how to retreat from both his own feelings and difficult
situations by sucking in a trancelike state. But, she adds, it will serve as a
successful defense against anxiety only until the child begins to feel guilt
and/or shame about the symptom. 


 Treatment  


Biological Therapy 


If the child’s persistent thumb-sucking appears to be associated
with generalized stress, a mild anxiolytic medication, such as promethazine,
may be used for a short time. 


If the sucking is accompanied by other immaturities, then the
medication used, if any, should be related to the specific immaturity. For
instance, methylphenidate may be used for certain types of learning disorders. 


Behavioral Therapy 


Only mechanical devices that are not painful should be used and then
only in a supportive manner. Pacifiers can be used during the day and a dental
device at night. In general, behavioral therapy by itself does little to alleviate
thumb-sucking, as drawing attention to the symptom may only produce more
denial, at which the youngster is already very adept. But as an adjunct to
other therapy, and if the child becomes interested in eliminating the symptom,
an operant conditioning type of behavioral therapy with some type of reward
system may be successful. 


Psychotherapy 


Psychotherapy is rarely necessary for thumb-sucking alone. If
thumb-sucking continues past early childhood and into latency, it is usually
indicative of some emotional conflicts, and supportive psychotherapy might be
required to uncover and resolve the conflicts. It is important to determine
whether the habit is continued because there has been no effort to eliminate it
by the counseling of the parents, with or without behavioral therapy, or
whether the child is continuing to use it as a defense against anxiety or fear. 


If an adequate psychosocial history is obtained, it will not be
difficult to counsel the parents. The mother should be helped to distinguish
problems the child may be having because of his own continuing immaturities
from those caused by difficulties in the mother-child relationship. At times it
may be necessary to help institute environmental changes. 


 Prognosis  


The prognosis for thumb-sucking by itself is very good. If
untreated, not more than a third go beyond nine years. By the early teenage
years, there are very few thumb-suckers. Because of the threat to the dentition
and the youngsters’ gradually developing poor image of themselves if thumb-sucking
continues, it is important to get help as soon as it becomes a problem, in
spite of the benign nature of the symptom. If it is accompanied by an
underlying emotional disturbance, then this should be treated rather than the
thumb-sucking itself. 


 Nail-Biting  


 Diagnoses  


Definition 


Nail-biting, which may occur at any age, usually begins at about
five years. It is rarely defined as a symptom, unless it is accompanied by
other more troublesome symptoms. 


Prevalence 


Although nail-biting rarely begins before age five years, the
peaking of prevalence does not occur until ages twelve to fourteen years. Most
authors found that the sex ratio remained the same until about that time, when
girls begin to bite their nails less frequently. In a study conducted in Yorkshire,
England, Birch found an overall prevalence of 51 percent in 4,223 children. 


Evaluation 


Since many normal children bite their nails when under stress, it is
important to study the frequency, the pattern, and the cause of nail-biting
before diagnosing it as a problem. If the habit begins to become so compulsive
that it interferes with the child’s other activities, if it grows more
aggressively vigorous, or if it is accompanied by other special symptoms such
as enuresis and stuttering, the child should be evaluated psychiatrically. 


 Etiology  


Neurophysiological 


Nail-biting is associated with general body tension, which at times
may be accompanied by a tensing of the musculature. However, Massler and Malone
felt that nail-biting alone is a simple tension-reducing mechanism,
particularly under conditions of situational stress. When it occurs with other
special symptoms of childhood, it is quite possible that there may be some
unevenness of maturation that interferes with the child’s functioning either at
home, with peers, or at school. 


Interpersonal 


The origin of nail-biting has sometimes been ascribed to the child’s
feelings of rejection, since high statistics are found among institutionalized
children as compared with those in family placement. It is possible, however,
that many of the children who have remained institutionalized are children who
have severe underlying problems that have kept them from being placed in foster
homes. Therefore, as Goldfarb suggests, the rejection may not have been the
actual cause of the nail-biting but, instead, the nail-biting and the feelings
of rejection may both be associated with the internal tensions created by being
in the institution. 


Intrapsychic 


In psychoanalytic terms, nail-biting is viewed as an oral, sadistic
habit that begins when the child is going through the oedipal stage of
development. As with thumb-sucking, it is an autoerotic mechanism but at a
higher level of functioning. At times it, too, may be a masturbatory
equivalent. 


Since many children go through this oedipal stage without
nail-biting, one would have to suppose that the nail-biting child is in a more
hostile battle with a parent than is normal. Since he is still dependent on the
parent, the child can express his aggression by nail-biting without harming the
object of his aggression. In addition, he can relieve the guilt caused by such
hostility by hurting himself. 


Nail-biting rarely occurs with thumb-sucking and a thumb-sucker
rarely, if ever, becomes a nail-biter. Unlike the thumb-sucker, whose anxieties
appear to be held at bay by the sucking, the nail-biter, whose anxieties appear
to be near the surface, is a more outwardly troubled child. 


If the symptom occurs by itself, it may be that the child is going
through a period when his body, which had served him well up to this stage, no
longer pleases him. If he eventually accepts his body, either through
identification with the parent of the same sex or, possibly in some cases,
through identification with his parent of the opposite sex, he may outgrow the
habit. However, if the nail-biting is accompanied by stuttering and/or
enuresis, it may be that because of uneven maturation his body has not served
him well during the earlier stages and is still not serving him well. 


 Treatment  


Biological Therapy 


There are no known mechanical devices that work. Trying to keep the
child’s hands from his mouth by immobilizing them only makes the problem worse.
The child must be encouraged to use all his body parts, and particularly his
hands, in vigorous gross motor activity, so that he learns that he has a usable
and reliable body. 


Behavioral Therapy 


Negative reinforcement conditioning should be avoided. Since the
child is already in a power struggle with himself, the significant people in
his environment should set up a conditioning plan only if the child is in
charge of it. He must be helped to feel that he is capable of setting up a
self-help program, and following through on it, because of something that is in
it for him. 


Psychotherapy 


Since the child who is nail-biting only is seldom seen in referral,
when he is seen it is usually when the parents and child have not been able to
resolve the child’s oedipal strivings or the child has other symptoms as well
as the nail-biting. In the first case, counseling of the parents is usually
sufficient. The parents often need help in being more supportive of the child’s
wish for greater control of his world, while at the same time setting
appropriate limits for him. Some environmental changes must at times be made if
the child’s conflicts, which basically revolve around his self-image, cannot be
resolved otherwise. 


If the child has other symptoms as well, he will probably require
psychotherapy in a setting where the parent(s) can be involved if necessary. 


 Prognosis  


In his study of adult nail-biters, in which he found an overall
prevalence of 24 percent, Ballinger did not find untreated nail-biting to be an
important psychiatric symptom. This finding was corroborated in another study
of adults conducted by Walker and Ziskind, in which the prevalence of
nail-biting by normals, mental defectives, and those who were emotionally
disturbed was much the same. They did find, however, that the prevalence of
nail-biting among sociopaths was higher than among normals. As indicated by the
authors, this finding does not suggest that nail-biters have a tendency toward
sociopathy, but rather suggests that sociopaths may experience more anxiety
than is generally attributed to them. 


 Bibliography  


 Abe, K., and Oda, N.
“Follow-up Study of Children of Childhood Ticquers,” Biological Psychiatry, 13 (1978): 629-630. 


 Anthony, J. “An
Experimental Approach to the Psychopathology of Childhood: Encopresis,” British Journal of Medical Pathology, 30
(1959): 156-174. 


Anthony, J. “Neuroses in Childhood,” in Freedman, A.,
Kaplan H., and Saddock, B., eds., Comprehensive
Textbook of Psychiatry, Baltimore: Williams & Wilkins, 1975, pp.
2143-2160. 


 Ballinger, B. “The
Prevalence of Nail-biting in Normal and Abnormal Populations,” British Journal of Psychiatry, 117
(1970): 445-446. 


 Bellman, M. “Studies
on Encopresis,” Acta Paediatrica
Scandinavica, supp., 170 (1966): 1-151. 


 Bemporad, J.
“Characteristics of Encopretic Patients and their Families,” Journal of the Academy of Child Psychiatry,
10 (1971): 272-292. 


 Birch, L. “The
Incidence of Nail-biting Among School-children, British Journal of Education and Psychology, 25 (1955): 123-128. 


 Brady, J. P.
“Metronome Conditioned Speech Retraining for Stuttering,” Behavioral Therapy, 2 (1977): 129-150. 


 Brazelton, T. B. “A
Child-Oriented Approach to Toilet Training,” Pediatrics, 29 . (1962): 121-128. 


 Bruun, R., et al. “A
Follow-up of 78 Patients with Gilles de la Tourette’s Syndrome,” American Journal of Psychiatry, 133
(1976): 944-947. 


 Burns, D., Brady, J.
P., and Kuruvilla, K. “The Acute Effects of Haloperidol and Apomorphine on the
Severity of Stutterers,” Biological
Psychiatry, 13 (1978): 255-264. 


De Hirsch, K. “Language Disturbances,” in Freedman, A.,
Kaplan, H., and Saddock, B., eds., The Comprehensive Textbook of Psychiatry. Baltimore:
Williams & Wilkins, 1975, pp. 2108-2116. 


 Dische, S.
“Childhood Enuresis. A Family Problem,” Practitioner, 221 (1978):
323-330. 


Easson, W. “Encopresis,” Canadian Medical Association Journal, 82 (1960): 624-628. 


Esman, A. “Nocturnal Enuresis. Some Current Concepts,"
Journal of the Academy of Child
Psychiatry, 16 (1977): 150-158.


 Eysenck, H. J.
“Learning Theory and Behavior Therapy,” in Behavior
Therapy and the Neurosis. London: Pergamon Press, 1960: 4-21. 


 Freeman, F. J., and
Ushijima, T. “Laryngeal Muscle Activity During Stuttering,” Journal of Speech and Hearing Research, 21
(1978): 538-563. 


 Gerard, M.
“Enuresis: A Study in Etiology,” American
Journal of Orthopsychiatry, 9 (1939): 48-58. 


 Gerard, M. “The
Psychogenic Tic in Ego Development,” in Essler, R. L. et al., eds., The Psychoanalytic Study of the Child. vol.
2, New York: International Universities Press 1946, pp. 133-162. 


 Golden, A. “Patterns
of Child Rearing in Relation to Thumb-Sucking,” British Journal of Orthodontics, 5 (1978): 81-88. 


 Goldfarb, W. “Infant
Rearing Problem Behavior,” American
Journal of Orthopsychiatry, 13 (1943): 249-265. 


 Hallgren, B.
“Enuresis,” Acta Psychiatrica
Scandinavica, Supp., 114 (1957): 1-139. 


 Halpern, W. I. “The
Treatment of Encopretic Children,"
Journal of the American Academy of Child Psychiatry, 17 (1977): 478-516. 


 Harris, L., and
Purohit, A. “Bladder Training and Enuresis: A Controlled Study,” Behavioral Research Therapy, 15 (1977):
485-490. 


 Hein, H. “Who Should
Accept Primary Responsibility for the Encopretic Child?” Clinical Pediatrics, 17 (1978): 67-70. 


 Kales, A., et al.
“Enuretic Frequency and Sleep Stages,” Pediatrics,
60 (1977): 431-436. 


 Kaplan, N. R., and
Kaplan, M. “The Gestalt Approach to Stuttering,” Journal of Communication Disorders, 11 (1978): 1-9. 


 Katan, A.
“Experiences with Enuretics,” in Eissler, R. L., et al., eds., The Psychoanalytic Study of the Child,
vol. 2, New York: International Universities Press, 1946, pp. 241-255. 


Kessler, J. W. Psychopathology
of Childhood. New York: Prentice-Hall, 1966. Kolb, L. C. Modern Clinical Psychiatry, Philadelphia:
W. B. Saunders, 1977. 


Levy, D. M. “Finger-sucking and Accessory Movements in
Early Infancy: An Etiological Study,” American
Journal of Psychiatry, 7 (1928): 881-918. 


Levy, D. “On the Problem of Movement Restraint,” American Journal of Orthopsychiatry, 14
(1944): 644-671. 


Mahler, M. “A Psychoanalytic Evaluation of Tic in
Psychopathology of Children: Symptomatic and Tic Syndrome,” in Eissler, R. L.,
et al., eds., The Psychoanalytic Study of
the Child, vol. 3/4, New York: International Universities Press, 1949, pp.
279-310. 


 Massler, M. “Oral
Habits: Origin, Evaluation and Current Concepts in Management,” Alpha Omegan, 56 (1963): 127-134. 


 Massler, M., and
Malone, A. “Nail-biting, A Review,” Journal
of Pediatrics, 36 (1950) 523-531. 


 Moore, W. H., Jr.,
and Lang, M. K. “Alpha Asymmetry Over the Right and Left Hemispheres of
Stutterers,” Perceptual Motor Skills,
44 (1977): 223-230. 


 Mowrer, O. H., and
Mowrer, W. A. “Enuresis: A Method for its Study and Treatment,” American Journal of Orthopsychiatry, 8
(1938): 436-459. 


 Olness, K., and
Gardner, G. “Some Guidelines for Uses of Hypnotherapy in Pediatrics,” Pediatrics, 62 (1978): 228-233. 


 Orton, S. Reading, Writing and Speech Disorders in
Children. New York: W. W. Norton, 1937. 


 Ozturk, M., and
Ozturk, O. M. “Thumb-sucking and Falling Asleep,” British Journal of Medical Psychology, 50 (1977): 95-103. 


 PRUGH, D. “Child
Experience and Colonic Disorders,” Annals
of the New York Academy of Science, 58 (1954): 355-376. 


 Richmond, J., Eddy,
E., and Garrard, S. “The Syndrome of Fecal Soiling and Megacolon,” American Journal of Orthopsychiatry, 24
(1954): 391-401. 


 Ritvo, E., et al.
“Arousal and Non-Arousal Types of Enuresis,” American Journal of Psychiatry, 126 (1969): 77-84. 


 Safer, D. “Guiding
Parents of Children with Habit Symptoms,” in Arnold, L. E., ed., Helping Parents Help Their Children. New
York: Brunner/Mazel, 1978, pp. 232-243. 


 Sears, R. R., and
Wise, G. W. “Relation of Cup Feeding in Infancy to Thumb-sucking and The Oral
Drive,” American Journal of
Orthopsychiatry, 20 (1950): 123-139. 


 Shaffer, D., Hedge,
B., and Stephenson, J. “Trial of an Alpha-adrenolytic Drug (Indoramin),” Developmental Medicine and Child Neurology,
20 (1978): 183-188. 


 Shapiro, A., et al.,
Gilles de la Tourette Syndrome. New
York: Raven Press, 1977. 


 Sperling, M.
"Dynamic Considerations and Treatment of Enuresis" Journal of the American Academy of Child Psychiatry, 4 (1965):
19-31. 


 Timmons, B. A., and
Boudreau, J. P. “Speech Dysfluencies and Delayed Auditory Feedback Reactions,” Perceptual Motor Skills, 47 (1978):
859-862. 


 Walker, B., and
Ziskind, E. “Relationship of Nail-biting to Sociopathy,” Journal of Nervous and Mental Disease, 164/165 (1977): 64-65. 


 Werry, J. “The
Conditioning Treatment of Enuresis,” American
Journal of Psychiatry, 123 (1966): 226-229. 


 Wright, L., and
Walker, C. “Treatment of the Child with Psychogenic Encopresis. An Effective
Program of Treatment,” Clinical
Pediatrics, 16 (1977): 1042-1045. 


 Wyatt, G. L., and
Herzan, H. M. “Therapy with Stuttering Children and Their Mothers,” American Journal of Orthopsychiatry, 32
(1962): 645-660. 


 Yates, A. Theory and Practice in Behavior Therapy.
New York: Wiley-Interscience, 1975. 


CHAPTER 10 

ALTERNATIVE LIFE-STYLES AND THE MENTAL HEALTH OF CHILDREN  


 Carol Nadelson  


In recent years, social changes have brought about major differences
in family life and expectations. There have been increased numbers of women in
the work force, especially women with young children; an increased divorce rate
has meant that women have frequently become heads of families; changes in
custody practice have led to fathers more often being awarded custody of
children; a general decline in birth rate has resulted in smaller families;
there have been changes in sexual behavior; there has been an alteration of
traditional role behaviors; and progressive urbanization has affected family
ties. 


The ability to control reproduction has had a major impact. Birth
control methods have made it possible to limit birth rates with consequent
diminution of the impact of pregnancy and childbirth on the lives of women. 


An important related change has been in the area of work and careers
of women. For some families this change has been enriching, for others it has
generated conflicts about achievement, family responsibilities, and role
redefinition. Social changes have spurred challenges to the traditional views
of male and female development. They have also affected the conditions of
growing up and effected the sex role stereotyping of childrearing. Family
life-styles and models have begun to include many alternatives to the
“traditional” family. 


Reference to the work alternative immediately brings up the
question, alternative to what? It implies a norm, and thus an alternative to
that norm. The obvious response to this question is that the norm is a
two-parent family with two children, in which the parents are married to each
other, the father is away at work during the day, and the mother is a
“housewife.” 


When we face the reality of the American family, we discover to our
surprise that only 6 percent of American families currently fit the model.
Thus, these “traditional” families have become the deviant ones. Our
pluralistic society offers a variety of alternative models, some relating to
differences in cultural norms, others occurring because of socioeconomic
conditions, and still others, the product of changing mores and values. In this
chapter we will review the various alternatives as they currently exist and
describe how these affect the rearing and mental health of children. 


 What Has Changed  


One immediately apparent change is that the birth rate has dropped
dramatically. Americans are having fewer children than in any time in our
history. However, the number of unwed mothers has increased. Census data show
that there are fewer marriages and more divorces. In 1975, the census bureau
reported a 3 percent drop in the number of marriages. Furthermore, the
proportion of women remaining single until they are between the ages of twenty
and twenty-four has increased by one-third since 1960, and the number of
unmarried women and men living together has increased by 800 percent during the
1960s. The divorce rate in the United States is now at the highest point it has
ever been, and it is higher than any other industrialized country. One million
divorces occurred in 1976 compared to two million marriages. Two million adults
and one million children under the age of eighteen were involved directly in
divorce; (including indirectly a multitude of friends, relatives, neighbors and
colleagues). At today’s rate, one-third of first marriages and close to
one-half of second marriages will end in divorce. One-half of all separations
lead to reconciliation, but half of these reconciliations are temporary and end
ultimately in divorce. A rough projection based on divorce rates is that 30
percent of children growing up in the 1970s will experience parental divorce.
Thus, divorce has created many single-parent families. 


Within what has been considered the traditional family structure,
the situation has also changed. Both partners are more apt to be working even
when young children are at home. Approximately one-half of all women sixteen
years or older are in the work force or actively seeking employment. Forty-one
percent of these working women have children under eighteen years of age; 31
percent of children under six have working mothers. The number of women in the
work force has increased by 60 percent in the past decade. 


While this represents substantial change, it is important to note
that the “traditional” pattern itself, with a full-time, life-time mother has
actually been traditional for only one or two generations, the result of
increased industrialization and relative affluence. Previous to this, women who
were in the lower classes had always filled many roles and shared the burden of
work in order to sustain their families. 


Another change has been in the definition and relationship of family
members to each other. The time spent living together in a family unit has come
to be only a small part of the life cycle. Recent census data also reveal a
rapid expansion of the numbers of people living alone. Almost 20 percent of
American households now contain only one person. Most of the people in this age
group are either young and not yet married, formerly married people, or older
people who have been widowed. While women predominate in one-person households,
a considerable number of divorced men now live alone. Furthermore, a young
adult without a spouse is more likely to be living alone than with a family. 


The past few years have also seen many changes in attitudes about
career and family life-styles, especially among young people. In a 1967 study,
50 percent of women college students stated that in addition to being a wife
and mother, having a career was important. By 1971, 81 percent of a sample of
college students held this view. At the same time, contrary to prevailing
misconception, 91 percent of male students expressed interest in marriage to a
wife with a career out of the home. Furthermore, 60 percent of male and female
students thought that fathers and mothers should spend equal time with
children, 44 percent of males felt that men and women should share household
responsibility, and 70 percent of females and 40 percent of males felt that
both partners should contribute equally to family financing. This latter
discrepancy may represent either a realistic evaluation of the present
differences in male/female earning power or a reluctance to relinquish the
privileges accompanying the role of the major “breadwinner.” By 1977,
three-fourths of college men said that they expected to spend as much time as
their wives in bringing up children. 


Potential parents are now more concerned about the high cost, both
personally and financially, of having children. People report wanting fewer
children, and those who have raised a family often express regrets about their
choice. 


The law has provided other indicators of change. The 1973 Supreme
Court decision permitting legal abortion, the emergence of no-fault divorce,
increased recognition of illegitimate children, and joint custody following
divorce are among the changes which affect life-style. 


Lest we see these as radical departures from tradition, we must
remember that many of the so-called radical ideas of this part of the century
recapitulate much of the earlier ferment around women’s rights, male and female
sex roles, sexuality, and the relationships between the individual family and
society. The last half of the nineteenth century and the beginning of the 1920s
brought a sharp increase in these concerns. The depression of the early
thirties, followed by World War II in the forties, interrupted the development
of alternatives, and brought forth the era of togetherness, the 1950s. The baby
boom and the increased domesticity of women were the aftermaths of this
disruption. In a sense then, we are witnessing an evolutionary process. 


Since the turn of the century, scholars have debated the impact on
the family of these changes. Some see the family as undermined by its loss of
economic functions, the movement of populations, the shift of manufacturing
from home to industry, and the emergence of public schools and day nurseries.
For the first time in history, both men and women can find work and satisfy
basic needs without family ties. Thus, while the family no longer may function
as a work place, school, or hospital, this does not imply that the basic family
functions of nurturance, raising children, and providing companionship and
refuge are not important. 


Another important change has been the reduction of infant and child
mortality and the development of contraceptives. When the life cycle was
shorter and the youngest child usually left home close to the end of the
average mother’s life expectancy, there was less concern about planning for
later life. Today the average women can expect several decades without maternal
responsibilities. 


Rossi estimated that the average woman marries at age twenty-two,
has two children two years apart, and dies at seventy-four, nine years after
the husband’s death at age sixty-seven. She thus has fifty-six years of
adulthood (starting at age eighteen): (1) 23 percent (thirteen years) are without
a husband; (2) 41 percent (twenty-three years) are with a husband but without
children under eighteen; and (3) 36 percent (twenty years) are with a husband
and at least one child under eighteen. 


If we assume that full-time parenting is required only up to school
entry, then only 12 percent of a woman’s adulthood (or seven years) consists of
full-time mothering of preschool children. While these figures continue to
change, it is clear that even the nonworking woman in contemporary society will
spend almost two times as many years with neither husband nor dependent
children as she does in caring for preschool children. Furthermore, the rising
divorce rate makes it a distinct possibility that many women will be alone for
even a longer time than in the past, and that they will have to support
themselves, and often their children. 


 The Choice of Singleness  


A new style of “singlehood” has emerged. It appears that those who
remain single by choice are increasing in numbers. In 1962, a study of
unmarried college students reported that only 2 percent of them had little or
no interest in future marriage. A decade later, Stein found that 2.7 percent of
freshman and 7.7 percent of seniors did not expect to marry. By 1973, however,
40 percent of senior women said they did not know whether they would or would
not marry. Further, 39 percent of seniors felt that traditional marriage was
becoming obsolete, and 25 percent agreed with the statement that the
traditional family structure of mother, father, and children living under one
roof was not a viable family organization. Bird believes that changes in sexual
mores and sex roles have contributed to this development. Men no longer have to
marry to have sex and women no longer marry to get financial support. 


In the 1950s, Kuhn studied a group of individuals who had not
married. Their reasons for remaining unmarried included: hostility toward
marriage or toward members of the opposite sex; homosexuality; emotional
involvement with parents; poor health or physical characteristics;
unattractiveness; unwillingness to assume responsibility; inability to find the
“true love”; social inadequacy; marriage perceived as a threat to career goals;
economic problems; and geographic, educational, or occupational isolation that
limited the chances of meeting an eligible mate. The main thrust of these
findings is that those who did not marry were seen as failing. Stein, in a more
recent study, reported positive reasons for remaining single. Individuals spoke
of freedom, enjoyment, opportunities to meet people and develop friendships,
economic independence, more and better social experience, and opportunities for
personal development. Adams, in 1971, suggested that for women to choose
singleness they must have economic independence, social and psychological
autonomy, and a clear intent to remain single by preference. 


Since the dominant value in society is for marriage, individuals who
choose to remain single often experience some stress. Some of this is because
singleness is considered a threat to married people. Further, some report
active discrimination against single people. For example, 80 percent of the
companies reporting in Jacoby’s 1974 survey, asserted that while marriage was
not essential to upward mobility, the majority of executives and members of
junior management were married. Over 60 percent felt that single executives
tend to make snap judgments, and 25 percent believed that singles were less
stable than married people. 


There appear to be differences between the life experiences of single
men and single women. Single women more often than single men find themselves
frustrated in obtaining intimate relationships. Sometimes, intense
relationships, either heterosexual or homosexual, may help develop a sense of
community or family. Friendships become an important source of support and
sustenance. Many single women live together or with their parents or families
for emotional or economic support, or to ease the loneliness and isolation that
may occur when there is no one to count on. However, marriage clearly does not
guarantee reliability and companionship either. 


Research data indicate that unmarried women have better physical and
psychological health than unmarried men. It is not clear why this is true,
although people have speculated that men who do not marry may have more serious
physical or emotional problems than women who do not marry. 


There have been few studies that have examined the reasons for
remaining single or the consequences of remaining single for a lifetime. There
are, however, some women who make the choice because they do not wish to make
unacceptable compromises. Since women have tended to marry up (that is, into a
higher social status), and men down, there may be fewer men available for women
at the top. Furthermore, physical attractiveness and agreeable personality
characteristics have in the past tended to be seen as more important for
attracting a partner for women than for men. 


There has been even less information gathered on women who remain
single because they choose lesbian relationships, since most research on
homosexuals focuses on males. Lesbians tend to have long-term stable love
relationships. Some lesbians also desire to be parents and may achieve
parenthood either by adopting children or by bearing them with or without
marriage. Some lesbians are bisexual, and formerly married; others have
children by artificial insemination or by finding a man who agrees to be a
“donor.” 


Abbott and Love reported that one-third of the members of the
Daughters of Bilitis (a gay women’s organization) had children. Those who were
divorced often had serious problems about child custody. Some of the court
decisions have allowed them to retain custody of their children, as long as
their partner did not live in the household. There has been increasing interest
in lesbian mothers and the effects of their sexual preference on their
children. Although there is little long-term data available, it appears that
the children of lesbians, including those who live in lesbian households, grow
up with the same range of sexual interests and preferences as do other
children. 


 Why Marry?  


Marriage is one of the few institutions which exists in all
societies. It has a number of important functions: (1) it allows for regulation
and stabilization of sexual relationships; (2) it is a solution to the problem
of replacement in society and legitimizes children; and (3) it divides labor.
The American perspective has been that marriage occurs for a number of reasons:
(1) happiness; (2) political or economic alliance; (3) as a springboard for
society; and (4) to have children. For the individual a number of other complex
reasons are added, including: societal and family pressures; fantasies about a
“perfect” life; concerns about loneliness; and needs for intimacy. Specific
choices are often made because of romantic expectations and wishes rather than
more practical considerations, such as the similarity of life goals or the
ability to work out problems together. 


People do consider a number of factors, including the compatibility
of ideas, values, expectations, and desires, as well as family background, age,
education, financial success, and future goals. Most often, however, romance
starts a relationship. While it may persist and even expand, the realities of
building a life with another person often present problems that were not
initially expected. There may be concrete recognition of disparities, or
dissatisfaction may arise from unconscious issues related to past experiences
and conflicts. An aspect of the process of selection of a mate, after all, is
based on unconscious signals. Marriage also presents a paradox, especially for
people who marry early before they have settled their own concerns about
identity and independence. 


From the perspective of mental health, marriage appears to be a
benefit for men, but a stress for women. Married women seek help for emotional
problems more often than married men or single women. Marriage may be more
stressful for women than men for a variety of reasons: 


1. The woman
who marries modifies her life more than does her husband and risks more loss of
autonomy. Although this pattern is changing, and there are an increasing number
of couples who work out alternative life-styles (for example, dual-careers,
commuting, and so forth), these patterns are by no means problem-free, nor do
they necessarily change some of the pressures. 


2. For women
who marry and become housewives, the tendency toward lack of role
differentiation and diversity may lead to decreased self-esteem. The fact that
the housewife role is an ascribed rather than achieved role, and that it is
expected that women perform well in it without opportunity for diversification,
implies that all women must succeed. In fact, women who do not succeed in this
role are frequently viewed as life failures. 


3. A loss of status may occur for a woman who has
had an active career and then gives it up to marry. She often finds her role as
housewife and mother devalued, although lip service is paid to its importance.
While fewer women without children give up work than do mothers, many women who
marry alter their career or work patterns and take positions with more
flexibility and fewer time demands in order to spend more time at home or to be
available to travel or entertain. 


Recent work in adult development has indicated that important shifts
occur throughout life.' The concept of a marital life cycle has also evolved.
Stages in the individual life cycle may or may not be paralleled with stages in
marriage, and conflicts may result from the fact that the partners are in
different stages of development in their lives or because there are shifts in
tasks, expectations, and demands which include the birth of children, changes
in careers, relationships with relatives and friends and the physical environment.
Alternative styles must often be worked out in the course of a marriage since
complementary shifts may not occur in both partners. If alternatives are not
possible, the balance of the relationship may be disturbed. 


 Children versus Childlessness  


More and more couples today are choosing not to have children. Many
decide to postpone childbearing temporarily or indefinitely because of career
goals, dislike of children, anticipated problems, or desire for more freedom.
Some of these people seek sterilization, others rely on birth control. This is
a major social change; it is the first time in human history that the choice of childlessness has been safe
and possible. The impact of this change is not yet clear, although it appears
that the stigma against childlessness has diminished. 


Vivers has reported that about 5 percent of all couples voluntarily
forgo parenthood. There appear to be two paths. One is an explicitly stated
intention, the other is postponement until it becomes too late. Since there is
strong cultural pressure to have children, it may be easier to avoid the issue
rather than to make a deliberate decision. 


Many people who make the initial decision to remain childless, later
change their minds. This is indicated by the fact that an increasing number of
“older” women (past thirty-five) bearing their first child state that they had
decided not to have children earlier in their lives, and by the increasing
number of people who have requested reversals of sterilization procedures. 


Little long-term data are available about those who have chosen to
remain childless. Couples who are childless however do report greater marital
satisfaction during the early years of marriage than do those with young
children. A national survey reported that 88 percent of childless wives and 73
percent of childless husbands between ages eighteen and twenty-nine felt happy
with their lives, compared with 65 percent of husbands and wives with children
under six. Contentment dropped and stress increased when couples had their first
child. As the children grew older, marital happiness increased, and this
pattern continued after the children left home. Over the course of their adult
lives, however, women with children have reported greater overall life
satisfaction than childless women. 


This situation is not entirely due to the conditions of parenthood
itself, but also relates to other pressures including economic strain,
relationships with family, the need to adjust to differences in backgrounds and
personalities, and the expectations of often immature and inexperienced people
that they can live together and agree on a number of previously unknown aspects
of life. 


The decision to bear children is a complex one. Motivations include
a love for children and the feeling that they will offer a full life, that it
is “natural” to have children, that children will create a closeness and family
atmosphere, that children will please a partner (or parents), and that having
children will provide a kind of immortality. People also want children because
they are insecure, dependent, or seek love and approval. Having children may
also be viewed as a way of finding normality, approval, or reaffirmation of
sexuality. 


While there is evidence that women who marry but remain childless
are more successful in their careers, the higher a woman’s educational level,
the less likely she is to stop her career when she has children. The stresses
of motherhood are high because of beliefs and attitudes about child rearing
which place higher demands on mothers than on fathers. Although pregnancy and
childbearing do involve women more, mothers also continue to remain the major
rearers of children, despite work and careers. 


 The Impact of the Changing Role of Women  


Responses to the changing role of women have varied. There are those
who herald a new era of freedom while others cite mothers and wives who are out
of the home as the cause of divorce, teenage pregnancy, delinquency, violence,
homosexuality, and other “ills” of society. This view reflects both anxiety
about change and the inability to assess realistically its impact. In many
instances, the assumption that all women have a choice does not take account of
the pressures on women to work and the lack of real alternatives. 


The working mother has become an increasingly more familiar maternal
model, and marital status no longer determines whether a mother works.
Although, currently, most working mothers are married, live with their
husbands, and have school-age children, a large number (more than 15 million)
are single, separated, widowed, or divorced. A substantial proportion of this
group have young children. In the past decade, families headed by women have
grown in number ten times as rapidly as two-parent families. 


Women who are single parents either because of divorce or because
they never married suffer significant economic problems. Such women are
increasingly likely to be poor. In 1974, one-eighth of all families in the
United States were headed by women, and one-third of these had incomes below
the poverty level. This figure, which is on the rise, includes women who were
formerly considered middle class. 


Most women work out of economic necessity; they remain in low-status
jobs that provide limited personal goals. Moreover, they add their job
responsibilities to their traditional roster of activities and often think of
their work as an extension of their nurturant maternal and providing role,
rather than as an independent activity about which they may have some choice
and from which they obtain personal gratification. These women often experience
role strain as a result of the proliferation of areas of responsibilities. 


Women who work bear a considerably greater psychological burden than
do men in reconciling family and work demands. This burden has been increased by
current reemphasis on the importance of early childhood relationships which are
still usually thought of as mother-child, rather than parent-child. 


Concern and conflict about the care of their children is a prominent
feature in working women’s lives. If children develop physical or emotional
problems, women are usually quick to be blamed and also to blame themselves,
although the etiology factors may not be at all clear. The working woman often
believes that her work is not in the best interest of her family. She may, in
fact, overcompensate by asking for less help from other family members than the
nonworking woman. 


In assessing the effect of maternal employment, data on maternal
separation and maternal deprivation have been confounded with those on employment.
Thus, it is often difficult to delineate factors. In addition to the work and
child-care situations, one must consider the nature of the early mother-child
relationship, the personality characteristics of the mother prior to the birth
of the child, her concept of her role, the age of the child and his/her
emotional and cognitive state, and a variety of family variables. Furthermore,
these factors, in turn, affect the mother’s relationship to the child and her
decisions about work. Additional evidence suggests there may be sex differences
in the responses of children to maternal employment; for example, a boy’s
development has been reported to be enhanced by a stimulating environment
outside the home, whereas a girl may benefit more from close contact with the
mother. These findings are also related to the age of the child when the mother
is less available and to the role of the father. The interpretation of these
data must also address the values involved in these reports. Namely, what is
considered a desirable personal outcome for boys as compared with girls? 


The impact of sociocultural factors, especially poverty, in the
lives of families is, in addition to psychological factors, an important
concern. Bronfenbrenner points out that deprivation and poverty interfere with
parent-child relationships, as do social forces undermining the confidence and
the motivation of people to be good parents. Poverty as well as limitations in
real options, outlook, and assessment of opportunities, can contribute to a limited
view of life and to depression. Furthermore, deprivation and abandonment are
not only the result of the physical absence of a parent, but also derive from
preoccupation, depression, and emotional unavailability. If the mother is
already depressed, full-time employment can further sap her energy. 


Bronfenbrenner, Lamb, and Brown also call attention to the effects
on children of the absences of fathers, whether by virtue of working long hours
or because of divorce. Absence of adults increases a child’s susceptibility to
group and peer influences, which may, in some cases, intensify antisocial
tendencies. 


An additional way in which adults fail to play a meaningful part in
children’s lives derives from discontinuity between generations and from the
instability of many families resulting from physical scattering of family
members. Intergenerational bonds are often lacking or diffused, and parents and
grandparents do not have opportunities for contact. 


 Maternal Deprivation and Attachment  


There has been a great deal of concern about how to integrate
emerging data on the importance of mother-infant attachment, with the fact that
a growing number of women are leaving their children, including young infants,
in the care of others. The impact of this on children’s development is not
clear. 


In their follow-up study on the effects of close contact between the
mother and newborn infant, Klaus and Kennell found that there were positive
effects from the intimate contact, such as greater attachment behavior, weight
gain, and fewer illnesses in the first year. Also, there was greater language
development at five years of age. 


While this and other data emphasize the importance of early bonding,
the equation of maternal employment with risk of failure of attachment cannot
be made for a number of reasons. Many authors' emphasize the necessity of
considering multiple variables in context, since to consider the effect of
maternal employment alone is simplistic and limited in applicability. Cox, for
example, found that the effect of maternal employment was negative in
father-absent families but not in families with two parents. Resch, Johnson and
Johnson, Murray, Hoffman, and Moss have reported that the distress of children
in substitute care arrangements was eliminated, or modified, when there was
familiarity with the substitute care setting, consistency and caring in
relationships with caretakers and other children, and emerging play interests.
Marantz and Mansfield suggest that the cognitive stage of the child and other
developmental variables are also important. 


In a review of studies of the effect on infants of substitute care,
Murray concluded that developmental progress of the infant appears to be
related to the strength of the mother-infant attachment and the level of
stimulation in the home, regardless of the setting of rearing. Separations do
not in themselves appear to be harmful, particularly after the first year, as
long as they are accompanied by predictable substitute care. Emotional
disturbances are reported when mothers put such young children in unstable
care. Moore found that children placed in day care before the age of one year
showed more dependent attachment to parents and more fear than those who went
into day care later. In comparing all children receiving substitute care with
exclusively home-reared infants, he found that home-reared infants were less
aggressive, more obedient, more docile, and more concerned with approval. 


Much of the literature decrying early mother-child separation is
based on the assumption that infants are monotrophic, that is, form attachments
with one primary care taking person. This idea has been widely accepted, despite
contradictory evidence. There is considerable evidence to support the view that
multiple attachments can form and that the strength of attachments depends upon
the amount and quality of attention received from caretakers. In his review of
the literature in this area, Rutter emphasizes that the quality of mothering is
the more critical variable. 


Moreover, Schaeffer and Emerson report that children may also select
their fathers for attachment. They challenge the assumption that the child’s
preference is inevitably for the mother because of her nurturant relationship
with the child. Other researchers agree that multiple caretakers per se are not
harmful, provided there is stability and predictability in the child’s
environment. 


Thus, while there is evidence that the caretaker does indeed have to
be available and consistent in the early period, there is no clear evidence to
support the conclusion that there are negative effects of sharing the care-taking
among consistent responsive individuals. Certainly this is the pattern in many
cultures in which a grandmother, older sibling, or other relative or friend
regularly performs part of the caretaking. 


This raises still another basic issue, that is, how one decides on
what constitutes a “good” or “bad” outcome in a child. At this time the
connections between early patterns and later developmental outcomes are
unclear. Furthermore, there are important cultural variations. Since children
are reared to become adaptive adults, there are no absolute answers as to what
must be provided in every instance. Many models may be applicable as long as
basic needs for stable care and contact are met. 


Furthermore, the importance of looking at the development of
attachment as a mutual interaction is often overlooked. Studies of
constitutional traits have recognized that, in the initial month of a child’s
life, the child’s development involves a mutual interaction with the caretaker.
An understanding of the reciprocity of the relationship between the infant and
caretaker raises doubt about the conventional concept of the mother as the one
person responsible for shaping development of a plastic, unformed individual. 


 Sex Roles— Biology and Communication  


While much of the literature considers the specific impact of
particular behaviors, such as presence or absence of a mother or the
socioeconomic condition of the family, there has been less attention paid to
the significance of communications about expectations, particularly with regard
to sex roles. The choices and adaptations of children reared in home
environments with differing values and expectations are affected by these
communications. 


Parents do treat little boys and girls differently. They do this in
many subtle ways, consciously and unconsciously expressing their views of sex
role differences, for example, the perception by parents of an active little
girl as “masculine” and a quiet, reflective little boy as “feminine” occurs
frequently and is clearly perceived as approval or criticism by a child. 


The evidence that parents have different expectations and, in fact,
behave differently toward male and female infants is convincing. Rubin,
Provenzano, and Luria found that there were consistent differences in the
reports of mothers about the characteristics of their one-day-old infants that
were not objectively confirmed. Female infants were seen as significantly
softer, finer featured, smaller, and more inattentive than male infants.
Furthermore, they reported that from the birth of the child mothers acted upon
these perceptions. Studies of older infants continue to reveal mother-child
interactional differences. Moss found that mothers tended to soothe girls when
they cried by picking them up, smiling, and vocalizing, while boys were more
often held, rocked, and aroused. 


In another study, when the same six-month-old infant was presented
to mothers who were not told the sex of the infant, a differential response was
reported depending on which sex they thought the baby was. When the mothers
thought that the infant was a girl, “she” was handed a doll more frequently;
when they thought it was a boy, a train was given. In addition, the mothers did
not recognize that their behaviors differed. They also thought the female was
“softer” and so forth, even though the same infant was presented to all
mothers. 


While there is evidence that biological differences in the
development and functioning of the nervous and endocrine system exist between
girls and boys, the relevance of these have been difficult to establish. The
powerful influence of culture and the enormity of individual variation are so
critical and begin to have an impact so early that it becomes difficult to draw
conclusions about which factors are innate or fixed, and which derive from
postnatal influences. Maccoby and Jacklin, in an exhaustive review of research
data and cross cultural observations, point to evidence that a large number of
widely held views are not supported by data. 


Block emphasizes the importance of differences between mothers and
fathers in their interaction with male and female children of different ages.
She also notes the relative paucity of data on fathers’ interactions with their
children. Block’s data indicate that both mothers and fathers appear to
emphasize achievement and competition more for their sons than for their
daughters, and that there is a greater emphasis on control of affect,
independence, and assumption of personal responsibility by the parents of
males. Block states that age-specific socialization practices exist and are
related to the developmental level of the child and to the tolerance of society
for impulse expression in particular areas. 


Restrictive stereotypes limit the functioning of both men and women
and determine many aspects of their behavior. The prohibition against affective
expression by men inhibits the development of sensitivities in them, just as
the overemotional, dependent model inhibits the expression of activity and
independence by women. Block feels that because children are socialized early
into culturally-defined sex-appropriate roles, introspection and
self-evaluation, which are essential for psychological growth, are discouraged.
She states that socialization appears to expand the options of the male, who is
encouraged to be competent and actively instrumental in tasks, but that its
effects on the female are more negative since individuation and self-expressive
traits may be discouraged, leading to repression of activity-oriented impulses
and renunciation of achievement and autonomy. 


The potential developmental significance of early communications
leads us to consider the implications for psychological development when
communications are confused, dissonant, or changing. 


 Impact of Maternal Employment  


We can now redirect ourselves to another aspect of the implications
of alternative lifestyles, the effect of maternal work as a communication with
children. A growing body of data supports the idea that there are benefits for
mothers, children, and families when the mother works, even if it is out of
necessity rather than desire. Hoffman finds that in her relationship with her
children, she, as a working mother, feels less hostility and more empathy toward
her children, expresses more positive affect, and employs less coercive
discipline, although she may be somewhat overindulgent. Birnbaum studied the
attitudes of professional women toward their children and compared them with
nonworking mothers. She found that the professional mother experienced greater
pleasure in her children’s growing independence, was less inclined to be
overprotective, and placed less emphasis on self-sacrifice. 


There is considerable additional evidence that a working mother has
a positive effect, particularly on her daughters. The daughters of working
mothers were found to be more likely to choose their mothers as models and as
the people they most admired. Adolescent daughters of working mothers,
particularly in middle- and upper-socioeconomic groups, were active and
autonomous and admired their mothers, but were not unusually tied to them. Some
authors, in fact, have speculated that greater maternal distance may result in
greater later achievement by daughters. For girls of all ages, having a working
mother contributed to their concept of the female role as less restricted. They
usually approved of maternal employment and planned to seek employment when
they grew up and became mothers. Unlike daughters of nonworking mothers, they did
not assume that women were less competent than men. Vogel and associates and
Douvan found that the daughters of working mothers have less traditional sex
role attitudes than the daughters of nonworking mothers. Interestingly, these
findings were obtained in a period when working mothers were less often found
than at present. 


Studies of daughters’ academic and career achievements, provide
additional evidence of the positive effects of a mother with career interests.
A number of investigators have found that women who achieve or who aspire to
careers, particularly to less conventionally feminine careers, are more likely
to be the daughters of educated and employed women. Data on the husbands of
working women indicate that they are more actively involved in the care of the
children and that the active involvement of fathers has a positive effect on
both male and female children. Furthermore, the husbands of professional women
are more likely to respect competence and achievement in women. 


 Models of Marital Interaction: Dual Workers and
Dual Careers  


The Rapoports, in 1971, suggested that the continuing increase in
dual-career families would require more child care, revisions in sex-role
attitudes, and reconsiderations of the organization of productive work and of
family life. In their subsequent volume, they pointed out that while the
dual-career pattern was being chosen by more people, many of the necessary
changes in life-styles and patterns had not occurred because of the
inflexibility of social systems and internalized resistance to change. 


If both partners in a dual-career marriage have high commitment
careers with responsibilities extending beyond the usual eight-hour work day,
the commitment demands modification in roles, tasks, and decision making. For
example, a husband cannot assume that his wife will take off from work when a
child is ill or when household repairs are needed, and a wife cannot count on
her husband to be available to repair the car when it breaks down. Couples must
work out a variety of strategies to cope with both the ordinary aspects of life
and the special circumstances that are created by the lack of availability of
one partner who functions as the “wife”—the partner who tackles the chores,
arranges child care, schedules social activities, and buffers the other (the
husband) from the demands of daily life. 


Weingarten describes a typical scene which points to some of the
adaptational issues faced by the dual-career couple. 


Mr. Jones is in his study finishing a speech he will be delivering
in New York the next day, while making calls to the usual network of
babysitters to arrange for someone to stay with his children for the evening.
Dr. Jones is talking with her answering service on the other line to ascertain
how high a fever Billy Smith has, while simultaneously heating up a stew for
dinner. In an hour, Mr. Jones will drive to the airport, the babysitter will
arrive, and Dr. Jones will meet Billy Smith and his parents at a local hospital
emergency room. 


Meanwhile, at Billy Smith’s home, Mr. Smith is calling his wife at
her law office to ask her to stop off on her way home and buy a pizza so that
they will not have to prepare dinner in case Dr. Jones wants to see Billy that
evening. 


Clearly, dual-career marriages compel both partners to make
adaptations that may not be required within more conventional marriages, and
these have important implications for children. Modifications in many areas of
life can be seen in terms of decision making and allocation of responsibilities
for family maintenance and care of children. Couples must often redefine
gender-oriented activities and adapt emotionally to the stresses of new roles
and expectations. Obviously, when both spouses are heavily invested in their
careers, giving up one’s aspirations for the benefit of the other is likely to
be viewed as a loss. 


According to Rosen, Jerdee, and Prestwich, it is rare for couples to
acknowledge that they have chosen to give the wife’s career precedence, because
of the conflict with traditionally accepted values. Berger and associates
report that even when this was done, the family often maintained the myth that
the traditional model still existed. The husband who was a house-husband denied
that he was unemployed, even to friends. 


Lein and associates found that for spouses who viewed work as a
financial necessity rather than a personal commitment, it was easier to be
supportive of each other’s job-seeking endeavors. Under these circumstances the
wife’s work was seen as a way of expressing interest in the family, rather than
competition with the husband’s work. Among dual-career couples, the wife’s work
was more likely to be thought of as competing with the husband’s work. 


The dual-career model is relatively recent, and except for a few
reports, there are few data on its long-term viability. For example, the widely
held myth that marital discord or dissatisfaction may arise from conditions of
status inequality in the marriage has not been supported. Richardson was not
able to substantiate the presumption of marital troubles arising in dual-career
families in which wives were equal to or higher in occupational prestige than
their husbands. 


With regard to children, there are even fewer clear data, except
that derived from the evidence of achievement of the children, noted
previously. On the other hand, there is positive developmental value connected
with communicating to children that any number of instrumental, cognitive, and
emotional functions are not necessarily gender-oriented or rigidly associated
with sex role. It seems reasonable to hope that children who grow up in a home
where caretaking activities are shared between the father and mother will be
able to develop flexible ideas of their personal work role and family role
identities. Furthermore, children can develop the idea that both parents can be
readily and realistically available for all kinds of problem resolution. 


 Divorce  


An alternative, the single parent or reconstituted family, may
result when divorce has occurred. The fact that most divorced people remarry,
although men are more likely to do so than women, indicates that there are
likely to be significant changes in family structure. This includes the
problems and adjustments of reconstituted families and the increased number of
single parents as a result of divorce. 


People considering divorce often do not expect to be vulnerable to
the stress which occurs particularly in the period of time shortly after the
divorce. They may be unprepared for the loneliness, the isolation, and the
emptiness they often feel. While separation may initially be a relief if a
marriage has been filled with tension and conflict, at some point those who
divorce usually do experience profound feelings about the loss. 


The stress of marital disruption may lead to emotional or physical
symptoms. It has been reported that generally, widowed, separated, and divorced
persons have higher rates of disability than married or never-married persons.
Separated and divorced individuals, particularly women, seem unusually
vulnerable to acute ill health. The most vulnerable period appears to occur
during the separation phase. 


People who are separated or divorced have also been found to be
overrepresented among psychiatric patients. Of all the social variables related
to the distribution of psychotherapy in the population, none has been more
consistently found to be so crucial than marital status. 


In both sexes, the automobile-accident fatality has been reported to
be higher among the divorced than among any other marital status group. It has
been found that the accident rate doubled during the period from six months
before to six months after a divorce. It also appears that when there has been
a loss of a loved person within the previous year (by death, divorce, or
separation), the potential for self-destruction is greater. The suicide rate is
higher among the divorced than among people of any other marital status. There
is increasing evidence linking human loneliness, or a sense of separateness, to
disease and to premature death. “Although marital status is not clearly
indicative of the presence or absence of loneliness, a few comparative
statistics in the premature death rates of white males reveal strikingly higher
death rates among the unmarried.” Besides statistics from the suicide and
automobile fatalities, data demonstrate increased mortality rates from
cirrhosis of the liver, pulmonary carcinoma, gastrointestinal carcinomas,
cerebrovascular accidents, and cardiac disease among the divorced and widowed
population. 


People in the throes of marital crisis may experience lowered
self-esteem and may be more vulnerable to symptoms, and this may have a
substantial impact of their children, acutely as well as chronically.
Statistically the relationship between marital disruption and psychopathology appears
to be greater for men than for women. Separated men complain of a sense of
rootlessness, a loss of purpose, and a lack of meaning in their lives. They
seem to experience, more than women, a sense of personal failure at the ending
of a marriage. 


Perlin and Johnson found that symptoms of depression were
particularly common among the formerly married, especially those with children,
those with inadequate financial resources, and those who were socially
isolated. The rate of depression among the divorced increased with the number
of children at home and was greater when the children were younger. 


The demands as well as the anger and anxiety of children may be
draining and difficult. Parents having marital difficulties often feel guilty
about the distress they see in their children, and they may be overly sensitive
to criticism or disappointment. Even the “normal” problems of growing up can be
seen as related to the marital failure. Self-blame and anger at the partner
frequently increase the burden for children. 


When children are involved, divorce ends the marriage but not the
relationship with the children, or usually, with the ex-spouse, thus adding to
the parent’s experience of stress. Fathers in particular suffer from being
displaced. Losing a spouse may be viewed as a blessing, but the absence of
children can be extremely upsetting for the noncustodial parent. Men rejected
by their wives may fear equal rejection by their children and may then alter
their behavior in order to protect themselves from this potential loss. The
children, in turn, may lose their father and find themselves with a “buddy” who
tries desperately to please them. They may experience their father in a new
way—as dependent upon them. 


Some parents seek remarriage to provide a home, or to make up for an
absent parent, only to find that new problems emerge. Children may reject the
new partner because they had hoped for the reunion of their parents, they may
see the new spouse as a competitor, or they may not like the new “parent.” It
is important to recognize that this new “parent” is, in fact, a stepparent and
not a replacement. A relationship must develop over time. It is a new
relationship with unclear definition for all members of the family. Because a
marriage has taken place and the parent and new partner view themselves as a
couple, does not mean the children see the situation the same way. 


When there are children, divorce should be seen as representing a
change in the structure and function of a family, rather than as a dissolution
of the family itself, since the children continue to have their original family
as well as family that is added. When bitterness is contained, and the best
possible decisions are made, adaptation can be easier. 


 Divorce and Children  


It has been estimated that of all children born in the decade of the
1970s, 30 percent will experience parental divorce. As the number of children
involved in marital disruption increases, it is necessary to understand the
effects of this experience on them. Currently, 60 percent of all divorces
involve children under the age of eighteen. In 1976, over one million children
were involved in divorce proceedings. 


Rutter’s work serves to put in perspective the impact of marital
disruption. He found that there is an incidence of behavior problems with 5
percent of the children with a good relationship with one or both parents in a
stable marriage, 25 percent of the children with a poor relationship with one
or both parents in a stable marriage, 40 percent of the children with a good
relationship with one or both parents in a conflict-ridden marriage, and 90
percent of the children with a poor relationship with parents in a poor marital
relationship. Thus, it appears that parental conflict produces symptoms in
children and that children appear to function better in an atmosphere of
contentment, whether in a two-parent home or in a single-parent situation. 


Wallerstein and Kelly focused on the child’s developmental level
when they reported on the impact of divorce on children. They divide children
into four groups: (1) preschool ages three to six; (2) early latency ages seven
to eight; (3) late latency ages eight to eleven; and (4) adolescence. 


They found that preschool children tended to focus explanations on
themselves, for example, “Daddy left because I was a bad girl.” Self-blame for
illogical reasons were seen frequently and were not easily treated. Most of
these young children had difficulty expressing their feelings. They also lacked
a firm sense of continuing family relationships after the divorce, since their
conception of a family was based on those individuals who lived together in the
same household. These findings suggest that long-term disruption is more
probable in younger children. It has also been noted that a single parent is most
vulnerable to depression when his/her children are under the age of five. 


By the age of seven, children were more aware of their feelings and
better able to admit to sadness, although not so able to acknowledge anger.
They tended to blame themselves less, but experienced strong feelings of
abandonment and rejection. These were coupled with fear of their mother’s
anger. By age nine, children rarely felt at fault, but experienced a profound
sense of rejection and abandonment by the departing parent. They acknowledged
their feelings of anger toward one or both parents, but they attempted to
conceal their pain and wanted to appear to be courageous to the outside world.
Intra-psychically, they experienced intense loneliness and they were torn by
the conflict between anger and loyalty. They felt betrayed by their parents.
They were also troubled by the sense that their relationship with one parent
was jeopardized because of that parent’s withdrawal of emotional investment. 


Adolescents seemed painfully aware of their feelings and were
frequently able to express the anger, sadness, loss, betrayal, and shame.
Generally, they seemed to recognize their parents as individuals and they
achieved some insight. They demonstrated an understanding of their parents’
incompatibility, however, they were extremely concerned about their own future
marriage and the possibility of sustaining relationships. It appeared that
those teenagers who were able to detach themselves from their parents’
emotional turmoil soon after disruption of the marriage achieved a better
long-term adjustment. 


Frequently the pain of children is denied by one or both parents,
who are struggling with their own emotional responses. Children fear that they
will lose the love of their remaining parent if they continue to love the
absent one. For youngsters, divorce implies loss, often in the context of
unresolved ambivalence about the intense need for the absent parent and the
wish to have the conflict between parents ended. While the parents may continue
to be available, the noncustodial parent may not be involved as actively. The
children’s fantasies of reconciliation last for years, even after one parent
has remarried. Fox found that mothers of preschool children were more likely
than mothers of older children to report their children’s jealousy of mother’s
boyfriends. Mothers of older children were more likely to report that their
children encouraged “father shopping.” 


It is a major psychological accomplishment for a child to complete
the task of mourning the loss of the pre-divorce family and to accept a new
family constellation, which includes a new relationship with both the custodial
and the visiting parent. The child’s daily routine will probably change and he
or she will have to adapt to the stress of a new economic and social situation,
including the possibility of a new home, new friends, a new school, and living
with a parent who will undoubtedly be preoccupied, overburdened, anxious, and
maybe depressed. 


A variety of symptoms may appear in children, depending on the
child’s developmental level and previous adaptive capacity. Symptoms include
insomnia, nightmares, inability to concentrate, decline in school-work,
emotional outbursts and regressive behavior, enuresis, thumb sucking,
compulsive masturbation, and behavior that is overtly sexual or aggressive.
Children may also report a number of functional complaints, including muscle
weakness, fatigue, change in appetite, abdominal pain, headaches, and general
anxiety symptoms. Psychosomatic disorders, such as asthma and ulcerative
colitis, have also been reported, and pre-existing symptoms may be exacerbated. 


Preventive approaches can increase the capacity for adjusting to new
situations, by fostering a sense of security and love. Lacking these
approaches, children are in danger of losing their developmental stride or of
internalizing a sense of low self-esteem. 


 The Single Parent  


In 1976, 85 percent of all white children in this country lived with
both parents. The remaining 15 percent, or approximately 7 million children,
lived in a single-parent family, largely as result of divorce. Eleven and nine-tenths
percent of all children lived with mothers only; 1.2 percent with fathers only;
the remainder lived with neither. 


When a single parent is the mother, the economic burden becomes
awesome. Divorce thrusts most families into a lower socioeconomic situation,
especially since a large number of fathers do not provide financial support for
the children after divorce, and fathers often also lose active contact with the
children. Thus, the earning potential of female heads of families is crucial.
The number of divorced mothers in the labor force is higher than that of any
other group of mothers. Most of these women are concentrated in low-paying
jobs. In 1976, 52 percent of children in female-headed families were in
families living below the poverty line. 


When there is a divorce, adaptation is required of all family
members. Tasks are often reassigned and the children are expected to assume
more household and personal care responsibilities. Single-parent families often
suffer from a sense of social isolation and from a more erratic life-style. For
many children, this includes being shuffled from weekday homes to weekend homes
and visiting in artificial settings. 


The single mother or father may turn to a child to assume some
aspect of the role of the missing spouse, an experience which can be
distressing to the child. A father who wins custody of his children may
unconsciously set up a new household in which his oldest daughter replaces his
wife and becomes the caretaker of the family. She may have to struggle with her
own wishes and fears about replacing her mother. Not infrequently a situation
such as this leads to adolescent acting out behavior that results in pregnancy.
Similarly, the visiting parent may establish an inappropriate relationship with
his or her children. For example, the visiting father may treat his teenage
daughter more as a date than as his child and he may be surprised when she
states that she will only visit him if she brings a friend with her. 


Children in post-divorce single-parent families have been reported
to seek treatment at a rate of one per 100 population, or more than double the
rate for children in two-parent families. Furthermore, the impact on children
in single-parent families appeared greatest among the youngest children.
Children aged six to seventeen in female-headed families had a treatment-seeking
rate more than double that of children of the same age in two-parent families,
but children under six years had a rate that was four times as large as that of
children under six in two-parent families. While children under six from all
family types combined had a lower help-seeking rate than older children,
children under six living with separated single-parent mothers had a higher
rate than children six to thirteen living with their mothers. This reversal of
a positive association of age and utilization rate is cause for concern. 


 Reconstituted Families  


The current high divorce rate is coupled with a high remarriage
rate. Four out of five divorced individuals remarry, with younger individuals
more likely to remarry than older ones, and men more likely to remarry than
women. Current statistics show that only about half of these marriages succeed. 


By 1975,15 million children in this country under the age of
eighteen were living in stepfamilies, and there were approximately 25 million
husbands and wives who were stepparents. There has been to date no clear
definition of the role of the stepparent. The only social and legal model has
been the natural parent role. 


In most cases the stepparent is a newcomer who is not welcomed into
the existing system and is experienced by the children as an intruder.
Stepfamilies are likened by Visher and Visher to open systems with greater
instability and lack of control than nuclear families. They list the popular
myths about stepparents: (1) stepfamilies are the same as nuclear families; (2)
the death of a spouse makes step-parenting easier; (3) stepchildren are less
burdensome when not living at home; (4) love of a partner guarantees love of
the partner’s children; and (5) every new stepparent will immediately love his
or her stepchildren. 


Most stepmothers feel pressure to achieve closeness with
stepchildren and to avoid being cast in the role of “wicked stepmother.” Women
tend to experience more guilt than men if they do not succeed in this task. A
new stepfamily is plunged into a sea of unresolved feelings toward ex-spouses
and lost parents. Anger and competition are evoked. Children often attempt to
fragment the adults’ relationships in order to reunite the original family. 


The first three to four years of a new family unit are the most
turbulent as the husband and wife struggle to create a new relationship. There
is little privacy, and much need to devote time and energy to children. Often
the children attempt to exclude the stepparent from family intimacy. 


Remarried women often fear that their own children from the previous
marriage will suffer, or that they must favor a stepchild. Stepparents often
find it difficult to know how to behave. Remarried men often feel guilty and
concerned that their children are being neglected, especially if they have left
them, or if there is a new baby by the new wife. Stress may be greater during
visits by the children on holidays. Self-doubt, insecurity, and inferiority
feelings are frequent reactions to the confusing demands and pressures. Lowered
self-esteem, feelings of helplessness, and depression may be the psychological
risks of stepparents. 


 Two-Location Families  


From an anthropologic point of view, families do not necessarily
form households. The U.S. Census Bureau, however, assumes that married people
live together and that those who are unmarried live alone. While there are few
data to indicate how many people do live separately, certainly war,
immigration, and economic necessity, as well as some jobs (such as salesman)
that require frequent travel, have kept families apart. Today, however, a new
pattern is emerging: the female-determined two-location marriage. Kirschner and
Walum reported a variety of modes of coping with living apart, including the
use of the telephone and letters. They found that couples did not waste time
together in meaningless activities, but used their time effectively. Often work
activity was compressed during the couple’s separation to allow for more free
time when they were together. 


Couples use their separation to maximize their individual career
opportunities. Farris reported a high level of education and income in these
couples. She also found that dissatisfaction with the arrangement increases
with the duration of separation, thus the couple who commute on a weekly basis
have less difficulty than those who commute on a monthly basis. 


Those couples who did not have children did not tend to view either
home as the primary one. If there were children, the primary one was considered
the one in which the children lived. The woman-determined two-location family
leaves the male either as a new or renewed single in an established network, or
in a new location as a married single. In either case, friendship or support
systems may be difficult to establish or maintain because of lack of
understanding and discomfort experienced by others. The female member finds
herself in a similar situation. The extended family may deprecate her, coupled
friends may avoid her, and new male friends may try to seduce her. The male
culture, furthermore, is not supportive or sympathetic to the male who “lets”
his wife go off on her own, and this is especially so if she has left him with
the children. 


Commuting families with children continue to be rare, and there is
little data available on the impact of this life pattern on children. 


 Other Alternative Styles  


Communes and communal living arrangements, which have become common
since the 1960s, have long been a tradition in American society. More than 200
were founded in the nineteenth century alone. Those communes that have survived
the longest have been groups with a strong unifying drive or theme, often
religious, and with a strong, usually patriarchal leader. Communes tend to
consist of a group of people, married or single, who decide to live together
and share certain aspects of their lives. This may include money, a home, activities,
child rearing, or other tasks, as well as life goals. Many communes have
evolved into self-contained communities and have been in existence for ten or
more years, whereas others are temporary and continue only as long as the
members remain in similar positions in life. 


Most often, people who live in communes, if they are married, do
maintain monogamous life-styles within the structure of the community. This is
to be distinguished from group marriage situations which are essentially
polygamous and where sexual exchange occurs and women may have children
fathered by anyone in the group. Over time, these group marriages have tended
to be unsatisfactory to the participants because of the difficulty most people
have in sharing all aspects of their lives. 


Another alternative, the open marriage, is also defined in different
ways, depending upon the participants. Although the couple is formally married
open marriage for some implies total freedom of life-style including the
possibility of multiple sexual partners; for others, freedom is limited to
friendships and activities, but other sexual partners are not expected to be
part of the arrangement. 


The O’Neills proposed an open marriage based on equal freedom and
identity. The premise is that both partners change in a marriage and that each
must accept responsibility for himself or herself and grant the same to the
partner. They also believe that children need not be required as proof of love.
In contrast to the mystique of togetherness, the guidelines in this marriage
are equality, which indicates respect for the equal status of the other; role
flexibility; open companionship; identity; the development of the individual
through the realization of potential and growth toward autonomy; privacy; open,
honest communication; living for the present; and trust. This marital pattern
is still marriage conceptualized within the framework of a primary relationship
between two people. 


Another model is the multilateral marriage where at least three
individuals live together and have a commitment that is essentially analogous
to marriage. Those groups studied revealed that the members were motivated by
personal growth opportunities and by interest in having a variety of sexual
partners. In these families, sex roles were much less differentiated than in
the average nuclear family. 


Because they are relatively recent in origin, there have been few
careful evaluations of the successes or problems of these alternative
life-styles. While there are distinct advantages to sharing goals, values, and
property, in many of the alternative living situations jealousy,
competitiveness, and communication problems exist and may ultimately disrupt
the group or couple when other partners or demands force choices or
preferences. It is clear that changes and experiments will continue, and that
there are many reasons why men and women seek other sources of support,
companionship, and intimacy. In this situation, as well as in traditional
marriages, the fairy tale concept of living happily ever after is not
necessarily realized. Further, we have few data on the impact of these
environments upon children, particularly over time. 
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 CHAPTER 11

THE DIAGNOSIS AND TREATMENT OF BORDERLINE SYNDROMES OF CHILDHOOD  


 Jules R. Bemporad, Graeme Hanson, and Henry E
Smith     


Introduction 


The possibility of borderline conditions occurring before
adolescence is a relatively recent concept in child psychiatry. No such
official diagnosis exists for the pediatric population; yet there is a growing
body of evidence that a pathological process that is midway between neurosis
and psychosis is indeed manifested by child patients. Clinical descriptions of
such children have appeared in the literature with growing frequency during the
past three to four decades, although, in the older publications, various other
diagnostic labels such as “benign psychosis,” “severe neurosis,” or “atypical
child” were used. Perhaps the growing interest in borderline conditions in
adults has prompted clinicians to search out similar disorders in children and
also to view these seriously disturbed children in new ways. Finally, the
extensive work on the borderline syndrome in adults may have given authority to
the consideration of an analogous syndrome in younger patients. 


In this chapter, the authors will attempt to review the literature
on borderline children, present criteria for diagnosis (which due to
developmentally different levels of maturity, are different from those of
borderline adults), and discuss specific guidelines for treatment. Finally,
this chapter should be seen as a preliminary step in a longer and ongoing
exploration of this fascinating syndrome of childhood psychopathology. 


 Review of the Literature  


 History of the Borderline Concept in Adults  


The concept of a disorder that lies diagnostically between the
psychoses and the neuroses or, more precisely, of one in which superficially
appropriate functioning masks underlying psychosis, can be traced at least as
far back as Bleuler’s use of the term “latent schizophrenia.” Equally as
venerable is the debate over the existence of such disorders. Glover attacked
the concept in 1932 and his critique may be the first actual appearance of the
term “borderline” in the literature. Glover wrote: “I find the terms
‘borderline’ or ‘pre-psychotic,’ as generally used, unsatisfactory. If a
psychotic mechanism is present at all, it should be given a definite label.” 


Actually, the term “borderline state” was given status in 1953 by
Robert Knight in his description of certain adult patients for whom accurate
diagnosis was difficult, although he too argued against its use as a diagnostic
label. Borrowing the familiar metaphor of the retreating army, he wrote: “The
superficial clinical picture—hysteria, phobia, obsessions, compulsive
rituals—may represent a holding operation in a forward position, while the
major portion of the ego has regressed far behind this in varying degrees of
disorder.” 


Knight referred to those authors who had suggested alternative
terms, such as the “as if personality” of Helene Deutsch and Hoch and Polatin’s
“pseudoneurotic schizophrenia.” Frosch later described the “psychotic
character,” and significant contributions and refinements of the borderline
concept were presented by Schmideberg, Modell, Zetzel, Grinker, Masterson, and
others. In recent years, Kernberg- and Kohut, although differing, have added to
the metapsychological understanding and to the treatment of such patients. 


In 1975, Gunderson and Singer reviewed the clinical descriptions of
adult borderline patients in the literature and suggested six features on which
to base the diagnosis: (1) the presence of intense affect; (2) a history of
impulsive behavior; (3) superficially appropriate social adaptiveness; (4)
brief psychotic episodes; (5) specific patterns on psychological testing; and
(6) disturbed interpersonal relationships. 


 Introduction to the Borderline Concept in
Children  


When one attempts to apply this concept to children, one faces
further complications. Because the organism is in its most rapid period of
change and development, diagnostic criteria are more difficult to establish
with children than with adults. There is considerably more controversy even
over the use of such terms as “psychosis” and “schizophrenia” as they apply to
children. The history of the description of borderline children, nevertheless,
roughly parallels that of borderline adults, with similar concepts discussed
but with remarkably little dialogue between the two fields. Gradually there has
been an attempt to separate out a group of children with disorders distinct
from psychosis or neurosis; to define them descriptively, developmentally, and
metapsychologically; to characterize their psychological testing and treatment;
and to bring some order to the concept of borderline syndrome in childhood. 


 Early Descriptions  


As early as 1942, Bender- proposed criteria for the diagnosis of
schizophrenia in children. She felt that it was a form of encephalopathy with
behavioral pathology in every area of functioning of the central nervous
system: vegetative, motor, perceptual, intellectual, emotional, and social.
Shortly afterward, Geleerd published a description of a somewhat different type
of child. Not always considered psychotic, “they behave overtly as if they may
be suffering from a milder behavior disorder.” Geleerd did consider the
disorder to be a psychotic one, “most likely a forerunner of schizophrenia,”
but, presented in the mid-forties and early fifties, hers was among the first
of several detailed clinical descriptions of these puzzling children. 


The children Geleerd described demonstrated low frustration
tolerance and poor impulse control. Pleasant and intelligent when alone with an
adult, they became uncontrollably aggressive or withdrawn in a group. They
reacted to frustration with an extremely severe form of temper tantrum. Firm
handling of their tantrums, which would be the treatment of choice for neurotic
children, led these children into paranoia, panic, and loss of contact. Only a
loving, soothing attitude of a familiar, affectionate adult could resolve the
tantrum. These children were interested in inanimate objects and animals
(although they could be cruel to them) more than in humans. By history, they
were deviant in all stages of development, and they presented with a variety of
“neurotic” symptoms, such as phobias, nightmares, compulsions, tics, and
eating, sleeping, and toileting disturbances. 


In this and in a later paper, Geleerd related the psychodynamics of
the disorder to the infant-mother relationship and felt the child demonstrated
interpersonal skills appropriate to a much earlier period in development,
namely extreme dependency, difficulty sharing the love object, fantasies of
omnipotence, and loss of contact and withdrawal into fantasy when left alone.
She stressed the importance of the mother-child relationship as follows: 


In the case of psychotic and borderline children the feeling of loss
of the mother is experienced whenever she absents herself for a brief moment or
when the child perceives her as not all-loving. 


. . . [p. 285] To the borderline child, losing the mother or being
absent from her means being attacked and spells annihilation, [p. 287] 


Additionally, during a temper tantrum, the love object became the
attacker and the child increasingly lost contact, left alone with his
terrifying fantasies. Regarding the tantrum, Geleerd wrote, “The child was
overpowered by his fantasies—by his id—and the ego was completely defenseless.
The child can only be described as being in a panic. I believe that this
helplessness of the ego is pathognomonic for borderline cases.” Only by
maintaining a fantasy of omnipotence and control over the love object, Geleerd
believed, could the child ward off the threat of attack and abandonment in
order to function adequately. Geleerd concluded that borderline psychotic
children could be distinguished from neurotic children on the basis of an early
disturbance in ego development and an inability to function adequately in the
absence of the mother or mother-substitute. Much of her discussion anticipates
later theories regarding the disturbances of ego and object relations in the
etiology of borderline conditions. 


Mahler, in an attempt, in 1948, to separate different categories of
psychotic children according to the severity of symptoms, age of onset, and
period of developmental arrest, described a “more benign” case of childhood
psychosis with “neurosis-like defense mechanisms.” However, it was not until
1953 that there again appeared in the literature detailed clinical descriptions
of children that seem much like those described by Geleerd. In that year,
Annemarie Weil- devoted two separate papers to a discussion of borderline
children and, for the first time, compared them to the adult “borderline
states” (as described by Greenacre), as well as to adults diagnosed as having
early, subclinical, or latent schizophrenia. 


A prime feature of the children described by Weil was that they “do
not acquire latency characteristics in time.” She wrote: “The ego has not
reached the consolidation which usually gives the characteristic imprint of
reasonableness, attempt at control and integration to children of that age.”
While not as sick as those commonly called schizophrenic, they differed from
neurotic children in their degree of ego disturbance, character pathology,
fears, obsessions, and free anxiety, and in their capacity to alternate
symptoms within weeks. 


The histories of these children revealed disturbances in eating,
sleeping, motility, and language, and multiple “neurotic” symptoms. Their play
was unproductive. Under- or over-impulsive, they might have become addicted to
pretend play or remained listless, concrete, and unimaginative, apparent slaves
to reality. There was a general lack of playfulness and a lack of nuance and
proportion. Weil wrote: “These children hardly ever hit the middle line. They
do react in extremes.” Thus they can be oversensitive to others or completely
tactless, lacking empathy and discrimination. They may lie excessively or be
scrupulously honest. Weil added that in their communications there was only a
thin veiling of symbolic material in contrast to neurotic children who do not
so readily reveal conflictual material. 


Weil described three general presenting complaints: 


 1.     
   Problems
in social-emotional adaptation are common. Borderline children demonstrate
extreme ambivalence and may be very aloof or extremely clinging with family
members. She coined the phrase “clinging antagonism” to describe the ambivalent
attachment and wrote, “unmitigated outbursts of love and hate in a child well
in latency age are characteristic, especially when in close alternation.” With
nonfamily members, they may be either extremely shy or indiscriminately
friendly. 


 2.     
   Problems
of management often occur, with severe temper tantrums. 


 3.     
   “Neurotic” manifestations, such as fears,
obsessions, phobias, or fetishes are found. 


In another paper in 1953, Weil defined these children’s deficits in
ego development in terms that anticipate later descriptions of the adult
borderline: 


“Their faulty ego development . . . consists in a marked deficiency
in the development of object relationship with all its consequences (giving up
of omnipotence, of magical thinking, acceptance of the reality principle), in
reality testing, in the development of the synthetic function, and in the
proper use of age-adequate defenses. Moreover, in many of the children this
picture is accompanied by an abundance of diffuse or bound anxiety. [p. 272] 


She further described their object relations in both papers as
imitative and need satisfying. In terms of prognosis, Weil indicated that some
proceed to frank psychosis, as Geleerd also found, while others have a better
outcome if their symptoms diminish by puberty. Those with a relatively good
course may show a rigid obsessional organization and superficial socialization.
Weil suspected, as do other writers, that there is a hereditary factor in the
etiology of this syndrome. 


In 1956, Anna Freud presented a paper on “The Assessment of
Borderline Cases,” but it was not until 1969 that it was published as part of
her collected works. In this paper, she emphasized the necessity of making
qualitative, not merely quantitative, distinctions between borderline and
neurotic children, focusing on the following differences. 


 1.     
   Borderline children manifest deeper levels of
regression and more massive developmental arrests. 


 2.     
   They tend
to withdraw libido from the object world and attach it to the body of the self.
For example, instead of fighting for the right to stay up at night as most
children do, they choose to withdraw into bed and sleep, preferring their own
company to that of their families. 


 3.     
   They show
an inability to receive comfort from others. 


 4.     
   They
demonstrate a number of ego defects, consisting of (1) unstable ego boundaries
and confusions between themselves and others; (2) relative defects in reality
testing with difficulty distinguishing fantasy from reality; (3) inadequate
synthetic functions; (4) inadequate development of defenses beyond the use of
denial, projection, and introjection and little use of repression, reaction
formation, and sublimation; (5) primary process thinking; and (6)
concretization of thought processes. 


 Fluctuations in Ego State  


Whereas Weil was the first to compare these children to adult
borderlines, Ekstein and Wallerstein, in 1954, were the first to call them
“borderline children.” In “Observations on the Psychology of Borderline and
Psychotic Children,” they focused on one particular feature, reminiscent of
encounters with adult borderline patients, namely, “marked and frequent
fluctuation in ego states, visible in the treatment process,” which lends a
characteristic unpredictability to their behavior. They dramatically described
this feature as follows: 


Time and again the child will begin the therapy hour with
conversation or play wholly suited to his chronological age, so that the
clinical observer may reasonably be led to conjecture the presence of a
relatively intact ego, well able to use and to sustain the demands and
vicissitudes of classical child therapy and analysis. Yet suddenly and without
clearly perceptible stimulus, a dramatic shift may occur: the neurotic defenses
crumble precipitously; and the archaic mechanisms of the primary process and
the psychotic defenses erupt into view. Then they recede just as rapidly, and
the neurotic defenses or perhaps more accurately, the pseudoneurotic defenses,
reappear, [p. 345] 


Ekstein and Wallerstein distinguished the ego of the borderline from
that of the neurotic child by its particular vulnerability to regression and
compared the ego of the borderline child to “a delicate permeable membrane
through which the primary process penetrates with relative ease from within and
which external forces puncture easily from without.” 


They hypothesized three precipitants for such regression: (1)
changes in the therapeutic transference; (2) autistically derived changes
within the child; and (3) feelings within the child related to “changing introjects.”
In ways suggestive of the later adult literature on problems in the
countertransference and on the difficulty maintaining empathic contact with
adult borderline and narcissistic patients, they wrote: 


In reviewing our clinical material we repeatedly found that the ego
regression was directly preceded by an inadvertent rebuke or lack of
comprehension by the therapist of the child’s message, and the return into the
secondary process followed directly upon the therapist’s retrieving of his
error and demonstrating his sympathy and understanding.” [p. 350] 


Regressions and regressive fantasy occurred in response to some
affective threat within the transference and served simultaneously to withdraw
from and yet maintain contact with the therapist. They suggested that “every
fantasy production carries this double message. It reveals both an attempt to
master conflict and a confession of current inability to do so.” The most
regressive fantasies were described by the authors as oral in character with
the specific themes of separation, abandonment, bodily distortion and
disintegration, and cannibalism. 


Along with the fluctuation in ego state, each child demonstrated
considerable fluctuation in the level of interpersonal relatedness. Thus, the
relationship with the therapist at times seemed clearly autistic or symbiotic,
at other times more characteristically neurotic. Finally, Ekstein and
Wallerstein placed borderline children on a continuum between neurotic and
schizophrenic children with respect to the degree of conscious control they
could exercise over these fluctuations in ego function. Similar characteristics
were observed on psychological testing of borderline children. (See
“Performance on Psychological Testing.”) 


 Problems in Psychotherapy  


In 1956, Ekstein and Wallerstein continued their discussion of these
children with a paper on the psychotherapy of the borderline child. In contrast
to the psychotherapy of the neurotic child, in which the therapist can address
interpretations to the most advanced level of ego organization, such
interpretation precipitates panic, withdrawal, regression, or superficial
conformity by the borderline child. Furthermore, unlike the neurotic child, the
borderline child frequently cannot make use of displacement as a defense against
hostile and sexual impulses, which then threaten the relationship with the
therapist. Thus, with the borderline children, the ability to displace is often
a sign of therapeutic progress. Regarding interpretation, therefore, Ekstein
and Wallerstein recommended that the therapist not undo whatever displacements the child can manage. Rather, he
should frame his interventions within the child’s own language, primary process
fantasy, and level of communication at any given time. They called this
“interpretation within the regression” or “within the metaphor.” Thereby, in
joining the child at his own stage of ego development, the therapist attempts
to maintain the relationship while laying the foundation for more mature
development through identification. 


In “An Attempt to Formulate the Meaning of the Concept Borderline,”
Rosenfeld and Sprince reviewed the psychoanalytic literature, including Weil,
Geleerd, Ekstein, and others, and reported on their own clinical observations.
They emphasized that the appreciation of ego deviation alone is insufficient
for making the diagnosis and recommended an overall metapsychological
assessment, pointing out, among other features, the lack of libidinal phase
dominance in both latency and adolescent borderline children and the relative
preservation of reality testing as compared to psychotic children. 


Rosenfeld and Sprince touched briefly on the problem of
interpretation in the therapy of these children. Whereas interpretation can
decrease the acting out and fantasy production of neurotic children, with
borderline children, it appears to increase both and to undermine defensive
structure. The authors recommended that the therapist begin by facilitating
defensive development and avoid content interpretation until later in therapy. 


In “Some Thoughts on the Technical Handling of Borderline Children,”
Rosenfeld and Sprince expanded on these recommendations, emphasizing the danger
of mistimed interpretation, which tends to increase anxiety and aggressive
behavior. They recommended that in the beginning of treatment the therapist
adopt ego-supportive techniques to facilitate displacement and to “arouse in
the child the ambition of giving up primitive gratification or direct
discharge.” 


Rosenfeld and Sprince warned of the particular stress these children
impose on the therapist, who must for brief periods allow himself to “meet the
child’s needs for symbiosis.” (p.513) Difficult too is the task of finding the
balance between the child’s need for physical contact and distance. There is also
narcissistic hurt in store for the therapist during the periods when he is
“unheard,” ignored, or “treated as insane.” (p. 514) These are dilemmas
reminiscent of the therapy of adult borderline patients. 


 Later Refinements of the Concept  


Based on these fundamental contributions, recent authors have
elaborated on specific details of the syndrome. In “Borderline States in
Children,” Frijling-Schreuder’s major emphases were on the development of
language by these children and the quality of their anxiety. The author pointed
out that the use of language or of “inner speech,” which she called “thinking
in words,” helps the child to convey secondary process, to master impulses, and
to tolerate anxiety, especially the anxiety related to the threat of
engulfment. The child’s use of language, then, is a major prognostic sign and a
feature differentiating borderline from psychotic children. 


Whereas Geleerd found these children lacking in signal anxiety and
Rosenfeld and Sprince believed they experience signal anxiety itself as a
threat leading to fears of destruction and annihilation, Frijling-Schreuder
found that their anxiety relates to the fear of becoming someone else and made
the useful observation that, in contrast to psychotic children, their anxiety
is in fact a measure of relatively advanced ego function, for only the more
structured ego can be aware of the threat to its own integrity. This awareness,
then, gives rise to their anxiety. 


Frijling-Schreuder further pointed out that these children have a
tendency to regress into “micro-psychotic” states when stressed. The author
warned the therapist, for example, not to push the adolescent into dating,
which can be highly threatening. Left to their own devices these children may
in time find mutually dependent partners. The author commented in passing on
the perverse traits of these children and emphasized most poignantly their
extreme loneliness and isolation. “They feel like toddlers whose mothers are
permanently out of the room.” It is this loneliness that, the author believed,
leads to their intense need for conformity. In contrast to the patient with
childhood psychosis, Frijling-Schreuder found that the borderline child’s
improvement may be rapid if he feels understood or, in the case of the young
child, if the mother’s handling of him improves. 


Chethik and Fast focused on those features of ego development and
object relations that indicate what they called the child’s “transition out of
narcissism.” They placed borderline children between neurotic and psychotic children
in terms of the degree of commitment to the “independent reality of the
external world” at one extreme and the “narcissistic world of the pleasure ego”
at the other. 


To Chethik and Fast, narcissistic fantasy serves several purposes
for borderline children. First, it is a source of present gratification that
wards off pain. Second, it provides a base from which the child can begin to
test the external world as a source of pleasure. Third, in therapy it offers a
means of expressing fears associated with the child’s further investment in the
external world. Therefore, they recommend that the therapist actively
participate in and encourage the elaboration of the fantasy in order to
delineate and work through the fears that block the child’s further development
in his “transition out of narcissism.” 


In this endeavor, the therapist serves several functions: first, he
provides a “complementary object fragment” or transitional object for the
borderline child, who has not developed coherent self- or object-representations;
second, he acts as a bridge between the child’s world of narcissistic fantasy
and the external world; and third, he is a stable object on which further
self-object differentiation may be practiced. 


In 1974, based on an extensive review of the literature and his own
clinical experience, Fred Pine differentiated the borderline syndrome into six
clinical subtypes. All six manifest severe primary developmental failures in
ego function and object ties, as opposed to secondary regressions following
developmental conflict. While this distinguishes them from the neuroses, Pine
found no sharp distinction between borderline children and some childhood
psychoses. 


The first subtype is made up of children with chronic ego deviance. These children are similar to those described
by Weil and by Rosenfeld and Sprince whose ego deficits are “ ‘silently’
present at all times.” These children show a simultaneous mixture of varying
levels of ego function, drive level, and object relationship. They do not
improve with a change in environment. 


Whereas the children of this first group show a mixture of ego
strengths and deficits, the second group demonstrates shifting levels of ego organization. These are the children
described by Ekstein and Wallerstein, who, Pine concurs, demonstrate a true ego
organization at two different levels, allowing them to make a total shift from
one to the other in order to avoid panic. 


The third group of children manifest internal disorganization in response to external disorganization.
These are children from deprived, impulse-ridden homes, who integrate rapidly
in a benign hospital environment. Their borderline symptomatology is reactive,
although Pine acknowledged the presence of other psychopathology which is not
as easily reversed. 


The fourth group is closely related to the third and contains
children with incomplete internalization
of psychosis. They manifest psychotic-like phenomena as a result of their
attachment to a psychotic love object, usually a parent. Children in the first
two categories have a greater internalized ego defect than in the latter two,
who in turn manifest a larger reactive component. 


Pine described a fifth group of children with what he called ego limitation. These are children with
severely stunted ego development in all areas, resulting in what some have
called an inadequate personality. Pine described two such children and
speculated that the clinical picture had been caused in one case by severe
stimulus deprivation and in the other by a combination of intense chronic
anxiety and minimal cerebral dysfunction. In both cases the child appeared
dull, with below normal intellect and judgment, incapacity for self-care and
planning, and limited sense of self. 


Pine designated a sixth and final subtype, schizoid personality in childhood, a group others have called
“isolated personality.” These children show constricted affective life,
distance in human relationships, and preoccupation with their own fantasy life.
Their fantasies serve to ward off panic, permitting them to function, albeit
aloofly, in the real world. 


Whether or not all six subtypes that Pine has described should be
considered “borderline,” his is a creative and useful contribution to the
diagnostic organization of the complicated group of children who are the
subject of this chapter. 


As the preceding review of the literature indicates, in the past
four decades, investigators working independently have described groups of
children with certain shared characteristics, that may represent one or several
related syndromes. The symptom clusters and clinical description of these
children will be presented in the following section. 


 Manifest Symptomatology  


The borderline child exhibits varying degrees of pathology in all
major areas of psychic functioning. No single symptom is pathognomonic, and the
entire clinical picture must be considered when entertaining this diagnosis.
These children may differ in the severity of their impairments in only certain
aspects of the symptom Gestalt. When the total compilation of dysfunction is
evaluated, however, a coherent and consistent pattern emerges that may be
differentiated from childhood neurosis and psychosis as well as from other
established diagnostic entities such as psychopathy or organic syndromes. 


Often this overall Gestalt is not apparent at initial clinical
contact but may only become manifest after prolonged therapeutic work. Most of
the literature on such children, in fact, has been contributed by therapists
who observed the symptom picture emerge in the course of psychotherapy. While
some borderline children may appear different solely on the basis of
observation, others may initially present as neurotic or even normal children
and it is only in the course of therapy or in unstructured situations that the
full extent of their psychopathology emerges. The symptoms described in the
following paragraphs, therefore, may not be observed on a routine or structured
interview. Only after the clinician has become familiar with the child and has
established a therapeutic relationship can the diagnosis of borderline be made
with assurance. 


Another important factor in diagnostic assessment is the age or
developmental level of the child. Many of the characteristics that are defined
as pathological symptoms in borderline children may be found in the behavior of
normal but much younger children. The borderline child thus presents overt
behavior, as well as deeper modes of psychologic organization, that are grossly
immature; a finding that has led some to explain this disorder as resulting
from massive developmental arrests. Before school age (or latency period) much
of the borderline child’s behavior may appear normal. Therefore, it is
impossible to make this diagnosis with certainty before this developmental
stage. 


 Fluctuation of Functioning  


One of the most frequently mentioned characteristics of the
borderline child is a rapid shifting in levels of psychological functioning,
from healthy or neurotic organization to psychotic-like states, with intrusion
of bizarre thinking, grossly inappropriate behavior, and overwhelming anxiety.
This psychological disintegration occurs with extreme rapidity, often followed
by an equally rapid reintegration at a healthier level of functioning. As
mentioned previously, Ekstein and Wallerstein believe that this fluctuation in
ego states occurs in the context of a significant relationship and that
deterioration follows a sense of being rebuked or of not being understood by an
important adult. Conversely, the return of a feeling of being understood or approved
by the adult lessens the fear of loss and allows the child to once again
function at a healthier level. 


Not all authors would agree with this interpretation of the
borderline child’s fluctuations in behavior although all of those who have
worked with such children have remarked on the child’s alternation between a
reality-oriented mode of relating and an idiosyncratic universe of fantasy.
These rapid fluctuations are one of the major differences between these
children and their neurotic or psychotic counterparts. Neurotic children may
display episodes of extreme anxiety or behavioral dyscontrol, but their
thinking remains in a reality context. At the other extreme, schizophrenic
children remain in fantasy for very long periods and, in contrast to borderline
children, evolve semifixed psychotic delusions that partly ease their anxiety. 


Borderline children appear to express great affect in a manner that
is neither as well structured as that of neurotics nor as entirely alienated
from others as that of schizophrenics. Their “blow-ups” tend to involve others
or even provoke others into an emotional engagement. For example, an
eleven-year-old borderline boy reacted to the head nurse paying attention to
another child by suddenly running around the ward muttering to himself and
bumping into the corridor walls. Then, in full view of a ward counselor, he
picked up another child’s toy and smashed it, forcing the counselor and others
to give him attention. When he had been calmed by the staff, he again became
rational and able to relate in an adequate fashion. 


 Nature and Extent of Anxiety  


Another key symptom of borderline children concerns the constant
presence of varying degrees of anxiety as well as the inability to control the
escalation of anxiety. These children do not seem capable of responding to
signal anxiety with adequate defenses or activities so that these minimal
increments in anxiety due to a conflictual situation rapidly mount to panic and
terror. Some borderline children do have a few maneuvers, albeit inadequate
ones, to deal with anxiety, such as calling on trusted adults to alter the
situation for them or to give reassurance. Others simply escape physically from
conflict situations. They will stay away from any object or experience which
might arouse their anxiety, for instance by avoiding knives. However, this only
adds to their behavioral peculiarity. Many such children, however, decompensate
in the face of anxiety-provoking situations and experience states of panic. 


There are also indications that the very nature of the anxiety
experienced by borderline children differs from the analogous phenomenon in
neurotic or normal children. The anxiety of the borderline child is both more
global and overwhelming and appears to derive from a different magnitude of
threat to the self. The neurotic child may experience anxiety over an urge to
disobey some socially or parentally imposed restriction that he is aware may
result in punishment or a loss of esteem. In contrast, the borderline child’s
anxiety appears to derive from a fear of psychological annihilation, body
mutilation, or catastrophic destruction. Rosenfeld and Sprince, for example,
reported an eleven-year-old borderline child saying, “You never know what will
happen when you sit on that hole—everything may fall out and you’d find
yourself being a skeleton with nothing but this bit of skin holding you
together.” Another child, described by the same authors, was afraid that he
would separate from himself, that his mind and body would fall to pieces. It
would appear that these fears of destruction are readily aroused in borderline
children when they are stressed by frustration, interpersonal difficulties, or
other conflicts. However, at more secure and peaceful times such apprehensions
appear absent. Also, such fears are not elaborated into the gross distortions
of schizophrenic defenses, despite similarities in the nature of the causative
anxiety. Frijling-Schreuder spoke to this point, suggesting the borderline
child may suffer more anxiety than the blatantly schizophrenic child because he
is more aware of the inner threat of psychic disintegration, and is unable to
form stable delusions, which, while impairing his relationship to reality,
would offer relief from anxiety. 


In summary, borderline children share the same non-neurotic form of
self-threatening anxiety as schizophrenic children, but only for short periods
and in pure form, without psychotic elaborations and defenses. 


 Thought Content and Processes  


From the earliest reports, borderline children have been observed to
demonstrate disturbances in the “synthetic functions of the ego” as well as
revealing contamination of the “conflict free” spheres of the ego as a result
of emotional difficulties. Despite this similarity to psychotic children, the
borderline child never seems to lose touch completely with reality or, as
stated previously, to create fixed schizophrenic delusions. Borderline children
nevertheless show some thought disturbances typical of schizophrenic cognition,
although in milder and less extensive forms. 


Such children alter otherwise accurate ways of dealing with reality
because of their persistent underlying fears of destruction or mutilation.
Rosenfeld and Sprince, for example, reported a borderline child who, upon
hearing that his school would “break up” for the holidays, envisioned with
apprehension the annihilation of the school buildings. 


An eleven-year-old borderline boy asked a counselor if another child
whom he had befriended would be going home, a possibility that aroused great
anxiety. The counselor replied that the decision was “up in the air.” The
patient seemed suddenly afraid and started looking around the ward, asking
“Where?” as if he expected to find the answer literally hanging in midair. 


These are illustrations of the process of concretization which, as
described by Arieti and others, forms part of the cognitive pathology of
schizophrenia, but is also seen in borderline conditions. 


Borderline children also manifest bizarre phobias and obsessions
that go beyond the neurotic spectrum. Frijling-Schreuder described a child who
would not shake hands with his therapist because he believed she had poison
glands on her hands. Pine reported a child who thought people came at night to
cut open his stomach. The authors have seen a child who refused to enter any
large body of water, including swimming pools, because he was sure there were
water demons who would drag him down and drown him. This same child experienced
panic during rainstorms and required ear plugs to muffle the sound of thunder.
Another child, who suffered from constipation, believed that sharp, “thorny
things” would be expelled in his stools and cut his intestines and rectum. 


Some of the borderline child’s inappropriate fantasies need not
relate directly to fears of survival and body integrity. Rosenfeld and Sprince
described a nine-year-old boy who at times behaved as if he were a female
character from a Dickens novel—to the extent that he requested female clothes
and wanted to do housework. Later the same child acted as if he were a “lorry”
and invented a “lorry language” with which others had to comply. For example,
his food had to be called “petrol.” In many cases we have seen, the parents
appear to condone or even encourage such unrealistic behavior in the child. One
eight-year-old boy was regularly sent to school by his father dressed in his
younger sister’s clothes. The mother of a seven-year-old borderline girl
actually believed that her daughter was a witch with special malevolent powers
and treated her accordingly. 


In borderline children thought content in general flows with
excessive fluidity from reality to fantasy and back again. A persistent and
objective relationship to reality is not maintained for long periods but
follows the vicissitudes of the stresses encountered. Over two decades ago,
Geleerd aptly described these children as having a short “reality span.”
Ultimately, fantasied themes of mutilation, survival, and catastrophe intrude
into consciousness, accompanied by massive anxiety. Furthermore, these fluctuations
between near normal and near psychotic mentation seem chiefly determined by the
ups and downs of relationships with others. 


Another peculiar aspect of the borderline child’s thought content
may be his uneven and impractical store of knowledge. These children are
frequently quite intelligent but use their intellect in the pursuit of obscure
subjects while remaining blatantly ignorant of basic, everyday commonsense
facts. One eight-year-old was conversant with the methods by which the ancient
Egyptians mummified bodies and was also an expert on dinosaurs (he even knew
which were carnivorous and which were herbivorous), but he had no understanding
of elementary social interactions. These children appear especially drawn to
scientific subjects such as astronomy, the biology of insects, or the
classification of reptiles; however, the authors have known some borderline
children with interests in artistic crafts such as making jewelry or
photography. It may be that these idiosyncratic interests represent psychic
islands of security and regularity in an unpredictable and fearful world, or
possibly that these hobbies may be attempts at controlling fears and threats in
a symbolic manner. On the other hand, these interests may serve no real
defensive purpose and, by excluding a wider range of interests, may represent
merely another area of deviant development. 


Finally, borderline children often present with a heterogeneous
collection of cognitive defects that are picked up on psychological testing.
There is no consistent pattern to these deficiencies and different children may
have difficulties with focusing attention, learning, reading, perceptual-motor
tasks, or abstract concept formation. These deficiencies may indicate the
presence of some neurological defect that contributes to the overall clinical
picture. 


 Relationships to Others  


It would be surprising if children who manifest the many
difficulties just listed did not also exhibit serious problems in
relationships. The deficiencies in this area are, indeed, so profound that some
clinicians have considered the interpersonal process the foundation of the
borderline syndrome on which the other symptoms are based. Rosenfeld and
Sprince postulated that borderline children are caught in a dilemma in which
they wish to merge psychologically with a trusted adult but, simultaneously,
are terrified by the loss of identity and psychological integrity that would
follow from this merger. These authors interpreted the borderline child’s
symptoms as representing both this desire to merge and his defenses against
psychological merger. 


Ekstein and Wallerstein described the retreat into fantasy as a
means of expressing conflictual material without endangering the relationship
with a needed other person and thus also underline the importance of
relationships in this condition. Frijling-Schreuder concluded that borderline
children are fixated at the symbiotic stage of development, according to
Mahler’s scheme of psychological maturation. Anna Freud also described these
children as exhibiting modes of relating that are appropriate for much younger
children, using another person almost exclusively for satisfying everyday
needs. 


These children do appear to utilize others to fulfill functions that
should normally be autonomous or fulfilled by the child himself at his stage of
development. They require constant reassurance from others that the environment
is safe and that they will be protected. When they feel secure in a
relationship, these children may function very well and demonstrate considerable
innate talent and intellectual ability. If they sense rejection or criticism,
they react wildly with massive anxiety, destructive rage, or bizarre thinking.
It is as if their internal psychic order depends on a modulating external
source. 


Yet, despite this great need for a stable relationship, the
borderline child does not seem to form great attachments to any one person and
may rapidly substitute one relationship for another as long as he receives the
support and reassurance he needs. The other person is valued for the functions
he performs rather than for his offer of intimacy or concern. Rosenfeld and
Sprince described a borderline child who became very upset when he learned that
his headmaster was leaving, but when questioned about his grief, his primary
anxiety was that no one would do all the things that the headmaster had done
for him. Other children display a lack of differentiation in their expectations
from others and appear to believe that all others will expect them to behave in
the same manner and that they are to behave toward others in an identical
fashion despite differences in situations or familiarity with other people. 


For example, an eight-year-old girl would approach a total stranger
on the street and treat him in an inappropriately familiar manner. She would
behave as if the stranger were an old friend or a member of her family. This
superficial intimacy immediately ceased, however, if the stranger did not react
in a warm, gratifying manner. The child would not seem upset but would simply
leave the person and approach a new stranger. This girl’s pattern of
superficial relatedness demonstrates the borderline child’s indiscriminate use
of others (who are often interchangeable) to fulfill inner needs. 


Anna Freud also commented on a narcissistic investment in others but
interpreted the form of relationship as a regression from “object cathexis” to
“primitive identification.” Rather than considering another person as an
individual who may give pain or pleasure but who remains a separate entity, the
borderline child, according to Freud, pathologically merges with the other and
by assuming characteristics of the other, attempts to share the other’s
invulnerability and power. In the search for emotional safety, the borderline
child will psychologically become one with the other, according to Freud, and,
for example, believe that they experience the world in an identical manner.
Freud considered this mode of relating as an indication of an arrest at a very
early stage of development and as a grossly primitive defensive maneuver. As
mentioned previously, Rosenfeld and Sprince, as well as Frijling-Schreuder,
described similar phenomena in their observations of borderline children. 


The authors have observed children who exhibit an “as if’ quality,
who mirror the behavior of others, and appear to have no true stable
personality of their own. Sometimes this mirroring behavior becomes manifest
only in times of stress. For example, one boy who regularly became upset when
his mother had to leave the ward after visiting him, behaved like her for some
time after her departure. Other children will show the “merging” type of
behavior under similar types of stress. Another boy, for example, became upset
by his mother when she visited the ward but felt empty and sad after she left.
He became very tense and excitedly walked over to a staff doctor, grabbed his
tie, and said “I want your tie.” Then the boy rapidly said he wanted the
doctor’s eyes, nose, mouth, and soon until he wanted “all” of him. He wanted to
become one with the doctor to undo his sense of anxiety and depression. 


These are descriptions of the relationship of the borderline child
with one or a small group of sympathetic adults encountered in a therapeutic
setting. The borderline child’s reaction to his peers is quite different. They
usually do not get along well with other children, who are not as tolerant or
as predictable as adults. They bully or torment younger children, by whom they
do not feel threatened. At the same time, they are fearful of older children
and erroneously expect to be attacked by them. With their own peers, they tend
to be withdrawn and jealous of adult attention, although they occasionally fly
into rages during which they may attack others or vent their fury on themselves.
One consistent finding is that borderline children do not do well in groups
with either normal or disturbed children. In such situations they experience
chronic anxiety, which they try to relieve either by withdrawing into fantasy
or by attempting to monopolize the adult group leader by inappropriate
behavior. Classroom teachers frequently report that such children attempt to
climb on their laps during class or ask for some other sort of tangible show of
emotional support. Borderline children usually do not grasp the nuances of
social behavior and misinterpret group situations causing them embarrassment
and anxiety. They are often perceived as odd by their peers, who eventually
avoid them or make them the butt of jokes. 


The sharp contrast between the borderline child’s behavior in a
group of peers and his behavior in a one-to-one situation with a benevolent
adult may lead to conflicting reports being brought to the attention of the
clinician. Similarly, if the clinician is supportive and the interview is highly
structured and nonthreatening during diagnostic sessions, the child may
evidence little pathology, presenting a markedly different picture than that
provided by his history. Later on, during the course of therapy, when free play
is introduced or non-supportive interpretations are ventured, the extent of
psychopathology may become manifest. 


 Lack of Control  


The final general category of difficulties experienced by borderline
children concerns their inability to inhibit impulses, to delay gratification,
to control aggressive outbursts, and to suppress frightening fantasies. 


During periods of frustration, they may exhibit mounting tension,
anxiety, or anger. These experiences syncretically spill over into motor
behavior so that they will appear hyperactive and agitated. They may rock back
and forth, start running around aimlessly, or talk in a rambling fashion. They
may also work themselves into a rage, becoming verbally and physically abusive,
and indiscriminately attack other people or objects or even themselves. During
these attacks, they appear wild and out of contact but they usually can be
calmed down by a supportive adult. 


Another aspect of the borderline child’s inability to control his
inner states can be observed in the escalation of frightening fantasies
accompanied by the increasing anxiety, described previously. If allowed to play
freely with dolls or to associate freely verbally, without imposed structure,
the content of their productions will often begin to move toward themes of
destruction and mutilation. These themes then continue to escalate as the child
is apparently helpless to stem the flow of one terrifying thought after another
(this is especially observed on projective testing—as will be discussed).
Unless the therapist intercedes, the child will soon be overwhelmed by panic
and will verbalize grotesque visions of world catastrophes or gory details of
bodily injury. This lack of control over thought content again illustrates the
borderline child’s excessive reliance on external structure to regulate his
inner world. This deficit may account for some of the pseudoneurotic forms of
defensive symptoms encountered in these children. They may develop obsessions
as a way of protecting themselves against some dreaded event. These rituals
take on a magical quality and are adhered to desperately, suggesting that they
represent a basic means of survival to these children. Another crippling means
of defense consists of phobias that allow the child to avoid those objects that
might elicit the chain of terrifying thoughts. Here again, the phobic object
does not symbolize rebelliousness or secretly desired transgression of social
taboos but is associated with fantasies of annihilation or horrible injury. 


 Associated Symptoms  


In addition to the pathological manifestations listed previously,
some borderline children exhibit additional symptoms which are not easily
lumped under one overall area of functioning. Among these symptoms may be
listed poor social awareness, lack of concern for bodily safety or personal
grooming, and an inconsistent ability to adapt to new situations. Others may
show “soft” signs on neurological examination, complain of difficulty sleeping,
have difficulty concentrating, or have periods of restlessness. While not a
specific symptom, many authors have commented on the unevenness of development
in these children. This lack of developmental uniformity can be seen in terms
of a mixture of ways of relating (genital and pregenital drives), of utilizing
defenses (neurotic and primitive), of using intellectual abilities (gaps in
knowledge, great disparity on age appropriate tasks), and of general
self-management. These children do present a conglomeration of advanced,
normal, and grossly delayed behavior, all at the same time, with fluctuations between
high and low levels of functioning in almost all areas. 


 Performance on Psychological Testing  


Since borderline conditions of children represent a controversial
diagnostic label as well as a fairly recent addition to the unofficial
nomenclature, articles dealing with results of psychological testing with these
children are quite rare. Appropriate testing of these children, however, would
greatly aid in timely diagnosis and would serve as a fruitful area for future
delineation of the borderline syndrome. Two reports on testing of borderline
children are summarized in order to broaden the description of the clinical
syndrome, as well as to add to the clinical evidence that borderline conditions
do form a separate diagnostic category of childhood psychopathology. 


Engel described the major psychological themes that emerge from
responses of borderline children to projective tests. The first issue mentioned
is that of survival. Engel noted that
fears of annihilation appear in a variety of ways on all of the tests. In the
stories of these children, incidental aspects of reality are “woven into the
fabric of the dread of death.” In contrast to schizophrenic children, Engel
found that borderline children can transform these morbid ideas into a
realistic narrative and are better able to share them with the examiner. The
second issue Engel mentioned was the struggle
for reality control. This aspect is similar to that described by clinicians
as fluctuation in ego states. To quote Engel: “What we see in the test material
of borderline children is not the complete disruption of reality contact. Nor
do we see the reiteration of concrete, sterile, conventional realities; rather
the tests contain illustrations of waxing and waning of reality testing.” When
terrifying fantasies intrude, the child may say he is just pretending. A
ten-year-old boy, for example, did not know whether to interpret a Rorschach
card as a monster or a cowboy. He eventually stated that it was really a cowboy
and he was just imagining it was a monster. The third finding Engel described
concerned the child’s attempt to cope with insurmountable
demands. She found her patients suffer an “ego exhaustion” in their efforts
to master frightening forces from without and from within. The child seems to
expect no solution to his problems. A fourth manifestation is the selective distance devices used by borderline
children. In the course of responding to the test material the child will
embark on a story that gets out of hand and, by raising frightening material, arouses
great anxiety. As mentioned by clinical observers, the child appears to lack
the foresight to avoid terrifying material in his productions. Once the child
arrives at this anxious point, according to Engel, he utilizes fantastic
distortions of time and space in his stories to get back to safer territory.
The child distances himself figuratively and concretely to avoid anxiety but at
the expense of reality constraints. One borderline boy who was seen in the
authors’ clinic tried to bite the Rorschach cards and actually pounded them
with his fists, apparently in an attempt to control the fantasies that the
cards elicited from him.1
In an analogous manner, Borderline children defend themselves by pivotal interruptions in testing. When
absorbed in anxiety-arousing material, the children seek relief by asking for a
drink of water, sharpening a pencil, or other maneuvers to interrupt the
process. Although all children use some tactics to obtain relief from the
demands of testing, especially when confronted by possible failure or other
embarrassment, the borderline child attempts to interrupt testing when he is
about to lose control and be overwhelmed by anxiety. His motor activity
escalates and he appears near to panic, and, most telling, he turns to the examiner
for help. If the examiner alters his role to that of therapist and offers
reassurance, the child appears relieved and is able to quiet down and return to
work. Therefore, by seeking help from an adult, the child transforms the
testing situation into a therapy session. 


In regard to this last observation, Engel made a number of cogent
remarks about the effect of such a child on the examiner. Engel wrote, “From
the first moment, such children make much more vigorous use of the testing
relationship than do others and cast their intrapsychic struggles upon the
testing situations in large and bold signals.” The examiner is puzzled and
intrigued by such children but most of all he is involved with them more
closely than he is with aloof schizophrenic youngsters or self-sufficient
neurotic patients. The examiner finds himself intuitively responding to the
repeated disintegration suffered by the child as well as to the child’s attempt
to reintegrate on a reality level. The examiner may be bewildered by the fluctuation
between harmless stories and themes of disaster and horror. Finally, the
examiner is caught in the struggle between his duty to obtain an unbiased
record and his wish to reassure the child against the mounting anguish of
uncontrolled fantasies. 


Wolff and Barlow recently administered a number of cognitive,
language, and memory tests, and measured the use of emotional constructs in
groups of normal, high functioning autistic and “schizoid” children. Wolff and
Barlow borrowed the term “schizoid,” from the writings of Asperger, who wrote a
monograph on disturbed children in 1944-They share Asperger’s belief that the
condition described is not an illness with an onset and a cause but a
consistent, fairly permanent personality pattern. Wolff and Barlow believe that
“schizoid” conveys the meaning of Asperger’s diagnosis of autistic personality.
At the same time, these authors note the similarity of their sample to
“borderline” children and cite the same articles mentioned in this chapter in
their description of these children. Finally, many of the clinical features
they describe are those of borderline children delineated here. It may
therefore be assumed that they are referring to borderline children despite the
different diagnostic label. 


In contrast to Engel’s use of projective material, Wolff and Barlow
administered mainly structured tests that provided little opportunity for the
elaboration of fantasy material. Their results were numerically tabulated so
that the three groups could be compared. What is most pertinent is that the
three groups could be differentiated by objective tests, so that the schizoid
group appeared to be a distinct sample of disturbed children. In general, the
schizoid group scored midway between the normal and autistic groups. For example,
they exhibited more scatter than normal children on the subtests of the
Wechsler Intelligence Scale for Children but less than the autistic group.
Perhaps the most interesting finding was that the schizoid group was more distractible
on many measures. Wolff and Barlow believe that this is not the result of an
organic attentional defect but rather due to these children being more attuned
to their inner world than to the test situations. 


 Homogeneity and Heterogeneity of Borderline
Conditions  


In concluding this section on manifest symptoms, it is worthwhile to
consider whether borderline syndromes in childhood actually form a separate
clinical group. Certainly, children so diagnosed show marked differences in
superficial symptomatology; some may be overtly aggressive and others shy and
withdrawn, while still others may present with conspicuous phobias and
obsessions. Pine has, in fact, lumped together a variety of subgroups of
children with different etiology, course, and response to treatment under the rubric
borderline which, he believes, does not
really define a separate clinical entity but rather a descriptive comment on
other diagnoses. Until we have more data on the etiology and course of
borderline children, it will be difficult to decide whether they do form a
valid clinical group. On the basis of manifest symptoms, however, these
children do appear to share a constellation of specific and fundamental areas
of psychopathology that sets them apart from other disturbed individuals. These
areas have been described above and are listed in Table 11-1. It is this
Gestalt rather than any single symptom that is characteristic. The first step
in the delineation of any pathologic syndrome is a purely clinical description
of symptoms. We are still at this initial state of knowledge in regard to
borderline conditions of childhood but it is hoped that this attempt will lead
to further definition, understanding, and, ultimately, appropriate treatment
for these children. 


 Etiology, Clinical Course, and Prognosis  


There is currently very little certain knowledge regarding the cause
of borderline syndromes in childhood, the direction these disorders take
throughout development, or the eventual outcome of such children in adult life.
The literature on borderline children consists almost entirely of scattered
single, or small series of case reports, with a paucity of any overall large
and systematic study of this syndrome. Furthermore, these case reports present
minimal clinical data on history or outcome, stressing instead diagnostic
documentation or metapsychological interpretations of the symptoms. An
additional limitation is the lack of extensive neuropsychological testing which
might better define possible organic impairments in borderline children.
Therefore, our knowledge of borderline children is based primarily on
subjective and anecdotal material that variously presents data on antecedent
factors and eventual outcome. Yet despite this diversity of reporting from
different orientations, the clinical descriptions of borderline children are
remarkably similar. 


One systematic study on possible etiological factors is a recent
report by Bradley that examines early separation experiences of borderline
children. Bradley found more frequent separations from mother figures or caretakers
during the first five years of life in borderline children than in neurotic,
psychotic, or delinquent children. Though a definite step in the right
direction, this study is hampered by significant problems. One is that the
children were diagnosed by criteria devised by Gunderson and Singer that were
intended to describe adult and not child patients. Another difficulty is that
the nature and extent of the separations were not specified. 


On the basis of a review of the literature and of clinical experience,
the authors have formulated a few speculations regarding the causes of this
syndrome. These will be presented here with the knowledge that validation
awaits more vigorous and extensive investigations. The authors have found
evidence of mild to moderate organic impairment in borderline children as
compared to either their siblings or children with other forms of
psychopathology. This organicity may manifest itself in “soft” neurological
signs, disorders of impulse control, or cognitive deficits. These defects are
identified on neuropsychological testing but are often missed in a routine
physical examination. 


Often these children are remembered as difficult infants with poor
homeostatic patterning. They were irregular in sleeping, eating, or elimination.
As toddlers, some are described as excessively clinging, others as hyperactive,
and still others as aloof and withdrawn. All are reported as “different” and as
presenting management problems for various reasons. 



 
  	I) Fluctuation of functioning 
  	
 

 
  	
  	  A) Rapid decompensation
  secondary to objectively minimal emotional stress with rapid reintegration
  after reassurance from environmental figures 
 

 
  	
  	B) Brief shifts from neurotic to psychotic ideation 
 

 
  	
  	C)  Recurrent intrusions of
  bizarre preoccupations and fantasies 
 

 
  	
  	D) Extreme dependence of level of functioning on environmental
  support 
 

 
  	II) Nature and extent of anxiety 
  	
 

 
  	
  	A) Inability to contain anxiety with rapid escalation of anxiety
  to panic unless helped by environmental figures 
 

 
  	
  	B) Inability to utilize signal anxiety 
 

 
  	
  	C) Basis of anxiety residing in fears of destruction, mutilation,
  and emotional annihilation 
 

 
  	
  	D) Greater suffering from anxiety due to inadequacy of neurotic
  defenses and lack of psychotic reconstitutive symptoms 
 

 
  	III) Thought content and processes 
  	
 

 
  	
  	A) Inadequate “synthetic ego functions” with some gross
  distortions and concretizations but without stable delusions, hallucinations,
  or prolonged or profound loss of reality contact 
 

 
  	
  	B) Excessive fluidity of thought between fantasy and reality with
  inability to control potentially frightening avenues of association 
 

 
  	
  	C) Short “reality span” with recurrent but transient intrusion of
  grotesque and bizarre fantasy themes 
 

 
  	
  	D) Concern with survival manifested by poorly developed defenses
  (obsessions, phobias, extreme dependency, merging) to ward off possibility of
  catastrophic destruction 
 

 
  	
  	E) Proficiency in obscure areas of knowledge with lack of
  awareness of practical, everyday matters 
 

 
  	
  	F) Heterogeneous cognitive defects 
 

 
  	IV) Relationships to others 
  	
 

 
  	
  	A) Immature attachments to need-fulfilling adults (merging,
  primitive identification, dependency) 
 

 
  	
  	B) Excessive reliance on others to maintain inner security,
  function well with trusted adult 
 

 
  	
  	C) Poor relationship with peers, inability to utilize intellectual
  talents in group situations 
 

 
  	V) Lack of control 
  	
 

 
  	
  	A) Inability to delay gratification or tolerate frustration 
 

 
  	
  	B) Syncretic expression of anxiety and tension by action and
  aggression 
 

 
  	
  	C) Inability to contain inner life so that anxiety leads to action 
 

 
  	VI) Associated symptoms 
  	
 

 
  	
  	A) Social awkwardness, lack of adaptiveness 
 

 
  	
  	B) Neurological “soft” signs 
 

 
  	
  	C) General unevenness in development 
 





Toward middle childhood, problems with peers become apparent as
greater socialization is expected. Other difficulties are lack of social and
practical judgment, poor coordination, excessive aggression and rage attacks,
incipient anxiety attacks with associated phobias and sleep disorders, and
precocious intellectual interests. 


While the evidence for constitutional factors is still inconclusive,
there is little doubt that borderline children come from chaotic and unstable
homes. The mothers of these children were found to be disturbed in varying
degrees. Most frequently, the mothers exhibit symptoms of the adult borderline
syndrome. They are unstable, easily frustrated, quick to anger, unable to
sustain an empathic relationship, and likely to distort essential aspects of
interpersonal relationships. Many of the mothers of borderline children
exhibited poor judgment and lacked common sense in childrearing. Often they
would excessively stimulate their children sexually or have the child
participate in the acting out of the mother’s fantasies. For example, one
nine-year-old boy was regularly taken into bed by his mother, where they would
play at biting each other. Another mother regularly exposed her breasts to her
son in a seductive manner. The mother of an eighteen-year-old patient, who has
progressed rather well, still tries to bathe him and dress him despite his
mature physical development. 


The fathers of these children also manifested instability in
emotional control and relationships. Violent scenes and physical fights were
common among the parents. Some of the children were “kidnapped” back and forth
by combative parents who used the children as pawns in their battles. We also
found significant but inconsistent abuse and neglect of the child, depending on
parental moods. One child was repeatedly smashed into the wall because her
mother believed the child was a witch. Another child, as an infant, was given
LSD by his father. Yet another child was routinely beaten by a paranoid, acting
out father. The most characteristic quality of childrearing was lack of
consistency of care. Many of the parents were quite successful in their
professional or adult social lives but were unable to care adequately for their
children because of personal psychopathology. Those families who could afford
it often turned the care of the children over to a succession of baby sitters
or nursemaids. Others utilized older siblings in caretaker roles. 


The status of borderline children after they reach adulthood is
unknown. Some- report that they become “odd” adults. Others consider them pre-schizophrenic.
We have followed some children to adolescence and found a heterogeneous
outcome. One child, who is now fifteen years old, had progressed well in a
special boarding school until he learned his family was moving out of state.
Upon hearing this news, he became very anxious, started stealing, initiated sex
play with a younger girl, and eventually exhibited psychotic behavior. Another
formerly borderline child, now eighteen years old, attends a regular school,
excels in electronics, but is socially shy and withdrawn. Another
eighteen-year-old former patient is doing well and leads a fairly normal life.
However, he tends to lack certain social graces and remains ignorant of social
amenities. Those children with the best outcome had minimal organic impairment,
took part in prolonged intensive individual psychotherapy, and experienced
considerable improvement in their home environment. The authors have found that
the greatest impediment to a favorable long-term outcome has been a continued
chaotic family situation which all too often rapidly nullifies improvement
laboriously obtained in therapy. 


 Treatment of Borderline Children  


It is difficult to make general statements regarding the treatment
of borderline children. Since these children present with a wide range of
symptoms as well as deviations in their overall development, a broad range of
therapeutic approaches is usually indicated. As Rosenfeld and Sprince pointed
out, the particular combination of strengths and weaknesses, of innate
vulnerability, and of environmental interferences create a most unusual set of
characteristics for each of these children. The usual and expectable
accomplishments in maturation are not readily and reliably found in these
children. The strengths and capacities that are present are too easily subject
to interference and regression. As Anna Freud emphasized in her paper on the
“Assessment of Borderline Children,” it is important to assess the total personality development of the
child before initiating treatment and not to limit the focus to the presenting
symptoms alone. 


If anything, these children tend to be undertreated, or treated with
an approach that is either too narrow or is carried out under the pressure of
immediate exigencies and emergencies. Because these children are often capable
of high-level functioning, the severity and chronicity of their personality
difficulties, their vulnerability to decompensation, the serious interferences
with their development, and their lack of successful mastery of developmental
stages is underestimated. Usually, individual psychotherapy alone is not
sufficient to address their multiple needs. 


Therapeutic aspects will be discussed under two broad categories:
(1) the important aspects of individual treatment; and (2) general approaches
that should be considered when arriving at a treatment plan for the child. 


A treatment plan should usually include interventions in the child’s
educational and social environment as well as individual therapy. It is
important that there be one responsible person to coordinate and oversee the
implementation of the treatment plan in all of its components. Usually, the
individual therapist undertakes this role. The parents of these children are
often incapable of the organization and follow-through necessary to ensure
adequate coordination of the various aspects of the treatment plan. 


Not infrequently, a special day program or placement in a
residential treatment program is indicated. These modalities will be discussed
in a separate section, as will be the use of medication. 


 Individual Psychotherapy  


For borderline children, individual psychotherapy can be extremely
helpful in working out their multiple, unresolved internal conflicts and in
strengthening their adaptive defenses. In working with the child in individual
therapy, it is important to keep clearly in mind the severity of the child’s
difficulties. One must be prepared for the sudden and unpredictable shifts in
functioning to very primitive levels, and the equally sudden recovery. One must
be on guard not to encourage the
child to elaborate fantasy play, which will elicit so much anxiety that the
child only deteriorates further. Most of these children, when confronted with
fantasies impinging on the most vulnerable areas in their mental life, have
difficulty maintaining distance from the material, even when it is brought up
in a displaced form such as in doll play. Reality testing is weak, and
transient lapses in the relationship to reality are frequent. Often, when the
child is encouraged to express fantasies freely, the child becomes more and
more stimulated and eventually the ability to deal adequately with the anxiety
and excitement breaks down. For example, an eleven-year-old boy in a day
program was transferred to a new male therapist. The boy came to the treatment
an hour early and quite appropriately began to make a tower out of plastic
blocks. The therapist encouraged the boy’s fantasies while he was making the
tower. The play began to shift and in rapid succession the boy introduced
increasingly primitive themes, his excitement mounting until it was out of
control. After a few minutes of building the tower, he introduced a male and
female doll, whom he had, in sequence, kissing, having intercourse, and then
merging together. He said the female was pregnant, then that the male doll was
being penetrated anally and was pregnant. He then quite impulsively grabbed a
pencil and pretended to stick it in his own anus, pushed the dolls together,
and “glued” them together with clay, saying they were now one creature. During
all of this play, he was increasingly agitated, and at one point grabbed at the
therapist’s penis and then ran out of the room, ending the session. He was
clearly unable to maintain distance or use successful displacement and
repression that is typical of latency children. 


One must sensitively gauge when the child has the ability to utilize
anxiety to stimulate adequate defensive maneuvers or when anxiety results in a
disintegrating structural regression, as in the preceding case. For this
reason, the therapist must be more active in directing the play, and
intervening when the child is becoming overly stimulated; the therapist must
set limits on the expression of aggressive, sadistic, and blatantly sexual
material. The therapist may have to intervene physically to protect the child
from harming himself, or the therapist. Frequently with these children, one
treads a very narrow line between a sensitive and careful uncovering of the
most vital concerns on the one hand, and a strengthening of repressive,
obsessive-compulsive maneuvers on the other. 


As previously mentioned, Ekstein and Wallerstein emphasized the
fluctuating nature of the ego organization of these children. They also
emphasized the fragility of the therapeutic alliance with the child and how
even subtle breakdowns in the empathic communication with the child can result
in a regressive retreat to psychotic functioning. Again, these are disruptions
of a transient nature but they are painful to the child and perplexing to the
therapist. 


Another difficulty in the individual treatment of the borderline
child stems from the nature of the interpersonal relationships characteristic
of these children. Many of these children do not experience close relationships
as safe. In fact, closeness is frequently very threatening, although at the
same time greatly desired. As the therapeutic relationship progresses, the
child may become frightened of the developing closeness and will retreat,
frequently becoming provocative or attacking the therapist in some manner. 


For the borderline child who uses more schizoid mechanisms, a
retreat to compulsive “out in space” fantasy play may result from the growing
closeness to the therapist. The child will allow the therapist little or no
inclusion in the play; the child becomes aloof, distant, and uncommunicative. For
instance, a ten-year-old boy, after a few sessions with his therapist, in which
he had been gradually more interested in and warmer toward the therapist,
played out, week after week, the same theme—an endless battle in outer space
consisting mainly of attacks and counterattacks by spaceships with no human or
“humanoid” protagonists, and, most strikingly, little emphasis on who was good
and who was bad. The therapist tried frequently to join the child in the play
with little result. After several months, people rather than machines appeared
and the therapist was gradually included in the play. This change coincided
with reports from home that the boy was beginning to make friends for the first
time and was beginning to assert himself in a positive way. 


One must constantly be on the alert to strengthen reality testing
whenever possible. Using an approach of gently but consistently reminding the
child that it is “just pretend” or “just play” when playing out some important
theme in displacement can help the child resist the disintegrative pull of his
fantasies. At the same time, however, the therapist must communicate to the
child that his problems are important and serious and that the therapist is not
treating them lightly. Frequently, the experience of these children is that
their deep concerns are not acknowledged and that they as individuals have not
been taken seriously by their parents. To communicate that one understands the
child without simultaneously encouraging the regressive wish to merge requires considerable
sensitivity and skill on the part of the therapist. 


One of the major difficulties in dealing with these children is the
range of feelings the child evokes in the therapist. These children, compared
with others, either healthier or with more pathology, almost universally
provoke the therapist, as well as others, to experience frustration, confusion,
and often helplessness. These children are the cause of some of the most heated
disagreements among staff members, and not uncommonly rather desperate
recommendations for alternative therapeutic approaches are proposed with
increasing frequency when the child fails to respond to the more usual modes of
intervention. The therapist is frequently seduced into thinking the child is
more able to employ age-appropriate mechanisms on a consistent basis than is
the case, and so becomes frustrated. Also, these children, because of their
tendency to primary identification and immediate intimacy, fool the therapist
into thinking there is a more genuine relationship than is actually possible.
In addition, these children can quickly, and in a raw and undefended manner,
raise very primitive issues that can be threatening to the therapist. Following
the shifting levels in organization of these children can be both trying and
confusing for the therapist. The problems of dealing with borderline children
are magnified for persons who are not psychologically sophisticated or trained
in these areas and account for the very strained relationships such children
have with family members, teachers, neighbors, and peers. 


 Work with Families  


There has been a striking paucity of information in the literature
on the families of borderline children. In the authors’ experience, the parents
of these children frequently exhibit considerable pathology. Extensive contact
with the family, especially in the early phases of treatment, has been found to
be essential for several reasons. Frequently, the parents feel overwhelmed,
frustrated, hopeless, and angry with the child who has been creating
difficulties both at home and in the community. The relationship between the
parent and child is on a downhill course, caught in a vicious cycle of mutual
disappointments, frustrations, and hostility. Active intervention with the
parents is needed to interrupt this cycle and to offer hope of improvement. 


The situation is, of course, complicated since many of these parents
have serious character difficulties and the child’s problems partially reflect
the destructive influences of parental pathology. In regard to this, it is
important to assess to what extent the child’s pathological state is reactive
to an interfering or destructively stimulating environment (for example, where
the parent is either abusing the child outright, is alternately sadistically critical
and seductive, or does not help the child to adequately assess and test
reality). 


The authors have often found the families of borderline children
very difficult to engage in therapeutic work on their own behalf, and more
often than not, the therapeutic team spends much clinical energy in maintaining
an alliance with the parents in order to give them directions, advice, or even
admonitions about their handling of their child. It is necessary to maintain
the cooperation of the parents to make plans for their child. Many parents use
mechanisms of projection, denial, and impulsive action to deal with their
conflicts, and resist insight into their relationship with their child. A
direct, matter-of-fact, advice-giving approach seems to work best. It is often
necessary to give them simple, clear tasks and goals to effect changes in their
relationships to their child. This can help minimize the often unmanageable
negative transference that may arise in the parents of these children. 


 Day or Residential Treatment  


The decision to recommend a therapeutic residential or day program
depends on a number of factors, most significantly an assessment of the child’s
home environment and the degree of disturbance in the family relationships,
especially the parent-child relationship. Often a day program is the treatment
of choice if the relationship between parent and child has not become overly
hostile and destructive. The combination of impulsivity, easy deterioration
into anger, and difficulty on the part of others in understanding these
children usually leads to a breakdown in the relationship with those who could,
in the context of the relationship, help the children master their
developmental tasks. These children often alienate those in their environment
and establish relationships that are not helpful to growth. The parents’
personality difficulties, particularly those that prevent them from separating
themselves psychologically from the child, are frequently a part of the child’s
problem. For these reasons, a most effective intervention with many of these
children is to separate them totally or partially from the home and to provide
a different environment that can address the various aspects of the child’s
difficulties. The very fact of the separation forces the child and the family
to confront their relationship, particularly its destructively symbiotic
aspects, as when parent and child do not have a clear sense of their individual
separateness from each other. This difficulty in establishing a sense of
separateness has many important clinical ramifications. For the child it can
mean the development of merging fantasies as well as fears of these fantasies
and the use of projective identification. For the parents, there is often a
reactivation of their unresolved conflicts with their own parents, resulting in
difficulty in distinguishing their experience in the past from their child’s
experience in the present. For these parents, it is not merely that their
child’s struggle reminds them of
their difficulties as children; it revives
these conflicts all too vividly. Their response may give validity to the
child’s terrifying fantasies and beliefs. This is alarming for the child, who
needs, if anything, some reassurance and security that his most frightening
wishes will not come true. An interruption in this destructive parent-child
situation may be very useful and can be accomplished by temporarily separating
the child from the parent. 


One of the chief advantages of a therapeutic milieu program is that
it permits a consistent and integrated approach to those aspects of the child’s
life that are so often pathologically disturbed—peers, school, building self-esteem,
and so forth. Especially important is the close relationship between the
educational and social/interpersonal components, allowing mutual feedback,
illuminating the way the intrapsychic conflicts, character deficits, and
cognitive and central nervous system dysfunctions mutually affect each other.
For instance, the awareness by the special education teacher that the child has
specific deficits in keeping in mind a sequence of instructions can help the
people dealing with the child in his social environment to give directions in a
simple step by step approach. One can help the child become aware of this
difficulty and how it affects his social interactions and help him devise ways
to deal with it. Likewise, the child-care professionals who have a deeper
understanding of the child’s fears and coping mechanisms can help teachers,
parents, and others to understand the behavior of the child and to gain the
perspective and distance that are so essential in dealing with these children. 


This close coordination and feedback applies to the treatment of all
children, but with borderline children it is of even more importance because
their behavior is often so difficult and threatening, because they shift so
rapidly from state to state, and because the countertransference feelings
become so intense that people working with them need support to maintain their
objectivity. 


The borderline child’s problems with impulse control and his
tendency to take immediate action, rather than to employ fantasy or
displacement when threatened, often lead to sudden and serious threats to
others or to himself. At these times, the child requires direct physical
controls. Often, removing the child to a safe, secure space where there is
little stimulation is necessary. Going to the “seclusion” room is a most useful
intervention, especially if used sensitively and with an understanding of the
child’s vulnerability at the time. As mentioned earlier, Geleerd observed that
while most children, when in the midst of a temper tantrum, will settle down if
securely and firmly confronted by an adult, some children further lose control
and experience panic if such an approach is used. She found that these children
needed a much warmer, supportive approach with affectionate holding to help
them come out of the temper tantrum. While the authors’ have found this a
useful observation in handling some borderline children, others become even
more panic-stricken when approached physically during a temper tantrum. It is
as if during their outbursts their ego boundaries are even less well defined
and the closeness of another person seriously threatens their integrity. They
need distance, safety, and security in order to reintegrate. They respond well
to being quickly removed to the seclusion room with as little physical handling
as possible. Once there, verbal and/or visual contact is maintained with the
counselor, but at some distance. This helps the child maintain contact with the
outside world, but at a sufficiently safe distance to permit him to recover his
more mature defenses. In the therapeutic milieu, a variety of methods may be
employed to help the child develop better impulse control and to increase his
ability to delay gratification. A reliable and consistent system of limits and
rewards administered with objectivity is most important. Perhaps the most
powerful therapeutic tool is the identification with a beloved counselor who
has been intimately involved with the child’s everyday activities. The authors’
have seen children, after treatment in an inpatient program, institute for
themselves limits that had previously been set by their counselor, for
instance, taking a “time out” in a chair or going to the quiet room on their
own. 


 School as a Therapeutic Milieu  


As has already been mentioned, the borderline child’s cognitive
development is frequently delayed or impaired. This may take the form of a
classic specific learning disorder or a more subtle impairment in learning
functions. He may have a learning disability that has not been diagnosed
because his social and behavioral difficulties are so pronounced that subtle
underlying perceptual-motor or cognitive deficits are overlooked. A complete
psychometric and cognitive assessment is imperative in elucidating the nature
of the child’s learning difficulty. Often a specific individualized program
needs to be devised to meet the child’s educational needs. 


The school situation confronts the child with expectations and
requirements that the borderline child is frequently unable to reach at first.
The problems with impulse control, difficulty in delaying gratification, and
the relative ease of disintegration make the classroom an especially
problematic area for the borderline child. Since many of these children have
not adequately internalized controls and since their social conscience still
depends on the presence of an adult, these children have special difficulties
being members of a group and taking their places in a more or less democratic
social setting. They frequently demand the exclusive attention of the teacher
and, when that is not available, behave in such a way as to force the teacher
to attend to them. The more withdrawn borderline child, when not given the
constant and exclusive attention of an adult, will retreat to a schizoid
reverie. 


Another major factor that affects the borderline child’s adjustment
to school is his inability to develop and elaborate satisfactory sublimatory
channels. School and the process of learning provide for the healthy child a
rich variety of sublimations, which, when successful, are very gratifying to
the child and promote a strong investment in learning. The capacity for
successful sublimations is limited for many borderline children and, when
present, is subject to great fluctuations under the pressures of internal
conflicts, the breakdown of age-appropriate defenses, and frequent regressions.
For instance, in the child’s view, the teacher too readily becomes the parent
who is viewed with marked ambivalence, and struggles ensue that are based on
conflicts originating well outside the classroom setting. Therefore, the
learning situation may be experienced as unsuccessful and ungratifying. In addition,
many borderline children have a very fragile regulatory system for self-esteem
and when confronted with academic challenges at school feel overwhelmed and
incapable. They tend to give up in despair, become self-denigrating, and are
especially sensitive to criticism and failure. For example, a child of nine
with a superior intelligence had a remarkably inconsistent report card from
school with the frequent comment that when he cannot solve problems
immediately, he gives up in despair, tears up his papers, sulks, refuses to do
any more work, and calls himself stupid and dumb. 


Generally, the children who are not learning up to their capacity
and who are management problems in a regular class do function much better in a
small classroom that permits considerable individual attention, with tutoring
addressed to their specific limitations. The small class allows the child an
opportunity for more guidance and reassurance from an adult. Also, since many
of these children are easily overstimulated and have difficulty screening out
distractions, the smaller, structured setting is useful. Often, by the time
these children come to professional attention, they have already fallen
considerably behind in scholastic achievement. This deficit contributes further
to their low self-esteem. The child’s teacher often needs consultation and
support since, as has already been mentioned, these children present special
emotional challenges to the people working with them. 


 Medication  


In general, the use of drugs with children is complicated,
unpredictable, and still rather poorly understood. However, there are some
situations in which medication can be quite useful in treating the borderline
child. If, as a significant part of the clinical picture, there is evidence of
attentional disorder and hyperactivity (often including specific learning
disorder and evidence of central nervous system dysfunction) dextroamphetamine
or methylphenidate may be given a trial. 


The management of anxiety is a major problem with all borderline
children, and, on occasion, antianxiety medication may be useful. The minor
tranquillizers so often used with adults are of limited value with children.
Some children with crippling anxiety do respond to some of the major
tranquillizers. The authors have found Thioridazine, chlorpromazine, Trifluoperazine,
and haloperidol especially useful. Generally, anything that will help increase
his sense of mastery is very important to a borderline child, and if medication
can help him decrease or tolerate severe anxiety and control his bodily
functions it should become a part of the overall treatment plan. 


Side effects, although limited and usually not serious, can be
distressing to borderline children and their families, who often have rather
extreme and magical fantasies about drugs and their effect on the body. One
father of a ten-year-old boy who had agreed to the authors’ trying Thioridazine
for a period of time to help the boy’s extreme anxiety and subsequent wild
behavior, gradually became quite paranoid about the use of the drug for his son
and, without telling the authors, stopped giving the medication to the boy.
This father also became much more suspicious and guarded with the staff at this
time. Another borderline boy, who was eight years old, showed marked attentional
disorder and hyperactivity and was given methylphenidate. He experienced a
decrease in appetite, especially at noontime, and, instead of sitting at the
lunch table with other children as he had done previously, isolated himself,
sucking his thumb and looking extremely perplexed. It gradually became clear
that the loss of appetite, although not pronounced, was confusing and
frightening to this child who was overly reactive to most external and internal
sensations. It is important, then, to be especially alert to the fantasies,
misinterpretations, and magical beliefs of both the child and the parent when
administering medication to borderline children. 


In summary, the treatment of the borderline child is complex and of
long duration. Individual psychotherapy is most important, but only one of many
factors in the total therapeutic constellation, which touches almost every
aspect of the child’s life. Furthermore, the authors have found that therapy
often has to be continued until the child has progressed into early adolescence
in order to ensure the consolidation of therapeutic gains. 
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 CHAPTER 12

PSYCHOPHARMACOTHERAPY IN CHILDREN


 John S. Werry  


 Introduction  


The use of psychopharmacotherapy in children dates from the
introduction of the stimulants by Charles Bradley in 1937. However, the early
years were quiet until newer psychotropic drugs developed in the 1950s gave a
new though rather slow impetus to the field. But it was not until the 1970s
that pediatric psychopharmacology finally emerged as a fully-fledged
therapeutic modality and research endeavor in child psychiatry. As with adults,
much of the early work was hampered by the lack of double-blind and other
controls, by diagnostic vagueness and heterogeneity reflected in such terms as
“emotionally disturbed” or “behavior disorders,” and by the absence of
reliable, valid, and quantitative measures of analysis. However, there has been
conspicuous improvement in the field during the last ten years. 


Unlike adult psychiatry, which both discovered and initially tested
most of the psychotropic drugs currently used in children, pediatric psychopharmacology
is still very much an empirical clinical exercise, lacking the attractive
theoretical rationale for employing the antipsychotics or the antidepressants
that are used in adult psychiatry. This is mostly because the uses to which
these drugs are put in children are quite different from those in adults, and
also because there is a serious shortage of trained investigators in pediatric
psychopharmacology, particularly those with a biomedical background. As with
adult psychiatry, there have been no substantive additions to the types of
drugs used in children since 1960, partly because of the lack of basic
research. 


The rise of pediatric psychopharmacology has been accompanied by
considerable public interest and concern, which is reflected in congressional
and public enquiries, in legislation, and increasingly in advocacy litigation.
While much of the criticism has been ill-informed and is part of a
sophisticated populist anti-intellectualism afflicting western society, it has
revealed practices, particularly with institutionalized retardates, that are
inconsistent with good medical practice and, like overprescribing in general,
reflect some of the basic ills of modern medicine. Regulation and restriction
on research in psychopharmacotherapy with children both at state and national
levels is now well established. Some of this has effectively stopped research,
yet the right to prescribe such drugs
in children goes unhampered. Whatever the rights and wrongs of the situation,
one thing is clear: As with all areas of medical practice, public
accountability is a fact of life that pediatric psychopharmacology cannot
ignore. 


With one or two exceptions, most of the indications for the use of
psychotropic drugs in children are symptomatic, cutting across diagnostic
entities. The drugs are prescribed mostly for the purpose of producing social
conformity at the behest of adults (usually parents, teachers, and other
primary caretakers). Since clinical indications and the drug action utilized
are quite different, the current adult-derived therapeutic classification of
psychotropic drugs (for example, antidepressant, antipsychotic, stimulant)
makes little sense and, in fact, only creates confusion in pediatric
psychopharmacology. Only a classification based on neuro-regulatory action—for
example, anticholinergic dopamine blockers (for sedative antipsychotics like
chlorpromazine) or anticholinergic adrenergic facilitators (for antidepressants
like imipramine)—offers any possibility of a classification suitable for both adult
and pediatric psychopharmacology. 


Until recently, interest in classification or diagnosis in child
psychiatry languished. As a result, pediatric psychopharmacology has been
severely criticized for the vagueness of such clinical indications as hyperactivity.
The new children’s section of the Diagnostic
and Statistical Manual of Mental Disorders, third edition (DSM-III) offers
a unique opportunity to change this situation, since for the first time in
child psychiatry there is presented a distinct, reasonably unequivocal set of
criteria by which to make a diagnosis and an investigation of the relationship
between diagnosis and psychopharmacotherapy in children. 


Because of the rapidity of physical and psychological changes
between birth and adolescence, child psychiatry puts particular emphasis on
development. All psychotropic drugs have powerful effects on the brain and on
systems other than those of clinical interest, particularly the higher
cortical, limbic, arousal, hypothalamic, and endocrine systems. If the notion
of critical periods is valid, drugs could, in theory, disrupt critical
psychological, emotional, cognitive, and biological developmental events
(short-term drug effects on all of these events are readily demonstrable). This
calls for a spirit of proper caution and conservatism coupled with high
standards of medical and multidisciplinary assessment of drug effects. 


Because of the vulnerability of the developing child and his
inability to express himself fluently in the face of imposing authority figures,
the problem of social control and imposed treatment take on important ethical
concerns in pediatric psychopharmacology. While researchers are aware of this
problem, studies to date have been remarkable for the absence of
child-generated data, particularly of the subjective kind. This may be due to
the methodological difficulties involved in collecting and utilizing this kind
of data. 


While children are now fairly well protected (some would say even
overprotected) by statute and regulation as far as research in pediatric
psychopharmacology is concerned, a most worrisome area remains the unrestricted
right of physicians to treat children with psychotropic drugs. Only the
acceptance of stringent peer review by the medical profession can solve this problem,
though the rather unpalatable alternative of patient or advocacy litigation is
having an impact as well. 


If pediatric psychopharmacology is to advance, child psychiatry must
be seen, particularly by academic departments of psychiatry, as an underdeveloped
area requiring the highest of priorities. Only in this way will the necessary
cadre of skilled and creative investigators be forthcoming. 


 Developmental Pharmacology  


There is disconcerting lack of information about the effect of age
on such basic pharmacological dimensions as pharmacokinetics, toxicity, dosage,
and so on, particularly with respect to the psychotropic drugs. For example,
there are almost no studies in pediatric psychopharmacology about an area of
current interest in adult psychiatry, namely the relationship between plasma
levels and therapeutic effects. While some of this is understandable due to the
reluctance to submit children to venipuncture, the development of salivary
methods of measuring the unbound portion of drugs in plasma offers a solution
to this dilemma. 


Research has indicated that after the first year of life children
should be able to (1) clear drugs renally like adults; (2) metabolize them more
quickly; (3) maintain lower plasma levels of lipid-soluble drugs such as
barbiturates and benzodiazepines because of their proportionately greater
amounts of body fat; (4) show different distribution of those drugs that are
concentrated in such organs as the brain and liver because of their different
sizes; and (5) show greater effects from drugs distributed in this way because
of decreased proportion of extracellular water. The practical implications of
these extrapolations from basic physiological (rather than pharmacological)
data suggest that children, in general, will be more resistant to psychotropic
drugs and that dosages should be based on calculations of body surface area,
since these more accurately reflect the proportion of extracellular body water.
However, because of the low toxicity and relatively flat dose response curves
of most psychotropic drugs, calculations based on the simpler
milligram/kilogram basis will ordinarily be satisfactory. 


It is likely, however, that the different development of the brain
and various enzyme systems in children should produce certain differences, at
least of degree, in the action of psychotropic drugs at the cellular level,
which is distinct from the pharmacokinetic issues already considered. For
example, it is thought that acute dystonias are more frequent with
antipsychotic drugs in children, but our knowledge of such possible
developmental differences is merely speculative. Another factor likely to
influence the cellular action of psychotropic drugs in children is that many
children given medication appear to have normally functioning brains and
neurotransmission. This being so, the action of drugs would only result in
distortion of normal function. Such a hypothesis, however, requires formal
testing, but it does illustrate some of the possible fundamental
pharmacological differences that might exist between pediatric and adult
psychopharmacology. 


 Measuring Drug Effects in Children  


Perhaps nowhere else is it more evident that pediatric
psychopharmacology has come of age as a technical specialty than in the way in
which the effect of psychotropic drugs are evaluated.'' Obviously, it is no
longer a field for amateurs; it requires cooperation between properly trained
investigators from social, behavioral, and biomedical sciences. 


 Parent and Teacher Behavior Symptom Checklists  


Checklists of symptoms compiled by parents and teachers form the
mainstay of both patient selection and assessment of drug effects, particularly
in research in pediatric psychopharmacology. A number of reliable and valid
instruments exist-' whose greatest strength derives from the capacity of the
human brain to integrate a mass of information into a small number of usable
clinical judgments. For example, this information comes from a number and
variety of social situations, is based on differing lengths of time the child
is observed (and with teachers), and is automatically compared against the
behavior of comparative groups of children of similar age and background. The
variability of various mothers’ judgments can be overcome by the use of
measures before and after medication is commenced (repeated measures design).
The greatest weakness of these methods lies in the rather low level of
agreement between parents and teachers and in the discrepancies with measures
from other sources. 


 Child-Derived Measures  


Child-derived measures have not been well studied, though a number
of possible techniques to do this exist.* In the clinical situation, however,
this is less likely to be a problem, provided that the physician takes the time
and trouble to develop a relationship with the child and discuss all aspects of
treatment and its effects with him. 


 Interviews  


While the clinical interview must form the mainstay of clinical
practice, there is good reason to doubt that its validity, reliability, or
exactitude is sufficient for research purposes without further structuring.
Inasmuch as psychological testing provides such a structured situation, it is
not surprising that it has proved useful in pediatric psychopharmacology. 


 Physiological and Psychophysiological Measures  


Measures of a physiological and psycho-physiological nature are part
of physical examinations and take into account weight and height, heart rate,
blood pressure, and aspects of the neurological examination (particularly motor
coordination). Other highly sophisticated methods include laboratory tests such
as biochemical, electro-physiological, and psychophysiological measures.
Although these highly technological measures offer great promise, they are
still mostly restricted to the research and laboratory situation, as they
require extensive technical knowledge and equipment. 


 Direct Measures of Behavior  


Most of the developments in direct measures of behavior have
occurred using human observers, but despite the spectacular results in behavior
modification, the applications to pediatric psychopharmacology have so far been
limited and, to a certain extent, disappointing (though there have been some
successes too).'  Mechanical and
electronic aids such as videotape, actometers, and stabilometric seats have all
been used in pediatric psychopharmacology research, particularly in the
measurement of motor activity. In general, these techniques are cumbersome,
intrusive, and expensive, restricting them mainly to particular investigations
and laboratories. 


 Psychological and Cognitive Tests  


Almost from its earliest days, pediatric psychopharmacology has been
greatly concerned with the effect of drugs upon cognitive function and
learning, particularly the issue of mental dulling. As a result there are a
number of widely accepted and recurringly drug-sensitive measures such as the
Continuous Performance Test, Paired Associate Learning, the Porteus Mazes and,
to a lesser extent, standard tests of intelligence and achievement.-
Regrettably, actual learning in the classroom situation has not been studied as
well, since the techniques necessary to assess the process are much more
difficult and still to be worked out. 


 Clinical Global Impression  


One of the most robust and drug-sensitive measures in pediatric and
adult psychopharmacology is the simple but crude Clinical Global Impressions.
In this test, parents, teachers, and especially physicians make a simple
judgment as to whether or not the patient has improved in a global sense (or
got worse and if so, to what degree). In the case of the physician scale, the
rating of improvement is further interpreted against the discomfort or
disability of side effects produced. It thus represents the ultimate in final
clinical judgment about the cost/benefit yield of a drug for an individual
patient. 


 Which Measure is Correct?  


As noted, a remarkable feature of pediatric psychopharmacology is
the rather low level of agreement between measures from different sources, such
as parent, teacher, laboratory, and physician. Since all observers base their
judgments on different aspects of function in different situations for varying
lengths of time, none is a priori more valid than any other. It is the
physician’s job to weigh each piece of information and integrate it into a
clinical decision. 


 Individual Drugs  


 Stimulants  


The stimulants in common use (dextroamphetamine, methylphenidate,
and magnesium Pemoline) belong to the much larger group of sympathomimetic
amines with which they share many central and peripheral adrenergic properties.
While their principal action is adrenergic, they also release dopamine and
possibly even acetylcholine. In general, little data on their pharmacokinetics
in children is available, though their clinical effect appears immediate and,
by the standards of psychotropic drugs, relatively short-ranging (from four to
about twelve hours). Magnesium Pemoline is said to have a somewhat longer half-life
and thus obviates the need for a second dose. Actually it is surprising how few
children need more than a single daily dose. 


 Clinical Effects  


Physiological effects of stimulants are much as would be expected
from any sympathomimetic amine with peripheral (tachycardia, vasoconstriction)
and central actions, but there are also endocrinological effects, such as
release of growth hormone, as well as hypothalamic effects (anorexia, weight
loss). As far as behavior, motor, and cognitive function are concerned, the
effects of stimulants are similar to those seen in adults, particularly when
adults are fatigued or bored: reduction of motor overflow; improved vigilance,
attention, motor skills; and increased zest and performance in most functions.
It is for this reason that stimulants are used in pediatric psychopharmacology;
and their effect in producing overall clinical improvement as perceived by
adults in hyperactive/aggressive children, at least in the short term, is
compelling. However, effects on learning are more controversial, particularly
with regard to the question of whether there is any actual increased
acquisition of new knowledge or skills rather than simply increased performance
of what the child already knows.-' Whether stimulants improve social
interaction or just passive compliance,- and whether they influence long-term
clinical outcome, are also in dispute. Another question is whether the clinical
effects upon behavior seen in hyperactive/aggressive children represent a
specific pharmacological effect, often called paradoxical. Studies of normal
children suggest that the clinical effects are qualitatively the same as in
hyperactive children, and that rather than being paradoxical the response in
hyperactive children is one of degree or is even possibly rate dependent. 


 Side Effects  


While initial mild effects such as headache, stomachache, insomnia,
and anorexia are common, stimulant administration causes remarkably few serious
side effects. A short-lived slight weight loss at the commencement of treatment
is common. However, there is some concern that stimulants can produce
continuing and significant growth suppression and weight loss, particularly in
higher doses (in excess of 1 mg/kg methylphenidate). It now appears that the
frequency, degree, and durability of this problem has been greatly exaggerated,
although proper monitoring of weight and height is a clinical necessity. About
25 percent of children using stimulants show an increase in irritability,
tearfulness, and even hyperactivity. While an occasional child will exhibit a
true amphetamine-type psychosis and even neurological syndromes, such as a
dopaminergic dyskinesia, such side effects dissipate rapidly upon cessation of
the drug. 


 Clinical Indications and Use  


It is generally accepted on the basis of numerous properly
controlled studies that attention deficit disorder with hyperactivity
(hyperkinesis) in elementary school children is a well-established clinical
indication for stimulants, though many such children will neither need nor
benefit from the drug. Despite a great deal of work, it is still impossible to
predict without an actual clinical trial which children will respond and which
will not—though there are some indications that the more severe the disorder,
the more likely a good response. Attempts to find psychophysiological or
biochemical predictors have to date been disappointing. Though dosage has been
little studied, there is some evidence to suggest that the optimum dosage level
is in the region of 0.5 mg/kg of methylphenidate.- Dosage may be raised above
this level providing there is careful monitoring for side effects. Preschool
children are generally considered not to benefit from stimulants, and many
clinicians are reluctant to institute or continue medication beyond puberty
because of the still unsubstantiated risk of dependence. The use of “drug
holidays” during weekends and vacations has much to commend it in helping to
prevent the development of tolerance and hence the chance of dosage and
metabolic problems. Most children require only one dose per day, a usage that
is to be encouraged, since, like drug holidays, it helps to minimize the
possibility of untoward effects. 


How long a child should stay on medication is an almost completely
unresearched issue, though one study suggests that an annual probe using a
placebo should be carried out. About 24 percent of children will be found to no
longer need their medication. A technique developed by Swanson and associates
for deciding which children will respond by submitting them to a one-day
laboratory trial has promise for well-equipped centers but requires further
study. Despite references in the literature to other uses of stimulants in
children, there are as yet no other established indications in pediatric
psychopharmacology. 


 Social arid Ethical Issues  


While the clinical research literature on the use of stimulants is
the most voluminous and scientifically robust in the field of pediatric
psychopharmacology, there are a number of unresolved issues, particularly in
view of the fact that stimulants have a high dependency potential in adults. So
far, there is no evidence that their medical use in hyperactive children leads
to dependence in later life,- but such long-term studies are difficult to do
and consequently few exist. The contention that stimulants lack the necessary
euphoric quality critical to the establishment of dependence in children is
supported by only one formal study there is much anecdotal clinical evidence to
the contrary. While there have been a number of sensational charges about the
epidemiology of stimulant-prescribing in the United States, the facts show that
stimulant use is basically conservative, commoner in children of higher
socioeconomic class, and becoming less prevalent since it peaked at around
500,000 patients in 1977. 


Whether the clear short-term benefit is reflected in enduring better
social adjustment or learning is disputed, since there is only scanty evidence
to date and much of it negative. Thus, justification for the use of stimulants
must be based on the here and now and not on the basis of long-term prevention
of disability. 


 Conclusions  


Stimulants are the best studied and most clearly established of the
psychotropic drugs used in children. Their only legitimate indication is in some cases of attention deficit disorder
with hyperactivity in elementary school children, but even there their impact
on long-term adjustment and academic achievement is dubious despite impressive
short-term effects. As yet there is no way of predicting which child will
respond to stimulants, and the contention that the effect of stimulants is
paradoxical, specific, and tied to some brain dysfunction is becoming increasingly
more dubious. Despite this, the stimulants are a valuable part of the overall
management plan in some cases of hyperactive children and have given by far the
greatest impetus to the establishment of pediatric psychopharmacology as a
field of scientific endeavor. 


 Antipsychotics (Neuroleptics, Major
Tranquilizers)  


There are several key reviews of antipsychotics in pediatric
psychopharmacology. They are probably used most frequently with the mentally
retarded; administration percentages range from about 4 percent of children in
special classes in Illinois to 50 percent in institutions throughout the United
States. 


 Pharmacology  


Antipsychotics have a wide variety of pharmacological effects based
upon dopamine, noradrenaline, acetylcholine, histamine, and nervous impulse
blockade. The extent to which different antipsychotics possess any or all of
these properties varies, but the two most favored in pediatric
psychopharmacology (chlorpromazine and Thioridazine) have all these properties.
The true antipsychotic property, currently thought to be dopaminolytic, is of
little importance in pediatric psychopharmacology due to the infrequency and
relative refractoriness of childhood psychoses. The half-life of the
antipsychotics is very long (measured in days), and biodegradation is extremely
complicated (chlorpromazine having well over a hundred metabolites). 


 Clinical Effects  


As would be expected with such wide-spectrum drugs, clinical effects
are multiple and varied. The ones of principal importance in pediatric psychopharmacology
are sedation and suppression of tics. One should be able to predict from the
pharmacology of these drugs that the type of sedation would be different from
that produced by traditional central nervous system depressants, such as
barbiturates, in that antipsychotics should produce emotional indifference not
euphoria and quietness, without behavioral disinhibition and paradoxical
excitement. Unfortunately, there has been little systematic study of the
clinical effects of these drugs in children beyond the overall behavioral
change, which is generally reported to be in the direction of psychomotor
slowing or sedation and perceived clinical improvement. The fact that
barbiturates are held to cause paradoxical excitement in children, which has
caused them to be largely abandoned in favor of the antipsychotics (and
antihistamines), does offer some circumstantial evidence in support of a
different type of sedation resembling that reported in adults and animals.
Whether this sedation is due largely to an anticholinergic effect resembling
that of hyoscine or whether it is due to some additional effect is unclear,
though it is significant that the two drugs most favored (chlorpromazine and Thioridazine)
are both strongly anticholinergic. Whatever the exact nature of the effect,
there is evidence that the antipsychotics can produce reduction in hyperactive,
aggressive, excited behavior independent of any specific diagnosis,
conspicuously in the mentally retarded, psychotic, and attention-deficit
disordered children.' Whether this behavioral improvement is at the expense of
mental alertness or cognitive function is unclear. Laboratory studies—done
mostly under extremely favorable learning conditions and in children on
relatively low doses—suggest a minor degree of impairment, usually impeding
performance.’ Whether this obtains in the quite different, noisy, distracting
environment of institutions for the mentally retarded, which employ
considerably higher doses, is not established. Nonetheless, this has not deterred
current litigation from trying to reduce both dosage and frequency of the use
of medication in the institutionalized mentally retarded. 


The suppressant action of antipsychotics upon tics, particularly
useful in Tourette’s disorder, is probably dopaminolytic, and hence non-anticholinergic
drugs such as haloperidol tend to be favored, since acetylcholine and dopamine
act antagonistically in the basal ganglia. However, recent work suggests that
the suppressant effects on tics may relate to interference with noradrenaline
or even serotonin. 


 Side Effects  


Most of the side effects of the antipsychotics are, of course,
simply normal effects of the drugs upon neurotransmitter or systems other than
those of primary therapeutic interest. The well-known and varied side effects
of the antipsychotics in children have been enumerated. Extrapyramidal effects
seem somewhat less common in children than in adults, due probably to the
preferred use of strongly anticholinergic drugs in adults. Tardive dyskinesia
has been reported only rarely, though cholinergic symptoms and a curious
evanescent rebound dyskinesia produced on stopping of these drugs have been
reported. 


Unlike the stimulants, the indications for the use of antipsychotics
in children are unclear and disputed. While there is evidence to suggest that
these drugs will reduce certain socially disruptive behaviors, such as over-activity,
aggressive outbursts, and excitement in children (particularly the mentally
retarded, the psychotic, and attention-deficit disordered), the costs to the
child in terms of minor but uncomfortable side effects and in mental dulling
are not well established.'- It is therefore best to regard these drugs as
strictly for short-term crisis management and not as substitutes for more
personalized, humane, non-biological programs, especially in institutions.
There is some evidence to suggest that low doses (0.025-0.05 mg/kg of
haloperidol, 15-3.0 mg /kg of chlorpromazine and Thioridazine) may be as
effective as the more usual higher doses. The current widespread use of these
drugs in the mentally retarded and in the management of sleep disorders in
young children cannot be justified on the basis of well-conducted clinical
trials. Children with pervasive developmental disorders and schizophrenia (psychoses)
may constitute a special group, though evidence for a true antipsychotic as
opposed to a symptomatic effect in these drugs is lacking in pre-pubertal
children. 


Stereotyped movement disorders (tics and Tourette’s disorder) appear
to be suppressed by adequate, and often quite high, doses of antipsychotics,
though there are few properly controlled studies to support what appears
clinically quite convincing. However, it is important that the ability of these
drugs to suppress tics should not lead to their premature use, since most
children’s tics are largely self-resolving and of relatively minor social
significance. 


 Social and Ethical Issues  


The most important ethical issue regarding the dispensation of
antipsychotics to children is the risk of dulling mental capacities in children
who are already handicapped in their learning ability, especially the
institutionalized mentally retarded. Since these drugs are given primarily for
purposes of social control (that is, for the needs of adults), particular care
should be taken with children who are least able to report their own needs or
side effects. 


 Conclusions  


The only reasonably clear indication for the use of antipsychotic
drugs in children is in Tourette’s disorder, but even there side effects can be
considerable. Their use for sedation is unestablished, and the cost in terms of
uncomfortable side effects and mental dulling remains unclear. Their use for
this purpose is best reserved for short-term management in crisis situations,
though even here properly controlled studies are long overdue. The frequency of
their use and dosage is probably in inverse relationship to the quality of care
given to children, particularly those in institutions. Because of the extreme
degree of handicap and difficulty presented by psychotic children, the use of
antipsychotics may be more defensible; however, proper documentation is always
required. 


 Antidepressants  


There is considerably less data on the use of antidepressants with
children than on that of stimulants and antipsychotics, probably reflecting the
fact that antidepressants are prescribed less frequently for children.  


 Pharmacology  


It is well known that antidepressants are divisible into two main
groups: monoamine oxidase inhibitors and multi-cyclic antidepressants. The
former are more dangerous, have few advocates, and have even less supporting
data for use in children. The multi-cyclics, or “antidepressants,” are thought
to act primarily by blocking the reuptake of released noradrenaline, though
some may be anti-serotoninergic. Like the antipsychotics from which they are
derived, some antidepressants possess anticholinergic, antihistaminic, and
local anesthetic properties to varying degrees. And like the antipsychotics,
they are long-acting drugs. 


 Clinical Effects  


The principal effects of antidepressants upon the behavior, motor
activity, and cognitive performance of children resemble those of the
stimulants, at least in attention deficit disorder where most of the acceptable
studies have been executed.- These effects, as noted previously, are: reduction
in exuberant deviant behavior, reduced motor activity, and improved cognitive
performance. Physiological effects are similar too, including slight initial
weight loss, though tachycardia is much more pronounced.- Anticholinergic
sedative and peripheral autonomic side effects may conceal this stimulant-like
picture, especially toward the beginning of treatment. Although their effect is
basically similar to those of the stimulants in hyperactive children, their
effects are generally inferior, and they cause more side effects. As a result,
parents tend to discontinue their use more frequently than they do stimulants
in the long-term management of the children. Whether the time dimension of this
effect is immediate or shows a latency similar to that of the antidepressants
in adult depression is unclear, though clinical opinion favors the former. A
true antidepressant effect in children remains to be demonstrated and is part
of the continuing controversy as to whether or not adult-type depression occurs
in children. 


Imipramine and other tricyclics have an immediate symptomatic
suppressant effect upon enuresis.  The
pharmacological basis of this action is generally presumed to be
anticholinergic, though alpha-adrenergic and central effects must also be
involved since anticholinergic agents, which act only on the bladder, do not
have the powerful effect of the tricyclics.    


Side Effects 


The most important side effect of the tricyclics is cardiotoxicity
(seen only in doses in excess of 5 mg/kg). Since such a dosage level is unusual
in children, complications should be exceedingly rare except in accidental
overdose, particularly in toddlers. Apart from epileptic seizures, other side
effects are minor and include atropinism, tremor, tearfulness, initial
sedation, and stomachaches. There is some evidence that tricyclics may be
useful in the management of separation anxiety disorders (for example, school
phobia), but the doses used were high, resulting in one fatality. This use has
some parallels with the treatment of phobic obsessive/compulsive disorders in
adults. While such disorders do occur in children, tricyclics have not yet been
tried in them. Thus, the use of tricyclics in the management of anxiety
disorders in children must be considered at the moment experimental and subject
to all the safeguards of properly controlled clinical trials. 


 Conclusions  


The role of antidepressants in pediatric psychopharmacology appears
to be much more limited than stimulants. Their principal use is probably as an
alternative though less satisfactory method in the management of attention
deficit disorder with hyperactivity. They are also useful in the symptomatic management of enuresis,
though there seems little justification for their widespread use in this
disorder, since they do not influence the long-term outcome of what is, after
all, a benign, self-limiting, childhood disorder.- Whether they have any other
roles, such as in depressive and anxiety disorders, remains to be demonstrated. 


 Anxiolytics and Sedatives  


There are several useful reviews of these drugs in children, though
all have concluded that valid data upon which to make judgments is
conspicuously lacking. 


 Pharmacology  


Drugs commonly used as antianxiety or sedative agents in children
are of four main types: 


 1.     
   General
central nervous system depressants such as barbiturates, alcohol, gasoline,
glues, and so on 


 2.     
   So-called
selective depressants such as the benzodiazepines 


 3.     
   Antihistamines 


 4.     
   Antipsychotics 


While the half-life of the first group varies (though it is
generally less than twenty-four hours), that of the second group, the
benzodiazepines, and most other psychotropic drugs is well in excess of this.
The action of depressants is primarily a general one, probably on membrane
excitability, though phylogenetically more recent parts of the brain such as
the neopallium are more readily affected. Although extravagant claims for the
selectivity of the benzodiazepines are sometimes made, the most conspicuous
difference between them and the traditional sedatives lies in their very flat
dose-response curve and hence in their low toxicity. In theory, too, since
anxiolysis differs from sedation and general anesthesia only in the degree of
depression of the brain, this flat dose-response curve should allow finer
tuning of the pharmacological effect. 


The third group, antihistamines, are qualitatively different from
the other sedatives and probably act primarily through a central
anticholinergic action. However, those that are closely allied to the phenothiazines,
such as trimeprazine and promethazine, may have a weak ataractic effect
characteristic of antipsychotics as well. 


See page 264 for a discussion of the fourth group, the
antipsychotics. 


 Clinical Effects  


In the case of the central nervous system depressants, the clinical
effects consist primarily in the reduction of the level of behavior along the
anxiolysis/sedation/anesthesia/coma/death continuum, depending on the dose.
Greenblatt and Shader have argued convincingly that the distinctive characteristic
of true sedatives is disinhibition of behavior—that is, the release of what is
ordinarily kept suppressed by punishment or fear of punishment. Since children
are ordinarily sedated in a situation where they are anxious or upset, and
where adult patience is wearing thin, the long-standing observation that
barbiturates often make children more rather than less excited is exactly what
would be predicted from disinhibition. Studies* of the traditional sedatives
show that there are few properly controlled and constructed trials of sedatives
in children. However, adverse clinical experience with phenobarbital in
epileptic children, and the well-established fact that anxiety in children is
short-lived and highly responsive to placebo and nonspecific interventions,
suggest that there is little role for these central nervous system depressants
in children’s anxiety disorders. On the other hand, sleep disorders in very
young children are of a recurrent and highly disturbing nature, and it is here
that a substantial literature might have been expected. A different group of
sedative drugs, the antihistamines, is widely used in this group of disorders.
Since they should not cause behavioral disinhibition, their use would seem to
be preferable, but again there is almost no data about their efficacy and
safety. 


 Side Effects  


Predictably, all sedative drugs should produce some impairment of
cognitive function. In addition, the central nervous system depressants run the
risk of producing dependence, behavioral irritability, withdrawal or other
seizures, and, with the exception of the benzodiazepines, when taken in
overdose, life-threatening situations. Antihistamines may have atropinic side
effects that, though minor, could be quite uncomfortable, and in theory at
least should produce an atropinic type of delirium in high doses or
idiosyncrasy. Finally, most sedatives distort the normal pattern of sleep,
resulting in a feeling of not having slept well, hangover effects, and rebound
nightmares upon withdrawal. 


 Conclusions  


Despite widespread use, particularly of antihistamines, the use of
sedatives of any kind in children has as yet no properly demonstrated role. 


 Miscellaneous Drugs  


Anticonvulsants have yet to demonstrate a bona-fide psychotropic
role in children with various emotional or behavioral problems whether
epileptic or not.- Some of these drugs (including phenytoin) are potentially
neurotoxic and their use for psychopharmacotherapeutic reasons should be
considered strictly experimental,
requiring all appropriate safeguards. 


Caffeine, amino acids, LSD and other hallucinogens, vitamins and
hormones, including thyroid substances, have as yet no established use in child
psychiatry,- although they have all been tried, particularly in seriously
disabled mentally retarded or psychotic children. 


Lithium must also still be regarded as an experimental drug, though
there is some evidence to suggest that clinical trials—particularly in
adolescents with irregular behavior and explosive outbursts, and where there is
a family history of lithium-responsive manic-depressive disorder—may be worth-while.’-
Recent reports suggest that beta-blockers deserve further study, though
interestingly enough not in the treatment of anxiety but in organic brain
disorders and Tourette’s disorders. The use of chelating substances depends on
establishing a connection between subclinical lead poisoning and
attention-deficit disorder or other childhood psychiatric disorders. The
Feingold hypothesis that there are certain substances in children’s diets in advanced
societies that produce neurotoxic behavioral responses primarily in the area of
behavior seems to grow shakier with each new properly controlled study. 


 Specific Disorders and Their Pharmacological
Treatment  


It should be obvious from this review that the diagnostic indicators
for psychopharmacotherapy in children are few indeed. They are reducible to
attention deficit disorder with hyperactivity (stimulants, antidepressants),
Tourette’s and possibly chronic motor tic disorder (antipsychotics) and post-pubertal
schizophrenia (antipsychotics). Possible diagnostic indicators still awaiting
confirmation are separation anxiety disorder, obsessive/compulsive disorder
(tricyclic antidepressants), and early, atypical manic-depressive disorder
(lithium). Enuresis is a qualified diagnostic indicator, the qualification
being that drugs should be regarded as a temporary suppressant and not as a
definitive treatment of the disorder. 


As yet, infantile autism and pre-pubertal schizophrenia do not
appear to have any specific psychopharmacological indications, though
antipsychotic drugs may be helpful in dealing with certain distressing
behaviors. Because of the common confusion between attention deficit disorder
and conduct disorders, it is entirely possible that some of the drugs currently
accepted as effective in “hyperactivity” may be shown to be efficacious in
certain kinds of conduct disorders. With the possible exception of separation
anxiety and obsessive/compulsive disorder, neither the anxiety disorders nor
the learning disorders appear to present indications for psychopharmacotherapy. 


 Conclusions  


At present, psychopharmacotherapy in children is of limited
application. Part of the difficulty lies in the lack of biogenic etiological
theories for any childhood disorder, most of which appear to have no
resemblance to, or continuity with, adult disorders. Without proper
pathophysiological formulations along the lines suggested by Cohen and Young,
psychopharmacology will continue as a fumbling, empirical, hand-me-down from
adult psychiatry rather than emerging as an independent branch of medicine. In
addition to the lack of diagnostic solidarity with the adult area, pediatric
psychopharmacology presents distinctive problems at many levels. Among these
are: (1) ethical issues surrounding the child’s assent to treatment and adult
instigated desire to produce social compliance; (2) risks of impairment of
cognitive function at a time of maximum learning; (3) possible interferences
with critical emotional endocrinological and other developmental stages; (4)
lack of evidence for any long-term benefit concerning adjustment, self-image,
and learning; (5) ignorance of dose response and other fundamental
pharmacokinetic factors; (6) absence of information about the effects of drugs on
learning in naturalistic as opposed to laboratory situations; (7) the apparent
greater sensitivity of cognitive function than social behavior to dosage
effects; (8) the possibility of state-dependent learning; (9)  the probable but unstudied impact of the meaning
of giving medication for the child; (10)  lack of information about drug effects on
children’s inner mood and comfort level; and (11) the absence of significant
data on the interaction between drugs and other treatments, such as
psychotherapy, behavior modification, remedial education, sensorimotor training
and so on, which are usually given at the same time. None of these issues has
been adequately studied, though there can be no disputing their potential
importance. 


While the development of pediatric psychopharmacology in the 1970s
has been impressive, there is still much to do. Clinically at the moment drugs
occupy only a small if significant part of the overall management of children’s
psychiatric disorders. 
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 CHAPTER 13 

THE FAMILY OF THE SCHIZOPHRENIC AND ITS PARTICIPATION IN THE THERAPEUTIC TASK 


Silvano Arieti   


Family Dynamics 


The convergence of the work of Harry Stack Sullivan, who stressed
the interpersonal aspect of the psyche rather than the intrapsychic, the
pioneering work of Nathan Ackermann in the psychodynamics of family life, and a
host of contributions by many other authors, who applied in clinical practice
either their own innovations or what they had learned from others, shifted the
attention of many psychiatrists from the patient to the family of the patient.
Rather than the patient himself, the family became the patient to be examined,
treated, cured. 


In addition to those already mentioned, many other authors, such as
Murray Bowen, G. Bateson, D. D. Jackson, L. Wynne, T. Lidz, have expanded this
field. The individual is no longer seen in isolation. Of greater significance
is the interaction between the patient who is a family member and the family as
a group, with laws and habits pertaining to a group per se. 


It would be counterproductive and regressive to deny the value of
these contributions. Nevertheless, it is now time that we reevaluate their
observations and data and reconsider some basic notions, especially as they
relate to certain psychiatric syndromes. 


In this chapter we shall reconsider the role attributed to the
family of the schizophrenic and shall present possible modifications. These
issues have not only theoretical interest, but are also of practical concern
since the study of them may suggest new or different approaches to the role the
family can play in the treatment and rehabilitation of the patient. This
reevaluation seems an impelling necessity today, when the tendency is to avoid
hospitalization or reduce hospitalization to a minimum. For the considerable
number of patients who do not recover completely after the initial attack and
who remain a serious problem, as far as treatment, management, and
rehabilitation are concerned, we may borrow an expression used by President
Truman in a different context and say that the buck stops here—in the family.
Since day hospitals and half-way houses are available only for a restricted
number of patients, there is no other or better place to turn than to the home,
no place where enlightenment and guidance from the psychiatrist are more
necessary or appreciated. 


The following four basic concepts, which were considered valid by
most people who practiced a psychotherapy of schizophrenia with the emphasis on
the role of the family, must now be drastically reevaluated. 


1.
The
patient became schizophrenic because of what was done to him by others. 


2.
Whatever
was done to him and was pathogenetic stemmed from family members, especially
the mother, who was labeled “schizophrenogenic mother.” 


3.
In the
psychotherapeutic attempt, unless the family members participated in family
therapy, they had to be left out because it was in the family that the patient
had had the original traumatic conflicts that led to his illness. It was,
therefore, necessary that the patient be separated from the family, unless, as
already mentioned, usual family psychotherapy was instituted and the patient
participated in it. 


4.
The
disorder came to be seen solely as the effect of what the environment or the
interpersonal world did to the patient. What the patient did with what was
given to him by the environment, or, in other words, how he digested, or how,
with his intrapsychic apparatus, he metabolized psychologically what was
offered to him, was almost totally ignored. 


Before discussing these four concepts, it should be stressed again
that although they now seem incorrect, they had as a whole a beneficial effect,
and that when we consider them in the historical continuity of scientific
progress, they must be considered positive. Without them, the patient would
still be seen as suffering from an endogenous disorder, or as a metabolic
freak—a pathological phenomenon unrelated to or uninfluenced by an apparently
normal environment. He would probably still be seen as the outcome of an
exclusively genetic deviation. 


As already mentioned, many authors believe that the patient becomes
schizophrenic because of what was done to him by a terrible family environment.
Some authors have described the mother of the patient as malevolent, and one of
them spoke of her perverse sense of motherhood. From some authors, one gets the
impression that the parents of the schizophrenic are inhuman, cruel, perverse
creatures. Others portray them as transmitting irrationality to the patient
directly, just as they would transmit to him the language they speak. 


Let us take some examples. One author described a girl whose mother
wished her to become a good writer like Virginia Woolf, even if doing so
required, by implication, committing suicide. Eventually the patient did commit
suicide. In the same article the author, who wished to report typical examples
of parents of schizophrenics, described a mother who, referring to her son,
said to the doctor, “You must cure him—he is all of my life. When he started to
become sick, I slept with him just like man and wife.” Other provocative
examples were offered in the same article. A schizophrenic woman who was hospitalized
told of having her genitalia examined by her physician father each time she
returned home from a date in order to make certain she was still a virgin. Also
reported is the case of a female patient who not only spilled food all over
herself, but blew her nose in the napkin. The patient did not know that it was
wrong to do so because her father, an eminent professor, used to blow his nose
in his napkin. In another case reported in the same article, the mother of a
patient told her that she was afraid the father would seduce the patient’s
pubescent sister. The father had confided that the mother was a lesbian and a
menace to the three daughters. 


Many similar examples from articles by authors who have studied the
father and mother of schizophrenics could be quoted. However, the point to be
made is that, although dramatic and impressive, these examples are misleading.
This author does not deny that parents like those reported in the preceding
examples exist (having observed them in families of both schizophrenics and non-schizophrenics);
however, if articles and books on the family of the schizophrenic report
exclusively, or almost exclusively parents such as those mentioned, the reader
may infer that these parents are typical parents of the schizophrenic. To do so
would be unjust. Let us examine more closely some of the reported examples.
They are not the consequence of internalization occurring through complicated
intrapsychic mechanisms. Some of them are simply a result of obedience, such as
the girl who committed suicide as the mother had requested. Others are examples
of pure and simple imitation, such as the girl who blew her nose with a napkin
as her father had done. These are not examples of schizophrenic irrationality.
What is transmitted by imitation, indoctrination, conditioning, and so forth,
whether considered desirable or undesirable, is not schizophrenic per se. These
transmissions occur in schizophrenia, but much
more so in neurotics and in the general population. 


Both the family and the culture in general may transmit
irrationality through phenomena known as psychological habituation,
indoctrination, imitation, acceptance on faith, and so forth. But with the
exception of rare cases of folie a deux,
transmitted irrationality and transmitted peculiar behavior are not
schizophrenic, delusional, or regressive per se. They may be unacceptable on a
moral, medical, pedagogic, or orthopsychiatric basis, but they are not directly
schizophrenogenic. The schizophrenic gives his own autistic, or primary process
form to whatever has previously disturbed him with nonpsychotic psychodynamic
mechanisms. It is the transformation
and not the imitation that
constitutes the schizophrenic essence of symptoms or habits. And that
transformation is implemented by primary process cognition. 


In the second edition of Interpretation
of Schizophrenia, this author presented evaluations and certain conclusions
concerning the findings reported by others regarding the family of the
schizophrenic, as well as original findings: 


1.
Conflicts, tension, anxiety, hostility,
detachment, instability had generally existed in the family of the patient
since his formative years. However, one must be aware that these findings
cannot be subjected to statistical investigation. It is often an enormous task
to evaluate qualitatively or quantitatively the psychological disturbance
existing in a family. One must keep in mind that some authors (for instance,
Waring and Ricks13) have found disturbed family constellations, previously
considered predisposing toward schizophrenia, less frequently among
schizophrenics than in control families. 


2.
It is
common knowledge that similar family disturbances exist even in families in
which there has not been a single case of schizophrenia in the two or three
generations that could be investigated. 


3.
It is not
possible to prove that the adult schizophrenics studied during family research
were potentially normal children whose lives were warped only by environmental
influences. 


4.
The one
point of agreement among most authors who have subjected schizophrenic patients
to deep psychodynamic investigations is that in every case so studied, family
disturbance, generally serious, was found. Unless biases have grossly distorted
the judgment of the investigators, one must believe that serious disturbances
did exist. 


5.
This
conclusion is important. It indicates that although family disturbance of
considerable seriousness is not sufficient to explain schizophrenia, it is
probably a necessary precondition of schizophrenia. To have differentiated a
necessary, though not sufficient, causative factor is important enough to make
this factor the object of deep consideration. 


6.
In the
last twenty years, this author has compiled some private statistics, and
although personal biases cannot be excluded and the overall figures are too
small to be of definitive value, has reached conclusions different from those
of other authors. In relation to sexual assault, seduction, or rape by a parent
of the child, events have been found much more frequently in the history of
depressed, psychopathic, and hysterical patients than in the history of
schizophrenics. The author has also found that in 75 percent of cases of
schizophrenia, the mother did not fit the image of the schizophrenogenic
mother. Prevailing nonmaternal characteristics have been found in only about 25
percent of the mothers of schizophrenics. What percentage of mothers of non-schizophrenics
have been nonmaternal is not known. The mother and father of the patient have
often been found to be disturbed, anxious, or hostile and detached, but only in
exceptional instances to the degree described in some psychiatric literature.
In the larger majority of cases the mother was a person who had been overcome
by the difficulties of life. These difficulties had seemed to her enormous not
only because of her unhappy marriage, but, most of all, because of her neurosis
and the neurotic defenses she had built up in interacting with her children. 


7.
Another
important point has been neglected in the literature. These studies of the
patient’s mother, beginning with those of Fromm-Reichmann6 and Rosen,11 were
made at a time in which drastic changes in the sociological role of women were
in incubation. It was a period immediately preceding the women’s movement era.
It was the beginning of a time when a woman had to contend tacitly with her
newly emerging need to assert her equality. Though no longer accepting
submission, she strove to fulfill her traditional role. These social factors
became involved in the intimacy of family life and complicated the parental
roles of both mothers and fathers. 


Furthermore this was the time when the “nuclear family,” a
development of urban industrial society, was most fully evolved. It consists of
a small number of people who live in little space, compete for room and for
material and emotional possession, and are ridden by hostility and rivalry.
Often deprived of educational, vocational, and religious values as well, the
nuclear family is destructive not only for the children, but also for the
parents, and especially for the wife and mother. 


One can thus become aware of another dimension. Not only are the
negative characteristics of the mother magnified and distorted by the future
patient, but the seemingly original negative characteristics of the mother are
in their turn a deformation, magnification, and rejection, conscious or
unconscious, of roles that she believes society has inflicted on her. 


What has been discussed so far can be reformulated in different
words. The importance of family disturbances in the childhood of schizophrenics
cannot be disregarded. Undoubtedly in the childhood of future schizophrenics
there is a deviation from what is considered a normal family environment. This
deviation consists predominantly of an environment characterized by more than
the usual amount of anxiety, hostility, detachment, or instability in family
members. This angle of deviation might have been remedied by the regenerating
and self-correcting mechanisms of the organism and of the psyche; but in the
case of the future schizophrenic, other circumstances did not permit this
correction. Thus, the initial deviation not only persisted but was amplified by
subsequent chains of causes and effects. The circumstances may be biological or
hereditary. The child may be more than usually sensitive to adverse environment
and psychological pain. The time of the adverse contingencies may not permit
the psyche to recuperate between one blow and the next. Finally, compensatory
mechanisms, such as the presence of useful parental substitutes, might be
absent. 


If what has been expressed so far is correct, the reason many
therapists, this author included, came to believe in the reality of the
schizophrenogenic mother and, less frequently, of the schizophrenogenic father
must be investigated. In the majority of cases therapists have fallen into a
serious error. Schizophrenics who are at a relatively advanced stage of
psychoanalytically-oriented psychotherapy often describe their parents,
especially the mother, in negative terms, the terms used in part of the
psychiatric literature. Therapists have believed what their patients have told
them. Inasmuch as approximately 25 percent of the mothers proved to be the way
they were described, it was easier to make an unwarranted generalization that
all the mothers of the schizophrenics were the same way. 


This is a mistake reminiscent of the one made by Freud when he came
to believe that his neurotic patients had been assaulted sexually by their
parents. Later Freud realized that what he had believed to be true was, in by
far the majority of cases, only the product of the patient’s fantasy. 


The schizophrenic’s mother had definite negative characteristics,
but the child was particularly sensitive to them because they were the
characteristics that hurt him and to which—in that particular context or
because of his own biology—he responded more deeply. He was less affected by,
or even ignored, the positive qualities of his mother: the giver, the helper,
the assuager of hunger, thirst, cold, loneliness, immobility, and other
discomfort. The child who responds mainly to the negative parts of his mother
will tend to make a whole of these negative parts, and the resulting whole will
be a monstrous transformation of the mother. Similar observations can be made
about the self-image of the future patient. The self is not merely a mirror of
reflected appraisals, because the sensitive child does not respond equally to
all appraisals and roles attributed to him. Those elements that hurt him more,
or that please him more, stand out and are integrated disproportionately. Thus
the self, although related to the external appraisals, is not a reproduction of
them but in some cases a grotesque misrepresentation. This grotesque self that
the patient retains would stupefy the parents if they were aware of it. 


These images—the one of the mother as the major representative of
the external world and eventually of the neighbor, any others, and humankind;
the other the representative of the person himself—will affect, at a conscious
and an unconscious level, the patient’s entire life. The images are constructed
not only by external contingencies, but by the patient himself. Much of the
psychodynamic literature has made the error of seeing the child, the adolescent,
and the young adult as entirely molded by circumstances, without addition of
the elements of his own individuality and creativity to what he receives—his
contribution to his transformation. 


The geneticist sees the origin of the disorder in the genetic code,
hidden in the chromosomes of the patient; the family therapist sees it in the
effect of the family and especially of mother and father. But geneticists and a
large group of psychodynamic psychiatrists are closer than they think to one
another’s conceptions when they see the patient as entirely shaped by
circumstances alien to his being or at the mercy of obscure forces or as a
passive entity that has to accept his chromosomic or familial destiny as
ineluctable forces. 


Obviously the patient is very much influenced by his family, but he
is not just in a state of passive receptivity. Inasmuch as every human being is
strongly influenced by his environment, one must acknowledge in him a
fundamental state of receptivity. But
he is not to be defined in terms of a state of receptivity alone. Every human
being, even in early childhood, has another basic function which we, following
the French sociologist Lucien Goldmann, may call integrative activity. Just as the transactions with the world not
only inform but transform the individual, with his integrative activity the
individual transforms these transactions and in his turn he is informed and
transformed by these transformations. No
influence is received as a direct and immutable message. Multiple processes involving
interpersonal and intrapsychic dimensions move back and forth. According to the
philosopher Giambattista Vico: 


the being of man cannot be enclosed within a determinate structure
of possibilities . . . but it moves, rather, among indeterminable alternatives, and even further, but its own movement
generates these alternatives [Italics mine]. 


Thus to depict the mother of the schizophrenic as a
schizophrenogenic mother is a primitive simplification. The mother becomes
schizophrenogenic if her negative qualities are also processed by the future
patient in a schizophrenogenic fashion. 


In other words, the patient makes his own contribution to his
pathology. He picks up what he receives from the family and deforms it. The
person who becomes schizophrenic deforms in a different way and to a greater
degree than the average person and the nonpsychotic. To use an analogy, the
deformation of the patient may be compared to the deformation of a sound
produced by an echo if the echo in its turn is echoed several times. The
original angle of deviation that existed early in life has been increased not
only by its consequences, not only by the contingencies of life, but by the
patient’s contributions to his own pathology because of its own special
integrative activity. 


 The Family’s Role in the Patient’s
Rehabilitation  


The second part of this chapter is devoted to the therapeutic role
of the family in the psychotherapy of the schizophrenic. What has been
discussed about the new psychodynamic formulation can be considered in fact an
introduction to what follows. Many authors have already suggested that the
family should participate in the gigantic therapeutic task. What has been
described by other authors in detail will not be repeated here. The focus will
be only on the differences between the new approach and the others that
preceded it. 


The family can rehabilitate the patient but cannot give him
psychotherapy. There is a big difference between these two types of help. And
yet rehabilitation is often confused with psychotherapy or considered a form of
psychotherapy. It is useful to stress this point even if it is already familiar
to the majority of the readers. Psychotherapy helps the patient become aware of
the reasons for his feelings and actions. Psychotherapy helps the patient to
understand how symptoms are expressions of needs that he cannot accept and that
have, therefore, become unconscious. Psychotherapy also helps the patient to
discard maladaptive patterns of behavior and to correct faulty ways of
thinking. It would be too much to expect the family to attempt to undertake
these arduous tasks. Whereas the psychotherapist and the patient engage in a
common exploration of the inner life of the patient, the family members are
engaged with him in an external exploration, in rediscovering that the external
world is not so terrible as it once seemed but is a place where the patient,
too, can find his own niche and much more. 


No theory has been formulated on how rehabilitation works (either in
the family or with agencies outside the family). In reference to rehabilitation
carried on outside the family, it is generally felt that it is effective when
it makes available methods that facilitate the patient’s relating normally to
others, restore his faith in himself, and lead him to engage in fruitful
activities. 


Relating normally to others includes good attitudes toward
neighbors, interchanges with coworkers, friendships, and search for intimacy
and love. Restoring faith in oneself means an attitude of hope and promise toward
one’s present and future. Fruitful activities include common living, work,
useful habits, and also play. 


Although rehabilitation includes all this, perhaps the
rehabilitation that occurs within one’s family includes more. Perhaps even the
word rehabilitation is not appropriate in reference to the family. If one
persists in using it, one would have to add that it is a special type of
rehabilitation that includes reintegration in the family, not just restoring
but also improving one’s role in that close milieu. It involves familiarization
or refamiliarization with one’s own family, fraternization with siblings, and
with other relatives. The words that have just been used have a warmer
affective connotation than words used in association with rehabilitation carried
out by agencies. 


But first of all, let us face squarely the reality of the return
home of a family member to whom the diagnosis of schizophrenia has been
applied. A new factor has been added, and the family atmosphere is no longer
the same. To make believe that everything is just as it was is masking reality;
it requires the imposition of mechanisms of denial, which are likely to cause
harm. Moreover, as we shall illustrate shortly, it is inadvisable for the
family not to undertake some changes. To recover from schizophrenia is not the
same as recovering from mumps or measles. The development of a different family
climate is not generally a bad occurrence, but one possibly propitious to a
satisfactory outcome. Living with the patient day by day becomes a therapeutic
task, and not an easy one even for the most cooperative family. 


The first problem is to decide whether it is in the patient’s best
interest to live with the family. Although the decision is made with the
participation of everyone involved, the main responsibility for it resides with
the psychiatrist in charge. Various views on this point are expressed in
psychiatric circles. In a few of them the therapeutic role of the family is not
appreciated at all because it was within the context of the family that the
patient’s conflicts leading to the illness originated. The patient’s family,
the patient, and the patient’s illness are seen in these psychiatric circles as
constituting a unity whose abnormality led to the undesirable result. There is
no doubt that in a considerable number of cases this is so. The intrafamilial
conflicts exist, and the solution or even amelioration of them is so improbable
that the best decision is to separate the patient from his family if possible.
Even when the psychiatrist thinks the strong negative feelings the patient has
for his family are unjustified and based only on his distortions, it is not
advisable for him to live with the family until he views his home milieu
differently. 


At other times, the patient is willing to live with the family, but
the psychiatrist decides against it because he feels that that particular
family is not able to help a sick member. Some relatives, although well
intentioned, are too involved in their own problems, difficulties, illnesses,
demanding occupations, or care of young children, to participate in what is
always a demanding task. When the participation of the family members is not
possible, the services of a therapeutic assistant or of a psychiatric companion
may be resorted to. Cautiousness in making these decisions is necessary for
though rehabilitation in the family may be the best, it may also be the most
risky. The family must offer to the patient not just a roof but a hearth as
well, a place where suffering and joy are shared in closeness and intimacy. 


 Introducing the Family to the Task  


A larger number of patients and former patients continue to live
with their families because the psychiatrist feels that the family environment
is satisfactory, or the only one available. It is important for the
psychiatrist to prepare the family for the task by giving a general
orientation. The aim is not to transform the family members into psychiatric
nurses, but to make them understand more fully the problems involved so that
they can add understanding to their affection and personal concern. A family
member has a great advantage over even the best nurse because to the family
member the patient will always be a person and not a clinical case. The family
member already knows what the patient likes and what he does not like. 


In his words of general orientation to the family members, this
writer starts by pointing out that we human beings have learned since our early
childhood to deal with others, at least in the majority of our relations, in
ways that society or our particular milieu recommend. Society criticizes,
rejects, or even punishes those who do not follow acceptable attitudes toward
others. Acceptable attitudes generally have been evolved by traditions of many
centuries’ duration and have deep emotional roots in the life of most
individuals. They are maintained not only by example, imitation, teaching, but
also by punishment and reward, or even by the use of power. These sociological
attitudes have definite educational values, but they may have disastrous
effects when they are imposed on or adopted by the schizophrenic patient or one
who is recovering from schizophrenia. At least in the beginning of the
convalescent status, the family must exert as little as possible those
pressures that the norms of society recommend. The patient must feel accepted
even if he is different and unconventional. To accept the patient as he is,
does not mean, however, to accept indiscriminately his behavior, as we shall
see later. He must be gradually integrated into a structured life. 


Most relatives insist that they never punish a patient who has
returned home and who has displayed unconventional behavior. With great
sincerity they state that they recognize that the patient’s behavior, even when
offensive, is only the result of illness and that therefore they do not
consider him accountable. The truth is that, unless they train themselves to do
otherwise, they do punish the patient in subtle ways—in ways that may be unconscious
to them but not to the patient, who is particularly sensitized to any
unpleasant input from the environment. The family member may punish the patient
by avoiding him or by staying with him as little as possible; by not talking to
him or talking with brief, curt sentences; by refusing to listen to him or to
give explanations; by having a condescending, patronizing, or superior
attitude; by being in a hurry in every interchange with the patient; by wearing
a perplexed, annoyed, bored, or disapproving expression, and at times even a
look of consternation. 


One main requirements of the family member is to observe not only
the behavior and attitude of the patient, but also his own —especially his own. 


Let us assume that the brother of the patient wants to be kind,
helpful, and reassuring. Instead of being grateful, the patient who has just
returned from the hospital becomes distrustful, possibly contemptuous and
hostile. It is normal for the brother to react by becoming impatient toward the
patient, annoyed, perhaps angry and condemnatory. In turn the patient senses
that the brother has such feelings and thus his prior attitude of distrust and
hostility is reinforced. The vicious circle may repeat itself. The brother must
train himself to respond not in the way considered normal, but by realizing
that the patient still has a great need to project onto others his inner
turmoil and to blame others for it. 


The example just given explains the complaint which one often hears
from the members of the family in approximately these words: “I want to be
genuine, authentic. Since Jean came back, I have to watch every word I say to
her. I can’t be spontaneous any more. But I don’t know if what I’m doing is
right. Maybe by being artificial I’m doing harm. I believe in being authentic.” 


Such doubts posed to oneself or to the psychiatrist are legitimate
and worthy of full consideration. The relative must analyze further what he
means by authenticity. To watch one’s words before talking to Jean does not
necessarily mean to be artificial. To behave as if a serious illness had not
occurred to a person dear or close to us is not to live authentically. It is
more authentic to realize that because of the patient’s particular
vulnerability and sensitivity, it is better to modify some of our ways and in
talking to him to refrain from using words or sentences that may sound
ambiguous to him or even threatening. Moreover, let us remember that in
recognizing the areas of vulnerability and great sensitivity of the patient, we
may discover where and how we have been unintentionally insensitive, and
perhaps even callous. We may recognize that we have wanted to impose our ways
because we have considered them more appropriate, more efficient, more in
agreement with what society expects, or simply because we prefer them. 


Another bad habit, which fortunately is found only in very few
families, is that of totally disregarding what the patient says as utterly
nonsensical and at times even as a subject for ridicule. 


It must be clear to the family that remarks and even complaints made
by the patient must be listened to and evaluated with respect. Fears and even
delusions are real, vivid, and almost always unpleasant experiences for the
patients, even if based on complicated mechanisms that only the psychiatrist
understands. If the family member does not understand what the patient says, he
must at least respond to his request for attention and to his desire to start a
dialogue. To the extent that he is capable, the relative must influence and
even guide the patient, not by suppressing his activities but by increasing his
understanding of them and by clarifying difficult situations. As has already
been mentioned, the cooperative family member gradually increases his
sensitivity about the patient’s sensitivity; he becomes more aware of what may
affect the patient unfavorably. His “antennae” must be ready to discern what is
disturbing; he must be on the alert, but not too solicitous or too eager; he
must remain near and distant, near enough to give when the need is there,
distant enough not to scare the patient who is not yet capable of accepting
warmth. Following Harry Stack Sullivan’s terminology, it may be said that the
patient who cannot yet accept too much warmth may put into effect a malevolent
transformation and interpret the offer of warmth as having ulterior motives. A
family capable of tolerating the difficulties inherent in living with a
convalescent schizophrenic is a very important determinant of a favorable
outcome. 


This general attitude of acceptance, although allowing a
considerable degree of permissiveness, should not extend to an unlimited
laissez faire attitude. In a warm atmosphere, which does not resort to
rejection, punishment, belittling, or ridicule, the patient generally
understands what kinds of actions are appropriate for him. Threatening to send
him back to the hospital if he does not behave is extremely disturbing to his
morale. If the problems are too difficult, if in spite of the good will of
everybody interpersonal tension increases, if there is a possibility of suicide
or of violence, rehospitalization must be seriously considered. It should not
be presented to the patient as a form of punishment, but as a need for an
environment much more programmed and structured than that of a home. 


It is fair to say that often the task is too big for the family
unless, in addition to the individual therapy of the patient, family therapy is
resorted to. 


Many authors have reported that family therapy has made relapses
much less frequent, has shortened the length of therapy of the individual
patient, and has ameliorated the general conditions of the family, even
independently from the illness of the patient. So far the role of family
therapy has not been stressed sufficiently here. This is partially due to the
fact that unfortunately only a small minority of families are willing to
undergo this type of therapy. At times some members are willing to accept such
a proposal but not the whole family. 


Although family therapy is strongly advocated when possible, the
family must try in any case to become a “therapeutic milieu,” and in many
cases, this is possible. 


 Specific Issues  


Before describing modalities of living with a convalescent
schizophrenic, it must be stressed again that each case is different, each
constitutes a different situation in an environment that is not identical to
any one observed before. 


Specific issues that come up rather frequently in living day by day
with the patient must be considered. The patient who used to be delusional may
no longer be so, but he may distort many interpersonal relations, see them in a
worse light than they are, and may be rather accusatory, especially in relation
to his parents, whom he now considers the source of his misfortune. To a lesser
degree other family members are also blamed. This position of the patient is
indeed hard to accept. The best attitude is not to argue with him or to tell
him that he is wrong. But it is indeed difficult for many mothers and fathers
not to be defensive. Their pride is hurt; they may become incensed and want to
speak up as vigorously as possible, as if they were on trial. If they yield to
this temptation, the trial will go on and on, endlessly, and progress will not
be made. A good attitude for the parent is to say to the patient, “Perhaps the
time will come when you will see what we did and what we tried to do in a
different way.” At the same time the parents can reassure the patient by
stating that each member will see to it that the needs and rights of everybody
are satisfied as fully as possible. The future then will have a greater chance
of being much better than the past. 


Although the impairments and areas of sensitivity of the patient
should be taken into consideration, they should not be magnified. The family
members should avoid making the patient more dependent than he is or treating
him as an invalid or a baby. It is true that the activities of some
convalescing patients are greatly curtailed, but many of them only to a minimal
extent. It is necessary to exploit fully whatever is not affected or barely
touched by the illness. A main goal is to find a role for the patient within
the institution of the family. Some chores must be assigned to him. This is
generally easier to do with female patients, who are usually more accustomed to
performing domestic duties, but a male patient, too, must assume home
responsibilities. The feeling that he is a contributing member of the family
will be beneficial, and the residues of pity and discouragement still felt by
the family members will have more chance to dissipate. 


The patient must be encouraged to take care of his room, but it is
also advisable not to restrict his activities to what pertains only to him. On
the contrary, it is advisable for him to engage in some activity that will
benefit the whole family. (It has been noted that patients from economically
poor families rehabilitate faster after their return to the family than
patients from well-to-do families. Possibly the difference is due to the fact
that in well-to-do families it is difficult to assign domestic chores to the
patient.) 


Often, especially following his return from the hospital, the
patient is not able to take the initiative. The relative must be the initiator
and must be provided with a great deal of patience. It is a characteristic of
partially recovered patients to do things at a much slower pace than the
average person. Lack of concentration, inhibitions of all sorts, intruding
thoughts may interfere with any activity. Nevertheless, if he continues to work
on a steady basis and is encouraged in his work, no matter how slowly he does
it, he will gain a rewarding sense of satisfaction. With increased confidence
in himself, the tempo of his actions will speed up. 


It has been observed by many therapists that from the point of view
of becoming capable again of engaging in useful activities, patients who return
from the hospital to live with their wives or husbands fare much better than
those who return to live with their parents. Generally spouses do not treat the
patient as an overly dependent person, are less willing to accept a state of
passivity, and encourage the patient to resume activities. Parents, on the
other hand, are more inclined to resume the parental role and to foster
excessive dependency. The therapist is often asked, “Should we push the patient
to be active, or shouldn’t we?” Again there is no single answer. With patients
who are inclined to be passive, a little push is appropriate, but it must be in
the form of a kind push, given with velvet gloves, and never by an
authoritarian command. The opposite attitude is valid when the patient is
willing to take steps for which he is not prepared: to go immediately back to
his usual job, to look for a new position, to go back to college, to finish the
semester, to go to live by himself in his own apartment, and so forth. Here a
kind of delaying technique should be used. The patient should be advised to
postpone these plans until he is able to meet the challenge more efficiently.
By no means should he be discouraged, but only invited to reprogram his plans
in phases which succeed one another more deliberately. In the meantime, he must
be stimulated to exploit whatever assets may be used in the home, from simple
errands for the family to complicated accounting. 


In dealing with some families, other types of problems appear.
Expectations may be too high for the patient. It has already been mentioned
that the spouse is generally more prone than the parents to stimulate the
patient into an active role. Although this attitude generally has a favorable
outcome, it may be detrimental if the spouse’s expectations are excessive for
the patient recovering from an acute episode. A wife may expect the husband to
become the provider right away; the husband may expect the wife to resume fully
her maternal duties. Realization that a return to health requires a longer time
will ease tension, impatience, and discouragement. 


A common complaint, especially among young couples, is that the
convalescing patient has become sexually inadequate. If the spouse of the
patient is reassured as far as the future is concerned, he will be able to
tolerate better the temporary inconvenience. Generally, lack of sexual interest
is due to a variety of causes. The most frequent is the medication that the
patient may still take. Several neuroleptics diminish sexual desire, especially
in the male, and may even prevent ejaculation. Some psychiatrists inform the
patient that this is likely to occur and reassure him that this is a transitory
phenomenon which will disappear with the decrease in medication, interruption
of medication, or shift to another drug. Many psychiatrists, however, neglect
to inform the wife of this possible occurrence. She has to be reassured, too,
that the phenomenon is not permanent. 


Lack of sexual interest, of course, may be due to the fact that the
patient has not been concerned at all with sexual matters and has for a long
time focused his attention elsewhere, so that he has lost the desire for sex or
has become used to sexual abstinence. In other cases, sexual inactivity may be
due to the fact that the patient has to reappraise his relation with the spouse
and feels he must know where he stands with his partner. It is advisable, of
course, for the spouse to suggest that the patient discuss any insecurity,
anxiety, or unresolved hostility with the therapist. 


 Involvement and Over-involvement  


Consultations with the therapist will help the family and the
patient himself to avoid the opposite dangers of being either over-stimulated
or under-stimulated, of being in an environment that offers and expects too
much or too little. It is difficult at times to find the proper balance.
Overstimulation obligates the patient to cope with the environment beyond his
ability. If the patient is withdrawn, lackadaisical, seemingly oblivious, the
well-intentioned relatives try to interest him in a thousand different ways,
for instance, by taking him to movies, museums, or theaters, by talking and
talking, recounting stories of the good times spent together in the past. The
patient may feel overwhelmed, especially if he has just returned from a
hospital where, in spite of the therapy and of the occupational activities, he
felt alone. It may be very strenuous for him to try to adjust to a situation
that requires over-involvement or exposure to frequent busy talk. 


Some authors have made a distinction between the subjective
burden—that is, the family’s estimate of the hardship imposed by the patient’s
presence in the home—and the “objective burden,” which was the researchers’
estimate. According to these researchers there was a discrepancy between the
objective estimate and the subjective, in the sense that the “objective”
estimate was always superior to the subjective. In other words, the burden was
always greater than the relatives were willing to admit. Of course, it is
arguable how objective the estimate of the researchers was. Assessing the
family situation from the point of view of a person who does not have to live
with a recovering schizophrenic and who retains a feeling of distance may also
be subjective due to the lack of intense involvement with the patient. At any
rate, the fact that the objective burden was considered by these researchers as
far greater than the subjective speaks well for the family of the patient. It
indicates that, contrary to common belief, most families do their best to
participate in the rehabilitation of a dear one and are willing to endure the
concomitant hardship. 


Related to the problem of overstimulation versus under-stimulation,
but not exactly the same, is the problem of over-involvement. British authors,
inspired especially by John Wing, who has studied this issue in depth, have
reported that over-involvement on the part of the family, including too much
expression of emotion, is conducive to relapse. Brown, Birley, and Wing wrote,
“Fifteen hours or more a week of face-to-face contact between a schizophrenic
patient and a highly involved relative carries a strong risk of further
breakdown.” 


If closeness engenders a revamping of conflicts and a renunciation
of privacy, then of course we have the picture of over-involvement described by
Brown, Birley, and Wing. This over-involvement seems to be a continuation of a
situation found in some families of schizophrenics even prior to the illness.
In these families, each member experiences not just a feeling of competition
with the others, but an extreme sense of participation, reactivity, and special
sensitivity to the actions of the others, often interpreted negatively. In
these cases, the members of the family want to help each other, but because of
their entanglements, anxiety, distrust, and misinterpretation, end up by
hurting one another. 


A morbid degree of over-involvement, however, may not be so frequent
as Brown, Birley, and Wing seem to imply. Cultural differences may play a role.
Brown, Birley, and Wing have worked with patients and their families who come
almost exclusively from an Anglo-Saxon environment. What is considered over-involvement
in that milieu may be the usual state of affairs in Italian and Jewish
families. In other words, in evaluating these factors, the ethnic background
and the prevailing family culture must be considered. 


Some of the contrasting, at times even opposite, positions that have
to be taken in dealing with a recovering schizophrenic have already been
mentioned, and the difficulty of switching back and forth between these
different directions has been stressed. A few more must be mentioned. One is
the situation in which both the patient’s need for companionship and for
privacy are essential and must be satisfied. Time must be found for both.
Another difficult balance must be made between the patient’s need for freedom
and for structure. The patient must experience freedom of action, and yet a
structure, a routine, a schedule should be worked out with him, at least for
the first few months after his return from the hospital. Although structured,
his day should not become packed with things to do or be too complex. The
degree of complexity has to be adjusted to his capability. 


 Important Events and Important Decisions  


At times, the family is confronted by unusual happenings in the life
of the patient. Although these events are discussed at length with the
therapist, the family may become involved with such matters even before the
therapist, or may be the only consultant, if there is no therapist. The patient
has become acquainted with a person of the opposite sex or, more seldom, of the
same sex, and wants to go to live with him or her, or, in other cases, wants to
become engaged or get married right away. The family has the strong feeling
that the patient is not ready and yet does not want to exert so much pressure
on the patient that he feels unfree or unduly controlled. A delaying technique,
that tries to persuade the patient to wait for a time when he feels more at
ease with the programs that are formulated, is the proper approach here.
However, if the patient insists and cannot be persuaded to postpone, it is best
to go along with the plans and provide as much help as possible. An attitude of
open opposition is not advisable and may be counterproductive. 


The same principle applies to dealing with the recovering
schizophrenic who wants to become pregnant. Pregnancy and motherhood are real
challenges for normal women. To cause such a complication deliberately while
the patient is recovering is not recommended. This point must be clarified to
avoid misunderstanding. The author is not saying that recovering schizophrenics
or former schizophrenics should not become mothers. Some of them make excellent
mothers. There is, however, for many patients a period of time, which varies
from at least a year to as many as five years, during which, even in the cases
with the best results, there still is difficulty in coping with unusual and
demanding challenges, such as pregnancy, childbirth, and motherhood. If the
patient is under drug therapy, she must be even more careful not to become
pregnant because the safety of most drugs during pregnancy and lactation has
not been established. 


At times, the patient wants to do something equally drastic, but in
a different way, for instance, leave the spouse and children. The spouse who is
threatened with being left alone (or with the children) after having gone
through the hardship of the illness and having offered loyalty and support, is
often mortified. At other times the spouse of the patient is ready to accept
the decision, which frequently cannot be reversed. Again, the delaying
technique is best, but if the patient goes through with his plans, the family
must be supportive. It must be remembered that the patient is not likely to
break an important family relationship because of a whim or a capricious
impulse, but only because he is not able to cope with the circumstances. If
children are involved, the best arrangements must be made for their care.
Although, as has been noted, some former schizophrenics or even schizophrenics
are excellent mothers, it is also true that a recovering mother who still feels
unable to cope with the circumstances, and this may be very disturbing to a
young child. In such situations, a substitute mother must be found. 


A question that comes up frequently is: should the recovering
patient be told the truth when some terrible event (sudden death or diagnosis
of serious disease) occurs in the family or to persons dear to the patient?
Over thirty years ago, when working in a state hospital, this author was
instructed by older psychiatrists to advise the family always to tell the
truth. Certainly one does not want to lie to patients or anybody else. However,
there is a favorable and an unfavorable timing for telling the truth. State
hospital psychiatrists insist that no bad effects have ever resulted from the
revelation of bad news to the patient. They were referring to a group of
patients who, in addition to being ill, often lived in a state of alienation
aggravated by the environment. Many of these patients were not able to express
their emotions. An apparent insensitivity should not be interpreted as
imperviousness. Even a catatonic schizophrenic, who seems insensitive and is as
immobile as a statue, feels strongly. A volcano of emotions is often disguised
by his petrified appearance. 


With the recovering schizophrenic the situation is completely
different. He is extremely sensitive and would not forgive the relatives for
not telling him the truth. And yet knowing the truth may be detrimental when he
is still unstable and struggling to recover fully his mental health. The
patient has to be prepared gradually and eventually be told the truth when he
has already anticipated its possibility and is able to cope with it.   


Concluding Remarks 


In summary, living with a recovering schizophrenic is a difficult
task, but not an insurmountable one. It may be rewarding not only for the
patient but for everyone concerned. If one compares the hardship of living with
a recovering or partially recovered schizophrenic with that of living with a
severe alcoholic, a blind person, an epileptic, or a chronically ill person
with some incapacitating disease, the lot of living with a recovering
schizophrenic is considerably better. An atmosphere of hope prevails in many
cases, and the satisfaction of seeing results at least partially due to the
family’s cooperative efforts confers a joyful climate of further expectation.
Even in a family with little children, although the situation is further
complicated, the task is not necessarily an impossible one. If the children are
old enough to understand, they should be told that a member of the family is
ill and requires special attention. Some of the unusual attitudes of the ill
person should be explained to the child in terms of illness and in a context of
serious but hopeful concern. Children generally respond well to adverse or
abnormal conditions provided there are compensating circumstances. In an
atmosphere of warm care and frank discussion, the presence of mental illness in
a member of the family tends to remain a smaller part of the child’s life than
is generally assumed, and in some cases a part which promotes maturation. 
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CHAPTER 14

ADVANCES IN THE DIAGNOSIS AND TREATMENT OF SCHIZOPHRENIC DISORDERS


Robert Cancro


All of medicine has been profoundly influenced by the work of Koch,
who demonstrated the bacterial origin of tuberculosis. In 1882, Koch presented
a series of elegant experiments that proved the etiologic role of the tubercle
bacillus in the origin and transmission of a disease. This monumental
achievement made it possible to exclude other pulmonary infections, which
previously had been misdiagnosed as tuberculosis, and to include those
infections that belonged there but that had previously been excluded. In this
way, the category was restricted to a biologically more homogeneous population.
The powerful promise of this work for meaningful classification and nosology
was not lost upon Kraepelin. He recognized that the protean manifestations of
tuberculosis could now be understood and classified within a single disease
entity conception. Kraepelin attempted to translate and apply the work of Koch
to psychiatry. Obviously, it was not possible to fulfill the requirements of
Koch’s postulates to obtain the bacterium and have it infect a new host, in
mental disorders. Kraepelin attempted, therefore, to translate the postulates
into a form more appropriate for psychiatry and to create, on the basis of
clinical features, entities that shared a specific etiology, presented with a
consistent picture, and followed a predictable course over time. In this way,
he hoped to create diagnostic categories of mental disease that would be
comparable in their clinical unity to Koch’s explanation of tuberculosis.


As early as 1883, Kraepelin began to use the course of illness as a
classificatory variable. This attempt to use the outcome of patients suffering
from mental disorders as a means to group them into different diseases achieved
its fullest expression in 1899 when he separated dementia praecox from
manic-depressive psychosis. This separation, while enormously helpful
clinically, failed to create distinct and genuine entities. In the more than
eight decades that have passed since Kraepelin’s historic division, the
problems of categorizing schizophrenic disorders have remained both baffling
and frustrating.


This chapter will attempt to summarize selectively some of the more
recent developments in the conceptualization, diagnosis, and etiology of the
schizophrenias. These developments do offer some direction and help guide the
explorations of those interested in achieving greater familiarity with the many
features and facets of the problem. No chapter can hope to be an accurate nor
even an adequate Baedeker for those who strive to achieve certainty in matters
psychiatric. This very lack of certainty may contribute to the excitement of
the activity.


Conceptualization


There have been a variety of positions taken concerning
schizophrenia: It has been conceptualized as a disease of the brain to a
mythology developed in the name of political repression. Griesinger’s theories
were representative of the approach that mental disorders are diseases of the
brain. This conceptualization can be characterized by the slogan: “For every
twisted thought there must be a twisted molecule.” Conversely, observers such
as Szasz have argued that there is no such thing as mental illness, only
socially unacceptable behaviors. This chapter will initially utilize certain
assumptions that are best made explicit, particularly since not all of them are
demonstrably true. It is assumed that the schizophrenic disorders represent a
syndrome. This syndrome is heterogeneous in its etiology, pathogenesis,
presenting picture, course, response to treatment, and outcome. In other words,
the syndrome consists of multiple disorders rather than a single entity. It
will also be assumed that the schizophrenias represent illnesses and not
alternative life styles. The schizophrenias are seen as pathological
adaptations to a highly altered sense of inner and outer reality. They are seen
as pathologic adaptations because of the psychotic features that impair the
quality of the person’s life. Finally, the schizophrenic disorders are
diagnosed on the basis of their clinical features, independent of the route of
origin of these features.


Diagnosis


General Comments


The careful diagnosis of a patient is important for many reasons,
although it has not always been in fashion. It is important not only for the
care of the individual patient but for the progress of the field. It must be
understood that any clinical population labeled schizophrenic has been arrived
at through the process of diagnosis. Research studies done on such populations
are not more reliable than the diagnostic criteria that produced the groups
studied. There are different strategies for diagnosing the disorder. Perhaps
the most basic diagnostic question is whether a single criterion or multiple
criteria will be used. The single-criterion approach, of course, offers greater
simplicity of application. More important, it can also increase the homogeneity
of the population labeled schizophrenic. Nevertheless, the multiple-symptom
approach has become the dominant nosologic fashion in recent years. Some of the
multiple symptoms are nonspecific, while other symptoms are treated in an
egalitarian manner; that is, every symptom is equal to every other for
diagnostic purposes. It does not matter in this approach which symptoms or
signs the patient has from the given list as long as the patient obtains the
correct number of such items. Recently, diagnostic practices have also shifted
to an emphasis on symptoms and signs requiring low levels of inference. This
emphasis allows for greater reliability, although it suffers from a lack of
clinical sophistication. The conceptualization of schizophrenia has narrowed in
the last decade, and the diagnostic emphases today are on chronicity and
phenomenologic manifestations of low inference and, therefore, high
reliability.


Finally, it should be made clear that there is no independent test
for validating the diagnosis. In the absence of such independent validation,
any diagnosis must be arbitrary. This arbitrariness does not reflect lack of
care on the part of the practitioner, but rather an exclusive reliance on
clinical criteria. Until the time when independent diagnostic procedures are
available, the diagnosis of the schizophrenic disorders will remain a clinical
activity with all of the inherent unreliability of such a practice.


Strategies


There have been a number of strategies utilized through the years in
making the diagnosis of schizophrenia. Kraepelin followed the classical clinical
method. He described patients in meticulous detail. In this way, the student
could learn the descriptions of typical cases and compare his patient against a
mental template of the disorder. Obviously, there are many deficiencies in such
an approach, not the least of which is poor reliability.


Bleuler moved away from the disease-entity approach of Kraepelin and
introduced the concept of schizophrenia as a syndrome, or group of disorders,
that contained certain clinical features in common. He identified the essential
common features that were necessary for the diagnosis of the syndrome. Bleuler
deemphasized delusions and hallucinations as diagnostic criteria, and relegated
them to a relatively minor or accessory role. He placed major emphasis on what
he considered to be characteristic disorganizations of thinking and the loss of
harmony between various mental functions, in particular thinking and affect.
The diagnostic advantage of this approach was that there were specific
admission criteria to the category. The patient had to demonstrate particular
altered fundamental signs of the disorder before the diagnosis could be made.
No pathognomonic delusions or hallucinations were sufficient to diagnose the
illness. While this increased reliability considerably over the Kraepelinian
approach, it still was not sufficiently reliable. Bleuler’s diagnostic method
required clinical judgment, which reduces reliability.


Langfeldt in many ways bridged and combined the diagnostic
preferences of Kraepelin and Bleuler. He recognized the multiplicity of
illnesses in the category by separating true schizophrenia from
schizophreniform psychosis, while continuing to utilize, as did Kraepelin, a
long list of typical symptoms. In the Kraepelinian tradition, he attempted to separate
the schizophrenias into those with good and poor outcomes, with only the latter
representing the true disorder.


In the last decade, the diagnostic approach of Schneider has
received increasing attention. He developed his criteria empirically by identifying
the most common signs and symptoms in patients about whom there was diagnostic
consensus. These were referred to as symptoms of the first rank. They included
audible thoughts, voices heard arguing, voices commenting on the person’s
actions, somatic passivity experiences, thought withdrawal, diffusion of
thought, delusional perception, and all feelings that are experienced as a
result of the influence of others. The use of Schneiderian criteria tends to
create a somewhat more homogeneous population with a tendency toward a chronic
form of illness.


The Diagnostic and Statistical
Manual of Mental Health, 3rd edition (DSM-III) has been profoundly
influenced by the Schneiderian approach. It uses a multiaxial system of
diagnosis, which includes an effort to assess personality structure, other
medical conditions, and the highest level of recent social functioning. The
essential requirements for a diagnosis of a schizophrenic disorder are evidence
of disorganization from the previous level of daily functioning, the presence
of at least one symptom from a list of six during the active phase of the
illness, and at least a six-month duration of symptoms (including the
prodromal, active, and residual phases of the illness) during which the symptom
or symptoms necessary for making the diagnosis are present. This list of
required symptoms for diagnosis of the active phase of the illness includes
three that are delusional in nature and two that are hallucinatory. It is
obvious, therefore, that, unlike Bleuler, DSM-III places great diagnostic
significance on the presence of delusions and hallucinations. Nevertheless, it
recognizes the syndrome nature of the category and acknowledges that it is a
group rather than a single disorder.


The third edition of the Diagnostic
and Statistical Manual deviates very sharply from the second, and it is
important that the field understand the new nosology. The multiaxial approach,
while new in psychiatry, has been used previously in much of medicine. Five
axes are included in the new diagnostic manual. The first is the diagnosis of the clinical syndrome. The
second is the diagnosis of the
personality. It is possible for the clinician to specify two or more
diagnoses on either of these axes. The third axis is the diagnosis of any coexisting physical condition. The final two axes
are the presence of psychosocial
stressors and the highest level of adaptation achieved in the past year.
Obviously, this multiaxial approach gives a much richer picture of the patient
than does a single diagnostic label.


The essential diagnostic features of a schizophrenic disorder are
listed in DSM-III as disorganization from a previous level of functioning, the
presence of characteristic symptoms, the absence of an affective disorder, the
absence of an organic brain syndrome that can explain the clinical picture, a
tendency toward chronicity, onset before the age of forty-five, and a duration
of continuous symptoms in excess of six months. To diagnose the active phase of
the illness, it is necessary for the patient to show disorganization from
previous functional levels in two or more areas of daily living. These areas
include work, social relationships, self-care, and so on. At least one symptom
from a list of six must be present for diagnosis of the active phase of the
illness to be made. The symptoms are:


1.
Bizarre
delusions that are obviously absurd. (Typical delusions include the belief that
one’s thoughts are being broadcast so that other people can hear them, the
belief that thoughts are being put into the mind by external forces, the
experience of thought withdrawal, or the delusion of being controlled.)


2.
The
presence of religious, grandiose, nihilistic, somatic, or other delusions
without persecutory or jealous content. (This group of delusions need not be
bizarre, but cannot be accompanied by either persecutory or jealous ideation.)


3.
Delusions
with a persecutory or jealous content if they are accompanied by hallucinations
of any type.


4.
The
presence of two or more hallucinatory voices conversing with each other, or
auditory hallucinations in which a voice keeps up a running commentary on the
person’s behaviors or thoughts as they occur.


5.
Auditory
hallucinations on several occasions, which are not related to either the
presence of depression or elation and which are not limited to one or two
words.


6.
Marked
loosening of associations, incoherence, illogicality, or marked poverty of speech
if associated with at least one of the following: (a) blunted, flat, or
inappropriate affect; (b) delusions or hallucinations; (c) catatonic or grossly
disorganized behavior.


In addition to the active phase of the illness, there may be a
prodromal and/or a residual phase. The prodromal precedes the active phase and
the residual follows it. The prodromal and residual phases also must not be
secondary to an affective disorder. In order to diagnose either a prodromal or
residual phase, the patient must show at least two symptoms from a list of
eight. The symptom list for the diagnosing of prodromal and residual phases
includes: (1) withdrawal or social isolation; (2) marked impairment in role
functioning; (3) markedly eccentric, odd, or peculiar behavior; (4) impairment
of personal hygiene and grooming; (5) blunted, flat, or inappropriate affect;
(6) speech that is tangential, digressive, vague, overelaborate,
circumstantial, or metaphorical; (7) odd or bizarre ideation, magical thinking,
overvalued ideas, ideas of reference, or suspected delusions; and (8) unusual
perceptual experiences, suspected hallucinations, and sensing the presence of a
force or person not actually there.


DSM-III recognizes several phenomenologic subtypes of the
schizophrenic disorders: disorganized, catatonic, paranoid, undifferentiated,
and residual. These subtypes reflect cross-sectional syndromes and are not
assumed to be stable over time within a given person. The subtypes are
descriptive of the symptoms as they appear in an individual at a given moment
in time.


The disorganized category is closest to the classical concept of
hebephrenia. The major clinical features required for the diagnosis of this
subtype are severe incongruence and the presence of flat, incongruous, or silly
affect. The delusions and hallucinations, when present, tend to be fragmentary
and not organized into extended or coherent themes. A number of features
associated with this category are less central than those already cited. They
include the presence of grimaces, mannerisms, hypochondriacal complaints,
social withdrawal, and peculiarities of behavior. The premorbid personality
tends to be withdrawn and inclined toward the schizoid end of the spectrum.
Onset usually is at an early age and insidious in nature. As would be expected,
these patients tend to run a chronic course with few if any significant
spontaneous remissions, let alone restitution to the premorbid state of the
personality.


The essential clinical feature of the catatonic subtype is the
marked involvement of the motor system either in the direction of over- or
underactivity. There can be a relatively rapid alternation between over-activity
(excitement) and underactivity (stupor). There are a number of associated
features for this subtype, which include negativism, stereotypies, mannerisms,
posturing, and waxy flexibility. An interesting feature that is sometimes found
is mutism. The diagnosis of this category requires that the clinical picture be
dominated by one of the following symptoms during the active phase of the
illness: (1) catatonic stupor or mutism; (2) catatonic rigidity; (3) catatonic
excitement; or (4) catatonic posturing.


The paranoid subtype should be diagnosed when the clinical picture
is dominated by a persecutory or grandiose symptom complex. These symptoms can
take the form of persistent delusions and/or persistent hallucinations. The
critical diagnostic issues are the nature of the symptom, that is, delusion and
/ or hallucination; and the nature of the content, that is, persecutory and/or
grandiose. Delusions of jealousy are also acceptable as one of the diagnostic
criteria. During the active period of the illness, the clinical picture must be
dominated by the persistence of at least one of the following symptoms in order
to diagnose this subtype: (1) persecutory delusions; (2) grandiose delusions;
(3) delusions of jealousy; and (4) hallucinations with a persecutory or
grandiose content. The clinical features associated with, but not diagnostic
of, this subtype include anger, argumentativeness, violence, fearfulness, ideas
of reference, concerns about autonomy, concerns about gender identity, and
preoccupation with sexual preference. These patients may show very little
social impairment, particularly in the workplace. At times the delusional
concerns are relatively encapsulated and do not intrude into the person’s
day-today life. The age of onset of the schizophrenic disorder tends to be at a
later age in this subtype, and the likelihood of cognitive deterioration is
less.


The so-called undifferentiated subtype tends to be less of a subtype
than a “wastebasket” category. Patients who meet the criteria for a diagnosis
of a schizophrenic disorder and cannot be placed in any of the three previous
classes, or who manifest criteria for more than one of those subtypes, should
be categorized in this grouping.


The remaining subtype is the residual. This category is utilized for
individuals who have had a clear-cut episode of a schizophrenic illness, but
whose clinical picture does not, at the time of examination, contain prominent
psychotic symptoms. The person must show evidence of a persistent mental
disorder, otherwise the diagnosis of no mental disorder must be entertained.
The common manifestations of persistence that would require the use of this
category include: emotional blunting, social withdrawal, eccentric behavior,
and mild communication difficulties. Delusions or hallucinations may be present
if they are not prominent and have lost their affective intensity. This
subcategory is quite similar to the concept of partial clinical remission. An
individual can be categorized as being in full remission if there are no signs
of clinical illness with or without medication. If the person is free of
medication and clinical symptoms for five or more years, the diagnosis is
changed to no mental disorder.


General Comments on Diagnosis


The concept of acute schizophrenia has been eliminated from DSM-III.
The disorder can be chronic, which is defined as in excess of two years, or sub-chronic,
which is defined as more than six months but less than two years. DSM-III does
recognize the possibility of acute exacerbations, particularly in residual
phases of the disorder. During these acute exacerbations, prominent psychotic
symptoms can reemerge and dominate the picture. Nevertheless, disorders that
remit in six months or less must be classified elsewhere. The diagnosis of a
schizophrenic disorder requires the exclusion of both organic mental disorders
and affective disorders. It is not unusual for organic mental disorders to
present with symptoms such as delusions, hallucinations, incoherence, and
affective changes—all of which are suggestive of a schizophrenic disorder. This
is particularly true in syndromes associated with substances such as phencyclidine
and amphetamines. A proper differential diagnosis frequently requires the
passage of a period of time; it should not place an exclusive reliance on the
cross-sectional picture at a single moment. However, it is an excellent
clinical rule of thumb to suspect organic mental disorder whenever confusion,
disorientation, or memory impairment are significantly present in the clinical
picture. The clinician must also remember that it is possible for a person to
have simultaneously both an organic mental disorder and a schizophrenic
disorder.


The differential diagnosis of affective disorders from schizophrenic
disorders is clinically very important and is based on the presence or absence
of a full affective syndrome. If a full affective syndrome is present and the
disorder of mood is a prominent and relatively persistent part of the illness,
the diagnosis of an affective disorder should be made. An affective syndrome
may be present in a schizophrenic disorder but it must occur after the
development of the psychotic symptoms. In order to diagnose mania, it is
necessary for the person to show one or more distinct periods with a
predominantly elevated, expansive, or irritable mood. In order to diagnose
depression, the person must show a dysphoric mood or loss of interest or
pleasure in most, if not all, of his usual life activities.


Etiology


Of those people who are diagnosed as having a schizophrenic
disorder, there is no single personality type that is pre-morbidly present.
While no personality type is spared being vulnerable to the disorder, those
premorbid personalities that are schizoid and those that show autistic
tendencies have a relatively poor prognosis. And just as there has been no
single personality type, there has been no universal biologic pattern pre-morbidly,
not even a genetic one. At least 90 percent of the patients diagnosed as having
a schizophrenic disorder fail to show any first-degree relatives with such an
illness.


The premorbid history of individuals with this diagnosis frequently
shows one or more episodes of a neurotic-like illness. These episodes of
illness are unlike a true neurosis in that they are transient, sudden in onset,
and last only four to six weeks. The symptoms include anxiety, phobias, and
obsessional preoccupations. These neurotic-like episodes do not show apparent
sequelae and clear completely. These premorbid micro-episodes mirror, in a
nonpsychotic fashion, elements of the future psychotic decompensation. They are
not always present in the history and do not appear to have any particular
prognostic significance. They raise, however, an important theoretical
question: Are there environmental experiences that may help to suppress or
exaggerate these micro-episodes? It is certainly possible that the progression
from a micro-episode to a full-blown decompensation is influenced by a variety
of fortuitous life events, some of which may be deleterious while others are
healing.


Stress


There are major methodologic problems facing investigators who wish
to study the role of stress in the schizophrenic disorders. Different
definitions of stress will produce different findings. There is no universal
definition, and the concept itself is in many ways ambiguous. Investigators
have usually chosen to rate events that are externally caused and that are
experienced most often as either unpleasant or undesirable. It has been shown
that people at the lower end of the socioeconomic scale have more of these
negative life events; for example, unemployment, job insecurity, physical
illness, and inadequate housing.


The literature does not answer the question of the role of stress in
the etiopathogenesis of a schizophrenic disorder. The most cited studies- do
suggest a relationship between the frequency of the illness and stress.
However, there is a relationship between class differences and coping
abilities, such that lower-class individuals are less able to cope with stress
effectively. It may be, therefore, necessary to conceive of a dynamic
equilibrium between stress and the adaptive resources of the individual.
Despite the many limitations of the studies, there is a suggestion that an
acute episode of a schizophrenic disorder is preceded by an increase in
stressful events and that these events are more likely to occur among the lower
socioeconomic classes. It is very difficult to study life events rigorously.
The more recent of the case control studies done by Jacobs and Myers found that
first-admission schizophrenics reported more current life events than did
controls. In addition, more of these events were classified as undesirable.
These data must be interpreted cautiously, but they do suggest that a
precipitating role may be played by current life events.


The classic studies on the contribution of stress as a predisposing
rather than a precipitating factor were done many years ago. The Faris and
Dunham study found that the inner or central city, and in particular the
transitional zones, had the highest rates for hospital admissions. Work done by
Clark showed that the highest rates of schizophrenia were in the lowest status
occupations. This finding of a disproportionate concentration of schizophrenics
in the lowest social class was replicated in a number of cities in the United
States and abroad. The relationship between social class and prevalence rate is
a complex one. It is linear in cities of over one million in population. There
is no relationship between social class and the prevalence rate of
schizophrenia in cities of less than one hundred thousand population. Cities of
an intermediate size—between one hundred to five hundred thousand—do not show a
linear relationship but rather a clustering of schizophrenic patients in the
lowest social class.


There have been several interesting reports describing a
relationship between season of birth and the schizophrenic disorders. These
reports, from two Scandinavian countries and Great Britain, describe a
disproportionate number of schizophrenics born between January and April in the
northern hemisphere. While it is possible that a winter birth may constitute
some as yet undefined stress, it is more likely that there is a relationship
between intrauterine development and the environmental demands of the winter.


Family Studies


The early family studies, particularly in the United States,
stressed the search for noxious parental interactions in the childhood of the
schizophrenic patient. A variety of such destructive family interaction
patterns were described by Lidz and colleagues, Wynne and colleagues, Wynne and
Singer, and Jackson. These early studies suffered from major methodologic
problems including the absence of normal control families. In addition, the
studies were retrospective, lacking adequate controls for the effects of early
peculiarities of the child on the parenting style. However, the quality and
rigor of the studies have continued to improve, and currently there is more
emphasis on family communication patterns, particularly the way families solve
problems and arrive at closure. It seems reasonable to conclude that the
families of schizophrenic patients show more communication deviancies than do
nonschizophrenic families. It also appears reasonable to conclude that the communication
deviance precedes the onset of the actual illness.


Relapse rates in young schizophrenic males living in their parental
home have been studied as a function of the emotional climate of that home. It
has been shown that homes in which there was a tendency for the parents to make
critical comments, express hostility, and show emotional over-involvement with
the schizophrenic son were more likely to have relapses. Homes in which the
parents were more tolerant of their offspring’s deviance were much less likely
to be associated with relapses.


Genetic Studies


The genetic studies of the past decade have focused on twin and
adoptive strategies. Nevertheless, six major recent consanguinity studies found
that the prevalence rate in the siblings of schizophrenic patients was 10
percent. This does not differ significantly from the prevalence rate for other
first-degree relatives and, therefore, this figure suggests that rearing
practices do not have as direct an effect on the prevalence rate as do other
factors.


A very important twin study was reported by Fischer in 1973. She
followed her population of twins for a sufficient period of time so that
virtually no age correction was required in her sample. She reported a
monozygotic concordance rate of 56 percent in the twins she studied. This is in
many ways the best estimate of the true concordance rate because it does not
rely on age correction. Fischer found that monozygotic twins who were
concordant for schizophrenia were not at an increased risk when compared to
discordant monozygotic twins. She studied the offspring of her twin sample and
found that the children of the discordant pairs were at an equally high risk
for schizophrenia, as were the children of the concordant twin pairs. Perhaps
the most striking finding in her study was that the nonschizophrenic twin was
as likely to produce a schizophrenic child as was the schizophrenic twin. The
concordance results of Fischer are quite consistent with the better earlier
twin studies, which consistently showed that the concordance rate for
schizophrenia was significantly higher in monozygotes as compared by dizygotes.
If one examines the five best twin studies, the average monozygotic concordance
rate is 47 percent compared to an average dizygotic concordance rate of 15
percent, f In other words, the average monozygotic concordance rate is three
times as high as the average dizygotic concordance rate.


The initial findings of the Danish adoption studies were that the
adopted offspring of schizophrenic parents were more likely to develop the
illness and that the biological relatives of the schizophrenic offspring were
more likely to show a schizophrenia spectrum disorder.- This sample is
particularly important because the majority of the off-spring of schizophrenic
parents were adopted prior to the parental psychotic episode. This fact
controls for the effect of possible adoptive agency bias in placement and/or
the effect of the prior knowledge of a family history of mental illness on the
parenting style in the adoptive home. The more recent results obtained from
this sample are based on extensive psychiatric interviews of over 90 percent of
the available relatives. The findings consistently support the conclusion that
those who bear the child are more important for the prevalence rate of
schizophrenia than those who rear the child.


Vulnerability


A complex and heterogeneous group of illnesses such as the
schizophrenic disorders cannot be directly transmitted genetically. What can be
transmitted is a diathesis toward the development of the necessary phenotype.
The current literature tends to think of this diathesis as a vulnerability to
the schizophrenic disorder. The data do not suggest that the phenotype involved
in the transmission of the schizophrenic disorder predisposes to psychosis, but
rather predisposes to a schizophrenic form of illness should one become
psychotic. Vulnerability most likely means that a given individual has the
capacity to develop specific behaviors under certain conditions, which might
lead a psychiatrist to make a particular diagnosis. The transmitted
vulnerability need not be abnormal nor inherently pathogenic, but rather plays
a role in the etiopathogenesis of the symptoms that are used for the diagnosis
of the illness.


Mode of Gene Action


Even in the simplest of traits, the genotype does not immutably
determine the phenotype in the absence of an environmental influence. The more
steps involved between the genotype and the phenotype, the more room there is
for individual variation in development. The genotype is one factor that
accounts for individual differences, but it is certainly not the only factor.
The gene is activated by the environment, and the phenotypic outcome is
determined by the nature and timing of that gene-environment interaction. The
gene-environment interaction is not a passive activation, but rather a union
between the gene and the activating environment. The final phenotypic outcome
is determined by the complex interplay of both genetic and environmental factors.
The same gene activated in different environments will produce variations in
the phenotype. Any given phenotype represents only one of the possible outcomes
inherent within that particular gene. The degree of freedom within the genotype
is finite, and the differences in the final phenotypic characteristic may be
small. Nevertheless, the difference may be of clinical significance, including
the presence or absence of a pathologic trait. The amount of variability
inherent within the genotype is not a theoretical question but rather an
empirical one. It can only be determined by exposing the genotype to a range of
environment-evoking stimuli. Having the appropriate genes necessary for a
schizophrenic illness is not sufficient to produce it, as can be seen clearly
from the identical twin studies.


A knowledge of the genotype does not allow a prediction of the
phenotype and, similarly, a knowledge of the phenotype does not allow an
inference of the underlying genotype. Any phenotype can be arrived at from different
genotypes being activated in different environments. There is enormous
plasticity in biologic systems, which contributes to the diversity that
characterizes all species. Each individual is a unique biologic experiment in
which the gene-environment interaction will never be reproduced identically
again. The phenotypes that are necessary for a schizophrenic illness need not
be sufficient to cause it. It is theoretically possible to have these
phenotypes without becoming ill, particularly if the phenotypes represent
normal variations of the trait. The phenotypes involved in the transmission of
schizophrenia need not be pathogenic or inherently pathologic. For example, if
shyness were to represent a phenotypic trait, it may not be pathologically
exaggerated in the premorbid personality of a person who might later become
schizophrenic. But should that person become psychotic, it is highly likely
that the character trait of shyness will become integrated into the symptom
formation. Just as the identical twin studies clearly show that the presence of
a genotype is not the single cause of a schizophrenic illness, so clinical
experience demonstrates that there is as yet no identifiable phenotype that is
a necessary and sufficient cause of the disorder.


Conclusions


The very complexity of the etiology of the schizophrenic disorders,
which has become more apparent in recent years, has significant clinical
implications. There are a number of different genotypes that can be involved in
the production of the syndrome. And there are a number of different evoking
environments that can combine with these different genotypes to produce the
phenotypic characteristics that are important in the etiopathogenesis of the
illness. The pathways that lead to the production of the necessary phenotypes
will differ as a function of the differences in the gene-environment
interactions. The clinical disorders that are called schizophrenia are, at
best, modestly homogeneous syndromes deriving from different initial conditions
through different biopsychosocial pathways. This variability in etiology and
pathogenesis is a reality and not a nosologic deficiency. The inherent
heterogeneity results from the fact that there is no single genotype or single
environmental experience that will inevitably lead to a schizophrenic disorder.


The heterogeneity manifests itself not only in etiology and
pathogenesis, but in the presenting picture as well. The presenting picture
varies enormously, with some patients showing rapid onsets, while others show more
insidious onsets. In some patients the presenting symptoms are more florid,
while in others they are not. The various clinical courses also reflect the
heterogeneity inherent in this group of disorders. It follows then that the
attempt to identify the correct or even preferred treatment for the
schizophrenic disorders is futile. There can be no preferred treatment when the
group consists of multiple illnesses. Treatment helpful for some people may be
useless or even harmful for others. The range of treatments must reflect the
variability inherent within the disorder. There are many schizophrenias and
there must be many treatments. A wide range of useful treatments can be
expected. Obviously, this insight must be tempered by judgment, lest worthless
fads be inflicted upon these patients.


The goal of the treatment of the schizophrenic disorders is to
attain a level of psychological rehabilitation in which the individuals
afflicted with the disorder begin to feel better about themselves. It has come
to be recognized that psychotic symptom reduction is not enough. The patient
with a schizophrenic disorder must be able to participate in the life of his or
her community as a full adult member. This includes the ability to love, to
work, to assume responsibilities, and so forth. While psychopharmacologic
agents are very helpful in psychotic symptom reduction, they do not have a
direct effect on social or personality development. There is need for social,
vocational, and intrapsychic rehabilitation as well as symptom reduction.
Despite our best therapeutic efforts, a significant percentage of these
patients will be left with real deficits. It remains a task of psychiatry to
maximize the residual assets of these patients so that they can lead as normal
a life as possible.
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CHAPTER 15

NARCISSISM


Arnold M. Cooper


Introduction


Few concepts in psychiatry have undergone as many changes in meaning
as has narcissism. Perhaps the single consistent element in these changes is
the reference to some aspect of concern with the self and its disturbances. The
word was introduced into psychiatry by Havelock Ellis.


The myth of Narcissus, as described by Bullfinch, clearly
foreshadows many of the psychological descriptions that would come to be
associated with the name. Narcissus was a physically perfect young man, the
object of desire among the nymphs, for whom he showed no interest. One nymph,
Echo, loved him deeply and one day approached him and was rudely rejected. In
her shame and grief she perished, fading away, leaving behind only her
responsive voice. The gods, in deciding to grant the nymphs’ wish for
vengeance, contrived that Narcissus would also experience the feelings of an
unreciprocated love. One day, looking into a clear mountain pool, Narcissus
espied his own image and immediately fell in love, thinking he was looking at a
beautiful water spirit. Unable to tear himself away from this mirror image, and
unable to evoke any response from the reflection, which disappeared every time
he attempted to embrace it, he gradually pined away and died. When the nymphs
came to bury him, he too had disappeared, leaving in place a flower.


G. Nurnberg has pointed out that many of the features of narcissism
are present in the myth: arrogance, self-centeredness, grandiosity, lack of
sympathy or empathy, uncertain body image, poorly differentiated self and
object boundaries, absence of enduring object ties, and lack of psychological
substance.


Attempts to understand the concept of narcissism, the role of the
self, and the nature of self-esteem regulation have occupied psychoanalysts and
dynamic psychiatrists for three-quarters of a century. More recently, however,
the “self,” as a supraordinate organizing conception, has taken a more central
place in the thinking of many clinicians and theorists, effecting a high yield
in knowledge and understanding. This intensified interest in narcissism and the
self relates to a number of current and historical trends. Some of these,
briefly described, are:


1.
The
thrust of analytic research for several decades has emphasized the importance
of early, that is, preoedipal developmental events. Psychiatrists and
psychoanalysts have become increasingly interested in issues of early
dependency, self-definition, separation and individuation, identity formation,
and the earliest stages of object-relations. The theoretical movements of
object-relational, interpersonal, and self-psychological schools have been
highly influential. The works of Jacobson, Mahler, Winnicott, Rado, Horney,
Sullivan, Kohut, Kernberg, Erikson, and others have been important.


2.
There has
been an increasing willingness to alter or abandon traditional metapsychological
language in favor of concepts that are closer to clinical experience. For
instance, such designations as “self’ and “identity” are incompatible with
Freud’s original natural science model of psychoanalysis and cannot easily be
squared with the older concepts of energic and structural points of view. The
concept of the self refers to a model that is more historical, experiential,
intentionalistic, and action-oriented. Roy Schafer, in discussing these issues,
suggested that a new conceptual model for psychoanalysis is in the process of
being developed, and the work of Kohut, Jacobson, Mahler, and others represents
a transitional step in this development. In part, the current interest in
narcissism expresses a need felt by some therapists for a psychodynamic frame
of reference that accommodates the unity of human behavior in terms that are
appropriate to our current psychological thinking.


3.
Our
present interest in the self is concordant with powerful, contemporary currents
in philosophy and culture. The concerns of such cultural historians as Lionel
Trilling and Quentin Anderson, of philosophers such as Sartre, Heidegger, or Wittgenstein,
as well as the themes of many contemporary novels and movies, are directed
toward the problem of maintaining a sense of self in an alienating modern
world. Psychiatry and psychoanalysis, both in theory and practice, have always
been powerfully influenced by, as well as influencing, the cultural milieu in
which they exist. Many social observers, from Spiro Agnew to Christopher Lasch,
have expressed the view that contemporary western civilization is characterized
by an intense focus on private ambitions, a loss of concern with the needs of
others, and a demand for immediate gratification—in effect, producing the
“gimme” or “me first” culture. This change from an earlier sense of community
and concern for one’s fellow human beings is attributed to the influences of a
television-dominated consumer culture, the loss of moral values, the breakdown
of the stable authority-centered family, the focus on youth and beauty, the
difficulty of perceiving one’s valued place in society, and the uncertainty of
future goals in a world of nuclear threat and political chaos.


4.
In the intervening years between the early part
of the century and the present, psychotherapists and psychoanalysts have
perceived a change in the population presenting for therapy. Glover, referring
to the 1930s, and Lazar, referring to the early 1970s, have discussed the
scarcity of the “classical” neurotic patient described in the early
psychoanalytic literature, and both have mentioned the increasing numbers of
patients with characterologic disorders of some severity, especially the
narcissistic character.


While it is generally believed that this population change is
genuine and a consequence of the cultural changes previously mentioned, there
are some who feel that the change is largely in the perception of those
psychotherapists who are both more sophisticated about, and interested in,
character and early development. According to this view, deeper levels of
personality organization are today being routinely explored, therapeutic ambitions
have increased, and diagnoses have changed more than the patients.


Whether it is because of the changing population or changing
diagnostic interest, therapists have been increasingly willing to undertake
intensive psychotherapy or psychoanalysis with patients who previously would
have been considered unsuitable because of their difficulties in forming a
transference. Exploratory work with these patients has yielded new knowledge
concerning narcissistic aspects of the personality.


All of these factors have played a role in engaging our interest in
narcissism, and they have resulted in a greatly enriched description of the
developmental and functional aspects of the self.


5.
More recently, it has been the work of Heinz
Kohut and the publication of his Analysis of the Self that has kindled interest
in narcissism. Without attempting to review what preceded his effort, Kohut
boldly set forth an independent theory of the nature of narcissism and the
therapy of narcissistic disorders. His work and its later modifications engaged
the imagination of analysts and therapists, both pro and con, and has focused
current discussion on the topic. (Kohut, and Kernberg, a major critic of his
point of view, will be discussed separately in this chapter, and will not be
included in the historical review.)


Finally, it should be emphasized that there is, today, general
agreement that any concept of narcissism should include normal, as well as
pathological, developmental and descriptive aspects. Current discussion
emphasizes that narcissism is a universal and healthy attribute of personality,
which may be disordered under particular circumstances.


History


Freud


Otto Kernberg has pointed out that 


psychoanalytic theory has always included the concept of the self,
that is, the individual’s integrated conception of himself as an experiencing,
thinking, valuing and acting (or interacting) entity. In fact, Freud’s starting
point in describing the “I” (“das ich,” so fatefully translated as “the ego” in
English) was that of the conscious person whose entire intrapsychic life was
powerfully influenced by dynamic, unconscious forces.


While this is undoubtedly the case, it is also true as Pulver has
indicated that Freud had extraordinary difficulty in conceptualizing the self
within the libido theory and that this difficulty was compounded as Freud
developed his structural point of view alongside the instinctual one. Because
of variant historical usage, and because of the different meanings derived from
different frames of reference, the term “narcissism” continues to have multiple
meanings. As other workers began to take up the themes of narcissism, the
concept took on even more varied meanings, dependent upon the historical period
of the author’s frame of reference. Pulver points out that early in the
psychoanalytic literature narcissism was used in at least four different ways.


1.
Clinically, to denote a sexual perversion
characterized by the treatment of one’s own body as a sexual object.


2.
Genetically, to denote a stage of development
considered to be characterized by the libidinal narcissistic state.


3.
In terms
of object relationship, to denote two different phenomena:


a.
A type of
object choice in which the self in some ways plays a more important part than
the real aspects of the object.


b.
A mode of
relating to the environment characterized by a relative lack of object
relations.


4.
To denote
various aspects of the complex ego state of self-esteem, [p. 323]


The term “narcissism” was borrowed by Freud from Havelock Ellis, who
used the Greek name to describe a form of sexual perversion in which the
individual takes himself as a sexual object. Freud described this as “the
attitude of a person who treats his own body in the same way in which the body
of a sexual object is ordinarily treated —who looks at it, that is to say,
strokes it and fondles it till he obtains complete satisfaction through these
activities.” The term was also used by Freud to describe a form of homosexual
object choice in which the individual takes himself as his sexual object: “they
perceive from a narcissistic basis and look for a young man who resembles them
and whom they may love as their
mother loved them.” In 1911, in his
account of the Schreber case—a patient with paranoia— Freud expanded his use of
the term to refer to the normal stage of libidinal development occurring
between earliest autoerotism and object-love—the period in which the individual
first unifies his sexual instincts by lavishing them upon himself and his own
body. At this stage the self is the libidinal object, and fixation at this time
could result in later perversion.


In 1913 Freud described the magical omnipotent qualities of
primitive or infantile thought and feeling, and considered them to be a
component of narcissism.


In his paper “On Narcissism,” Freud elaborated the idea of
narcissism as the libidinal investment of the self and described the kinds of
object choice and the relationship to objects characterized by narcissism. The
narcissistic individual will tend to choose and love an object on the basis of:


(a) what he himself is (i.e.
himself),


(b) what he himself was,


(c) what he himself would
like to be,


(d) someone who was once part
of himself, [p. 90]


He described “primary” narcissism as the original libidinal
investment of self and its consequent grandiose inflation, combined with
feelings of being perfect and powerful. “Secondary” narcissism was seen as the
self-involvement following a frustration in object-relations, and the
withdrawal of libido back into the ego.


Freud attempted to understand certain symptoms of schizophrenia in
terms of the withdrawal of libido into the ego, with the special characteristic
that the residua of the object-attachments have been removed from fantasy. The
outward manifestations of this development include the withdrawal from objects,
megalomania, and hypochondriasis—all indications of pathological excessive
libidinal self-involvement.


Self-regard (self-esteem) was considered by Freud to be directly
proportional to the “size of the ego.” “Everything a person possesses or
achieves, every remnant of the primitive feeling of omnipotence which his
experience has confirmed, helps to increase his self-regard.” Using the
libidinal economic point of view, he also came to the conclusion that
self-regard is lowered by being in love (since the self is divested of libido,
which is sent outwards toward the object) and raised in schizophrenia. Because
clinical experience demonstrates that many persons in love experience an
elevation of self-esteem and most schizophrenics suffer from damaged
self-esteem, later workers thought to revise that theory.


Freud also considered the “ego-ideal” and the idealizing tendencies
of the ego in the formation of psychic structure. Freud at this time was
concerned with the criticisms of Jung and Adler, who maintained that the
psychoanalytic emphasis on sexuality offered no explanation of nonsexual
libidinal or aggressive behaviors. His response was to expand the concept of
narcissism to describe a variety of normal and pathological states, and to postulate
the ego-libido. But while Freud continued to refine his ideas on narcissism,
they remained essentially intact. Elaborations of these views contributed to an
explanation of depression, to understanding characterologic defiance, and were
the starting point for the development of ego-psychology, which dominated later
psychoanalytic thinking. Reich, for example, took the concept of narcissism as
an essential base for his description of character: “Character is essentially a
narcissistic protection mechanism . . . against dangers ... of the threatening
outer world and the instinctual impulse.” Reich thus further expanded the idea
of narcissism as a way of conceiving defense mechanisms.


In the development of psychoanalytic theory, then, the concept of
narcissism became increasingly complex as the term was adapted to fit the
changing frames of reference demanded by libido-economic, topographic,
developmental, genetic, and structural points of view.


In psychoanalytic literature since the development of ego
psychology, the term “narcissism” has often been used either as a synonym for
self-esteem or as a general reference to “a concentration of psychological
interest upon the self.” It has become increasingly apparent that the term is so
burdened with the baggage of its past that it has perhaps outlived its
usefulness. The descriptive or explanatory (genetic or dynamic) ideas behind
the term are not uniformly agreed-upon, and often the word is used as if it
explained a phenomenon. One consequence of this trend has been an increasing
focus on the concept of the “self’ in an attempt to provide clearer
opportunities for clinical description and research.


Theorists of the Self


While many psychodynamic theorists proposed ideas about the role of
self in personality, only the work of those few whose contributions were
pivotal, although not always accorded full recognition at the time, will be
described.


Sullivan


Harry Stack Sullivan was among the first psychoanalysts to accord a
central role to the concept of the self in a systematic view of behavior.
Sullivan spoke of “self-dynamism,” describing dynamism as “the relatively
enduring patterns of energy transformation which recurrently characterize the
interpersonal relations—the functional interplay of person and
personifications, personal signs, personal abstractions, and personal
attributions—which make up the distinctively human sort of being.”


Sullivan described three types of interpersonal experience in
infancy that contribute to the formation of self-dynamism: (1) that of a
reward, which leads to a personification of a “good me,”; (2) that of the
occurrence of anxiety, which leads to the creation of a “bad me”; and (3) that
of overwhelming and sudden anxiety, which leads to the creation of the sense of
“riot me.” “Good me” personification organizes experiences of need satisfaction
and the mother’s soothing ministrations. “Bad me” personification represents
experiences of the infant in which increased feelings of injury or anxiety
coincide with increased tenseness and forbidding behavior on the part of the
mother. Both of these experiences are communicable by the infant with
relatively early development of speech capacity. The concept of the
personification of “not me” relates to dream and psychotic experience and is a
result of intense anxiety and dread, which in turn, results in dissociative
behavior. Corresponding to the “good me” and “bad me” are personifications of a
good and bad mother. These personifications of self-esteem are attempts to
minimize anxiety that inevitably arises in the course of the educative process
between mother and infant.


Sullivan goes on to say that


the origins of the self-system can be said to rest on the irrational
character of culture or, more specifically, society. Were it not for the fact
that a great many prescribed ways of doing things have to be lived up to, in
order that one shall maintain workable, profitable, satisfactory relations with
his fellows; or, whether prescriptions for the types of behavior in carrying on
relations with one’s fellows Vere perfectly rational—then, for all I know,
there would not be evolved, in the course of becoming a person, anything like
the sort of self-system that we always encounter. If the cultural prescriptions
characterizing any particular society were better adapted to human life, the
notions that have grown up about incorporating or introjecting a punitive,
critical person would not have arisen. . . . But do not overlook the fact that
the self-system comes into being because of, and can be said to have as its
goal, the securing of necessary satisfaction without incurring much anxiety,
[pp. 168-169]


For Sullivan, this self-system was the central dynamism of human
organization, the source of resistance to change in therapy as well as the
source of stability in healthy functioning. Understanding the defects in the
self-dynamism provides the major therapeutic opportunity for altering the more
severe pathological states.


Horney


Karen Horney felt that clinical observation did not support the
conclusions of libido theory, which propounded that normal self-esteem is a
desexualized form of self-love, and that persons tending toward self-concern or
overvaluation of the self must be expressing excessive self-love. Building on
H. Nunberg’s concept of the synthetic function of the ego, she decided that the
nuclear conflict of neurosis was not one of instincts, but one of
self-attitudes. She suggested that narcissism be confined to situations of
unrealistic self-inflation.


It means that the person loves and admires himself for values for
which there is no adequate foundation. Similarly, it means that he expects love
and admiration from others for qualities that he does not possess, or does not
possess to as large an extent as he supposes.


According to my definition, it is not narcissistic for a person to
value a quality in himself which he actually possesses, or to like to be valued
by others. These two tendencies—appearing unduly significant to oneself and
craving undue admiration from others—cannot be separated. Both are always
present, though in different types one or the other may prevail.


According to Horney this type of self-aggrandizement is always the
consequence of disturbed relationships in early childhood, especially the
child’s alienation from others provoked by “grievances and fears.” The
narcissistic individual is someone whose emotional ties to others are tenuous,
who suffers a loss of the capacity to love. Horney describes the loss of “the
real me” as occurring under conditions of parental coercion in which the child
suffers impairment of self-sufficiency, self-reliance, and initiative. Self-inflation
(narcissism) is one attempt to cope with these tendencies.


He escapes the painful feeling of nothingness by molding himself in
fancy into something outstanding—the more he is alienated, not only from others
but also from himself, the more easily such notions acquire a psychic reality.
His notions of himself become a substitute for his undermined self-esteem; they
become his “real me.”[pp. 92-93]


This type of self-inflation also represents an attempt to maintain
some life-sustaining self-esteem under conditions of potential annihilation, as
well as being a desperate effort to attain admiration as a substitute for the
unavailability of love. Horney describes three pathological consequences of
narcissistic self-inflation: (1) increasing unproductivity because work is not
satisfying for its own sake; (2) excessive expectations as to what the world
owes the individual without effort on his part; and (3) increasing impairment
of human relations due to constant grievances and hostility. Persons with
narcissistic pathology tend to create ever more fantastic inflated versions of
the self, which, lacking reality, lead to increasingly painful humiliations,
which, in a vicious circle, lead to greater distortion of the self. Horney,
therefore, sharply distinguishes between self-esteem, which rests on the
genuine capacities that an individual possesses (which may be high or low), and
self-inflation, which is an attempt to disguise a lack of qualities by a false
presentation of capacities that do not exist. “Self-esteem and self-inflation
are mutually exclusive.” Self-esteem represents the healthy development of the
appropriate monitoring of self-approved action. Narcissism, therefore, is not
an expression of self-love, but of alienation from the self.


She concludes:


In rather simplified terms, a person clings to illusions about himself
because, and as far as, he has lost himself. As a consequence the correlation
between love for self and love for others is not valid in the sense that Freud
intends it. Nevertheless, the dualism which Freud assumes in his second theory
of instinct—the dualism between narcissism and love—if divested of theoretical
implications contains an old and significant truth. This is, briefly, that any
kind of egocentricity detracts from a real interest in others, that it impairs
the capacity to love others, [p. 100]


Rado


Sandor Rado, in “Hedonic Control, Action-Self, and the Depressive
Spell,” attempted a description of what he termed the “action-self.” The
action-self is intended to be the organizing principle of behavior, replacing
Freud’s libidinal concepts.


Let me now give a rounded summary of these features of the
action-self. Of proprioceptive origin, the action-self is the pivotal
integrative system of the whole organism. Guided by willed action, it separates
the organism’s awareness of itself from its awareness of the world about it,
and completes this fundamental separation by building up the unitary entity of
total organism in contrast to the total environment. It is upon these
contrasting integrations that the selfhood of the organism depends, as well as
its awareness of its unbroken historical continuity. In accord with these
functions, the action-self plays a pivotal part in the integrative action of
the awareness process. This part is enhanced by its automatized organization of
conscience, which increases the fitness of the organism for peaceful
cooperation with the group. By its expansion and contraction, the action-self
serves as the gauge of the emotional stature of the organism, of the ups and
downs of its successes and failures. In its hunger for pride, it continuously
edits for the organism the thought-picture of its present, past and future, [p.
304]


Rado attempted a functional description of a system of
self-organization that was intended to replace the instinctual frame of
reference of Freud.


Winnicott


Winnicott, in a paper written in 1960, described a True Self as the
spontaneous, biological comfort and enthusiasm that arise in the course of
development.


The True Self comes from the aliveness of the body tissues and the
working body-functions, including the heart’s actions and breathing. It is
closely linked with the idea of the Primary Process, and is, at the beginning,
essentially not reactive to external stimuli, but primary. There is little
point in formulating a True Self idea except for the purpose of trying to
understand the False Self, because it does no more than collect together the
details for the experience of aliveness. [p. 148]


He went on to describe the False Self as a consequence of the
failure of the not-good-enough mother to meet the omnipotent fantasy of the
infant during the earliest stage of object relationships


A True Self begins to have life through the strength given to the
infant’s weak ego by the mother’s implementation of the infant’s omnipotent
expressions. The mother who is not-good-enough is not able to implement the
infant’s omnipotence, and so she repeatedly fails to meet the infant gesture;
instead she substitutes her own gesture which is to be given sense by the
compliance of the infant. This compliance on the part of the infant is the
earliest stage of the False Self, and belongs to the mother’s inability to
sense her infant’s needs, [p. 145]


In Winnicott’s theory, varying degrees of False Self are constructed
in an attempt to keep intact some hidden aspects of one’s True Self, while
presenting a false compliance to environmental demands. In severe degrees the
False Self sustains the individual against the sense of total annihilation
through the loss of the True Self. Anticipating Kohut, Winnicott described the
extraordinary clinical importance of recognizing the existence of a False Self,
and the failure of all therapeutic measures that address only the False Self
while failing to understand the hidden True Self. The analyst, however, must recognize
initially that he can speak only to the False Self about the True Self. As a
True Self begins to emerge, the analyst must be prepared for a period of
extreme dependence, often created by degrees of acting out within the analysis.
A failure on the part of the analyst to recognize this need to assume the
caretaker role will destroy the opportunities for further analysis of the True
Self. And finally, analysts who are not prepared to meet the heavy needs of
patients who become extraordinarily dependent should be careful not to include
False Self patients in their caseloads, since they will not be successful in
treating them.


In psycho-analytic work it is possible to see analyses going on
indefinitely because they are done on the basis of work with the False Self. In
one case, a man had had a considerable amount of analysis before coming to me.
My work really started with him when I made it clear to him that I recognized
his non-existence. He made the remark that over the years all the good work
done with him had been futile because it had been done on the basis that he
existed, whereas he had only existed falsely. When I said that I recognized his
non-existence he felt that he had been communicated with for the first time.
What he meant was that his True Self that had been hidden away from infancy had
now been in communication with his analyst in the only way which was not
dangerous. This is typical of the way in which this concept affects
psycho-analytic work. [p. 151]


While Winnicott did not attempt any rigorous definition of what a
self is, his work is clearly clinically relevant to, and a precursor of,
current issues in narcissism. He emphasized the importance of the early failure
of the “holding environment” and the need for regression of the self in the
analysis. The False Self, separated from the roots that compose the matrix of
psychic structure, leads to an impoverishment of the capacities for play,
creativity, and love; these qualities can be achieved only through a
reestablishment of the predominance of the True Self.


Erikson


Erik Erikson, wrestling with similar questions concerning the
organization of unified self-perception, self-judgment, and motivation, used
the term “identity” or “ego identity.” He was careful never to define his
meaning with great precision, believing that the definition should grow out of
its developing clinical use rather than be determined in advance by theoretical
considerations. He spoke of the ego identity as


the accrued experience of the ego’s ability to integrate these
identifications with the vicissitudes of the libido, with the aptitudes
developed out of endowment, and with the opportunities offered in social roles.
The sense of ego identity, then, is the accrued confidence that the inner
sameness and continuity are matched by the sameness and continuity of one’s
meaning for others, as evidenced in the tangible promise of a “career.”[p. 228]


Identity for Erikson meant developing a sense of one’s basic
personal and interpersonal characteristics, beginning in early infancy with the
advent of “basic trust” and continuing through each of the eight stages of man.
Adolescence is seen by Erikson to be an especially crucial period in the
formation of identity since it brings together many disparate elements of ego
identity—sexual, vocational, dependent. Maturation is seen as a succession of
developmental crises in which the respective optimal outcomes culminate in the
achievement of an ego sense of trust, autonomy, initiative, industry, intimacy,
generativity, and integrity. It is clear that self-esteem is dependent on the
degree of success or failure in achieving satisfying ego images at each
developmental stage.


Erikson allotted special emphasis to the interaction of biological
and cultural influences in the formation of ego identity. The biological
matrix, essentially that of Freud’s psychosexual schema, takes on its
particular psychological characteristics only through the effects of specific
identifications and cultural expectations, which aid or hinder the achievement of
identity goals at each developmental stage.


While Erikson did not specifically address his work to the theory of
narcissism, and seems to eschew all metapsychological implications, his studies
bear directly on attempts to understand the formation of stable self and object
representations out of bodily perceptions, parent-child interactions, and
social influence, as well as on the mechanisms of the maintenance of
self-esteem. Erikson has made one of the most detailed efforts to relate the
vicissitudes of the individual identity, or self, to the opportunities and
disadvantages that each culture provides. In addition, he offers specific
analyses of several historical phenomena and some of their psychological
consequences. 


Narcissism and Culture


There is a large popular and technical literature that maintains
with varying degrees of documentation that the typical personality met with in
western culture today has been deformed by consumerism and by the atmosphere of
selfishness that is fostered by a child-centered society where the welfare of
the child is singled out at the expense of the welfare of the family.
Furthermore, the sense of anomie and hopelessness that pervades the culture at
the same time that glitter and glamour are displayed on all sides has led to a
general feeling of uselessness and rage, as well as a powerful urge to possess
all pleasures now, ignoring future pleasures as not worth waiting for. The high
divorce rate, the loss of religion, the inability to maintain an extended
family, the abandonment of the home by women who join the work force, the lack
of traditional pursuits, which are valued for their own sakes rather than for
the material rewards they bring—all of this and more have been cited as causes
for, and evidence of, the so-called narcissistic generation. From this
perspective, individuals are more than ever self-centered, incapable of
self-sacrifice for another person, without deeper moral, spiritual, or
emotional values, and capable of experiencing only shallow transference relationships—
all of which ultimately subjects them to the perils of alienation, boredom, and
insecure relationships.


Christopher Lasch, in The
Culture of Narcissism, has presented an elaborate and eloquent description
of the decay of western individualistic society, in which narcissism has
reached a pernicious flowering, creating a mockery of older values. According
to Lasch, his book “describes a way of life that is dying—the culture of
competitive individualism, which in its decadence has carried the logic of
individualism to the extreme of a war against all, the pursuit of happiness to
the dead end of a narcissistic pre-occupation with the self.” Lasch then goes
on to describe a culture in which there has been a loss of both independence
and any sense of competence.


Narcissism represents the psychological dimension of this
dependence. Notwithstanding his occasional illusions of omnipotence, the
narcissist depends on others to validate his self-esteem. He cannot live
without an admiring audience. His apparent freedom from family ties and
institutional constraints does not free him to stand alone or to glory in his
individuality. On the contrary, it contributes to his insecurity, which he can
overcome only by seeing his “grandiose self’ reflected in the attentions of
others, or by attaching himself to those who radiate celebrity, power and
charisma. For the narcissist, the world is a mirror, whereas the rugged
individualist saw it as an empty wilderness to be shaped in his own design. . .
.


Today Americans are overcome not by the sense of endless possibility
but by the banality of the social order they have erected against it. Having
internalized the social restraints by means of which they formerly sought to
keep possibility within civilized limits, they feel themselves overwhelmed by
an annihilating boredom, like animals whose instincts have withered in
captivity. A reversion to savagery threatens them so little that they long
precisely for a more vigorous instinctual existence. People nowadays complain
of an inability to feel. They cultivate more vivid experiences, seek to beat
sluggish flesh to life, attempt to revive jaded appetites. They condemn the
superego and exalt the lost life of the senses. Twentieth-century peoples have
erected so many psychological barriers against strong emotion, and have
invested those defenses with so much of the energy derived from forbidden
impulses, that they can no longer remember what it feels like to be inundated
by desire. They tend, rather, to be consumed with rage, which derives from
defenses against desire and gives rise in turn to new defenses against rage
itself. Outwardly bland, submissive, and sociable, they seethe with an inner
anger, for which a dense, overpopulated, bureaucratic society can devise few
legitimate outlets.


While this idea seems logical and attractive, and is the theme of
many novels and movies, there is little evidence that such a change of
character has in fact taken place in a society that is as multifaceted as ours.
It is very difficult to assess change in something as subtle as individual
character or even in group behavior. Increased divorce rate, earlier appearance
of sexual activity, and decline of religion need not be aspects of the failure
in our ability to love, to work, or to value life itself. There has always been
the tendency to blame the youth of any era for its lack of old-fashioned
virtues, and as one follows the history of pop culture one must be impressed by
the rapidity with which cultural movements change; for example, in a very few
years an age of conformity (the 1950s) gave way to an age of rebellion (the
1960s), which in turn became an age of narcissism (the 1970s). But if we assume
that character is fairly stable and slow to change, then these outward
manifestations of cultural change reveal less about character than about a
society that is predicated on technological goals. Of course others might say
that the rapidity of cultural change is itself the source and measure of the
problem of character.


Another claim for character change comes from psychoanalysts who
feel that the classical neurotic patient suffering from a conflictual
transference neurosis of primarily oedipal nature is now rare and has been
replaced by the patient with narcissistic and even borderline features. It is
difficult to know how to evaluate this claim. In the contemporary world,
advances in psychoanalytic theory quickly permeate the general culture, so that
even a vice-president who would later be indicted for fraud managed to have an
opinion about defects in early child-rearing practices and the deformations of
narcissistic character.


Narcissistic Personality Disorder


Diagnosis


Because the term narcissism involves issues of self-esteem
regulation and the self-representation, aspects of narcissism will appear in
all psychological functioning, and disturbances of narcissism are apt to appear
as a part of all psychopathology. The syndrome Narcissistic Personality
Disorder has been separately defined in the third edition of the Diagnostic and Statistical Manual of Mental
Disorders:


The essential feature is a Personality Disorder in which there are a
grandiose sense of self-importance or uniqueness; preoccupation with fantasies
of unlimited success; exhibitionistic need for constant attention and admiration;
characteristic responses to threats to self-esteem; and characteristic
disturbances in interpersonal relationships that alternate between the extremes
of over-idealization and devaluation, and lack of empathy.


The exaggerated sense of self-importance may be manifested as
extreme self-centeredness and self-absorption. Abilities and achievements tend
to be unrealistically overestimated. Frequently the sense of self-importance
alternates with feelings of special unworthiness. For example, a student who ordinarily
expects an A and receives an A minus may at that moment express the view that
he or she, more than any other student, is revealed to all as a failure.


Fantasies involving unrealistic goals may involve achieving
unlimited ability, power, wealth, brilliance, beauty, or ideal love. Although
these fantasies frequently substitute for realistic activity, when these goals
are actually pursued, it is often with a “driven,” pleasureless quality, and an
ambition that cannot be satisfied.


Individuals with this disorder are constantly seeking admiration and
attention, and are more concerned with appearances than with substance. For
example, there might be more concern about being seen with the “right” people
than having close friends.


Self-esteem is often fragile; the individual may be preoccupied with
how well he or she is doing and how well he or she is regarded by others. In
response to criticism, defeat, or disappointment, there is either a cool
indifference or marked feelings of rage, inferiority, shame, humiliation, or
emptiness.


Interpersonal relationships are invariably disturbed. A lack of
empathy (inability to recognize and experience how others feel) is common. For
example, annoyance and surprise may be expressed when a friend who is seriously
ill has to cancel a date.


Entitlement, the expectation of special favors without assuming
reciprocal responsibilities, is usually present. For example, surprise and
anger are felt because others will not do what is wanted; more is expected from
people than is reasonable.


Interpersonal exploitativeness, in which others are taken advantage
of in order to indulge one’s own desires or for self-aggrandizement, is common;
and the personal integrity and rights of others are disregarded. For example, a
writer might plagiarize the ideas of someone befriended for that purpose.


Relations with others lack sustained, positive regard. Close
relationships tend to alternate between idealization and devaluation
(“splitting”). For example, a man repeatedly becomes involved with women whom
he alternately adores and despises.


Associated features.
Frequently, many of the features of Histrionic, Borderline, and Antisocial
Personality Disorders are present; in some cases more than one diagnosis may be
warranted.


During periods of severe stress transient psychotic symptoms of
insufficient severity or duration to warrant an additional diagnosis are
sometimes seen.


Depressed mood is extremely common. Frequently there is painful
self-consciousness, preoccupation with grooming and remaining youthful, and
chronic, intense envy of others. Preoccupation with aches and pains and other
physical symptoms may also be present. Personal deficits, defeats, or
irresponsible behavior may be justified by rationalization, prevarication, or
outright lying. Feelings may be faked in order to impress others.


Impairment. By definition,
some impairment in interpersonal relations always exists. Occupational
functioning may be unimpaired, or may be interfered with by depressed mood,
interpersonal difficulties, or the pursuit of unrealistic goals.


Prevalence. This disorder
appears to be more common recently than in the past, although this may only be
due to greater professional interest in the category, [pp. 315-317]


The Diagnostic Criteria for Narcissistic Personality Disorders are
as follows:


The following are characteristic of the individual’s current and
long-term functioning, are not limited to episodes of illness, and cause either
significant impairment in social or occupational functioning or subjective distress:


A. Grandiose sense of self-importance or uniqueness, e.g.,
exaggeration of achievements and talents, focus on the special nature of one’s
problems.


B. Preoccupation with
fantasies of unlimited success, power, brilliance, beauty, or ideal love.


C. Exhibitionism: the person
requires constant attention and admiration.


D. Cool indifference or
marked feelings of rage, inferiority, shame, humiliation, or emptiness in
response to criticism, indifference of" others, or defeat.


E. At least two of the
following characteristics of disturbances in interpersonal relationships:


 (1) entitlement: expectation of special
favors without assuming reciprocal responsibilities, e.g., surprise and anger
that people will not do what is wanted


(2) interpersonal
exploitativeness: taking advantage of others to indulge own desires or for
self-aggrandizement; disregard for the personal integrity and rights of others


(3) relationships that characteristically
alternate between the extremes of over-idealization and devaluation


 (4) lack of empathy: inability to recognize
how others feel, e.g., unable to appreciate the distress of someone who is
seriously ill. [pp. 315-317]


Not all psychoanalysts would agree with all aspects of this
definition, since it perhaps places excessive stress on the overt grandiose and
exhibitionistic qualities of the self. In fact, many persons appropriately
diagnosed as possessing narcissistic personality disorders maintain grandiose
fantasies at unconscious or preconscious levels, being aware primarily only of
shyness, feelings of unworthiness, fears of competition, and fears of
exhibiting themselves.


A detailed description of the narcissistic personality has also been
given by Otto Kernberg.


On the surface, these patients may not present seriously disturbed
behavior; some of them may function socially very well, and they usually have
much better impulse control than the infantile personality.


These patients present an unusual degree of self-reference in their
interactions with other people, a great need to be loved and admired by others,
and a curious apparent contradiction between a very inflated concept of
themselves and an inordinate need for tribute from others. Their emotional life
is shallow. They experience little empathy for the feelings of others, they
obtain very little enjoyment from life other than from the tributes they
receive from others or from their own grandiose fantasies, and they feel
restless and bored when external glitter wears off and no new sources feed
their self-regard. They envy others, tend to idealize some people from whom
they 'expect narcissistic supplies and to depreciate and treat with contempt
those from whom they do not expect anything (often their former idols). In
general, their relationships with other people are clearly exploitative and
sometimes parasitic. It is as if they feel they have the right to control and
possess others and to exploit them without guilt feelings—and, behind a surface
which very often is charming and engaging, one senses coldness and
ruthlessness. Very often such patients are considered to be dependent because
they need so much tribute and adoration from others, but on a deeper level they
are completely unable really to depend on anybody because of their deep
distrust and depreciation of others.


Analytic exploration very often demonstrates that their haughty,
grandiose, and controlling behavior is a defense against paranoid traits
related to the projection of oral rage, which is central in their
psychopathology. On the surface these patients appear to present a remarkable
lack of object relationships; on a deeper level, their interactions reflect
very intense, primitive, internalized object relationships of a frightening
kind and an incapacity to depend on internalized good objects. The antisocial
personality may be considered a subgroup of the narcissistic personality.
Antisocial personality structures present the same general constellation of
traits that I have just mentioned, in combination with additional severe
superego pathology.


The main characteristics of these narcissistic personalities are
grandiosity, extreme self-centeredness, and a remarkable absence of interest in
and empathy for others in spite of the fact that they are so very eager to
obtain admiration and approval from other people. These patients experience a remarkably
intense envy of other people who simply seem to enjoy their lives. These
patients not only lack emotional depth and fail to understand complex emotions
in other people, but their own feelings lack differentiation, with quick
flare-ups and subsequent dispersal of emotion. They are especially deficient in
genuine feelings of sadness and mournful longing; their incapacity for
experiencing depressive reactions is a basic feature of their personalities.
When abandoned or disappointed by other people they may show what on the
surface looks like depression, but which on further examination emerges as
anger and resentment, loaded with revengeful wishes, rather than real sadness
for the loss of a person whom they appreciated.


Some patients with narcissistic personalities present strong
conscious feelings of insecurity and inferiority. At times, such feelings of
inferiority and insecurity may alternate with feelings of greatness and
omnipotent fantasies. At other times, and only after some period of analysis, do
unconscious fantasies of omnipotence and narcissistic grandiosity come to the
surface. The presence of extreme contradictions in their self-concept is often
the first clinical evidence of the severe pathology in the ego and superego of
these patients, hidden underneath a surface of smooth and effective social
functioning.


The chief attributes described in Kernberg’s viewpoint are the
individual’s lack of emotional ties to others, the lack of positive feelings
about his own activities, and his inability to sustain relationships except as
sources of admiration intended to bolster his own faltering self-esteem.
Kernberg further suggests that beneath the surface the pathological narcissist
suffers from deep feelings of destructive rage and envy toward those people
upon whom he depends. He also intimates that the inner fragmentation of those
narcissistic individuals with good surface functioning may result in unexpected
psychotic episodes during analytic treatment. Primitive defense mechanisms of
splitting, projective identification, and denial are prevalent.


Kohut, describing similar patients, emphasized the lack of genuine
enthusiasm and joy, the sense of deadness and boredom, and the frequency of
perverse activities. It is also his view that a final decision concerning the
diagnosis can be made only on the basis of the transference established in the
course of psychoanalysis. For Kohut, the person suffering a narcissistic
personality disorder is someone who has achieved a cohesive self-organization—that
is, someone who is not borderline or psychotic but whose self-organization is
liable to fragmentation under conditions of stress. Typically, in analysis,
they form self-object transferences of the “mirror” or “idealizing” type, and
these are the hallmarks of the disorder.


Finally, it should be apparent that disturbances of a psychic
structure as central as the self must have consequences for all developmental
stages, as well as for other psychic structures and for content and quality of
intrapsychic conflict.


Differential Diagnosis


While there is continuing disagreement about the precise criteria
for diagnosis, narcissistic personality disorders must, in general, be
distinguished from the borderline personalities at the sicker end of the
spectrum, and from the higher level (oedipal, classical, or transference)
neuroses at the other end.


. The borderline personality represents a more severe failure to
achieve self-integration, and is characterized by greater impulsivity,
varieties of sexual acting out, shifting, intense unstable relationships,
frantic refusal to be alone, psychotic manifestations under stress, evidence of
severe identity disturbance (“I don’t know who I am”), marked and rapid
lability of mood, and tendencies toward severe self-damaging behavior,
including suicidal gestures. While persons suffering narcissistic personality
disorders may show some of these manifestations, their functioning remains
characterized by a cohesive, if defective, self-organization, while the
behaviors mentioned for the borderline patients are only rarely present.
Self-object differentiation has been achieved and reality testing is basically
intact. Relatively high levels of functioning are possible for the narcissistic
personality, although there is always the tendency to “burn out” as boredom and
emptiness replace the pursuit for admiration.


At the other pole, it may be impossible initially to distinguish the
patient with a narcissistic personality disorder from patients with
narcissistic characterological defenses against oedipal conflict, since some
disturbances of the self are present in all psychopathology. It is Kohut’s view
that only the ongoing therapeutic effort in analysis and the clarification of
the nature of the transference can clearly make the distinction between these
disorders. In analysis, the “classical” transference neurosis patient will
develop a full tripartite oedipal fantasy relationship with the therapist, and
the nuclear oedipal conflict will become apparent as narcissistic defenses are
analyzed and undermined. In the narcissistic personality the oedipal palimpsest
provides an “as if” sense of interpersonal involvement that quickly collapses
if narcissistic defenses are analyzed and the patient is threatened with the
loss of a coherent self. Kernberg further emphasizes that despite surface
similarities with a variety of neurotic disorders in which narcissistic
defenses for self-esteem are prominent, the narcissistic personality disorder
is distinguishable by the absence of genuine warmth and concern for others.


Etiology


Disturbances of narcissism arise during the early phases of
infantile development in relation to beginning separation from the mother and
the clear differentiation of oneself as a separate individual. It is postulated
that under optimum circumstances the very young infant enjoys some vague sense
of omnipotence, autarchy, and perfect union with mother and environment, since
all needs are gratified relatively quickly upon their being experienced and
with no special effort on the part of the infant. The experience of hunger is
followed by feeding, and the experience of bodily discomfort is followed by the
soothing ministrations of the mother. This experience of satisfactory unity
with the caretaking environment, usually the mother, builds in the young psyche
a sense of omnipotence, a fantasy of total bliss and power. With increasing
psychological development, experience, and the additional complexity of needs,
the infant becomes increasingly aware of his need for the mother’s care and
help, an awareness that reaches one peak at the rapprochement phase (the stage
in which the infant, now a toddler, increasingly separated from mother and
without mother’s automatic aid in achieving his wishes, experiences great
anxiety and frustration and ambivalently seeks both to establish autonomy and
reestablish ties to mother). It is assumed that the responses at this stage are
crucial for the shaping of future narcissistic characteristics. Those infants
who are able to begin gradually to delegate their own sense of omnipotence to a
parent for whom they have loving feelings, and to share that omnipotence while
gaining a feeling of greater effectiveness, both individually and through
sharing, are likely to develop a sturdy and joyful sense of self. Those infants
who respond with increasing frustration and rage to the recognition of their
own helplessness in satisfying their needs, or who find that the mother on whom
they are dependent is an unreliable gratifier of their needs, are likely to
develop rage tinged with inadequate feelings of themselves as beings incapable
of providing for their own gratification.


In a brief summary then, the development of an adequate sense of
self requires a mother-child “fit” that is sufficiently gratifying to both parties,
so that the mother can provide the child with: (1) a “holding environment” that
allows a maximum of psychological comfort, including pleasures in body
sensations; (2) the phase-specific wax and wane of grandiose omnipotent
fantasies of perfection; (3) identifications with idealized parent images;


adequate experiences of
loving approval of the child’s body, play, and achievements;


control and tolerance of the
child’s “badness”; (6) phase-appropriate encouragement of increasing autonomy;
and (7) the sense of being empathically responded to, that is, understood in
some way. Clearly all of these needs are never entirely fulfilled, and the rage
and frustration that routinely occur in the mother-infant interaction as a
result of failures of need gratifications and subsequent disruptions of
omnipotent fantasy are a part of the normal maturational process, as are the
attempts to repair these feelings of injury. While it is likely that
constitutional, possibly genetic, factors contribute to certain infants’
difficulty in integrating the many processes that contribute to the coherent
sense of self, studies on this topic are not available.


Disturbances of the self are part of all psychological disturbances,
and their treatment must be part of the treatment of the major psychopathology
that is present. The narcissistic personality disorders, however, require a
treatment designed to repair the primary flaws in the self-organization and the
related broad disturbances of functioning that are likely to be manifested in
all aspects of the personality—in stability of object relations, loss of
affective capacity, diminished integrity of psychic structure, unstable self-esteem,
and so forth. While outcome studies are unavailable, there is general agreement
that lasting treatment effects are likely to occur only with deep intensive
psychotherapy or psychoanalysis, with or without modifications. In recent years
two major views concerning the nature of psychotherapy for this disorder have
been developed— Kohut’s and Kernberg’s. They are described in the next section.


Therapy


Kohut


Heinz Kohut’s comprehensive theory of the development of the self
and treatment of disorders of the self has been a major influence in current
thinking. While Kohut’s views have gone through a lengthy evolution, in their
current form they define a bipolar self-composed on the one hand of tendencies
toward exhibitionism and ambition, and on the other hand toward idealization of
parent and self. Both of these tendencies derive from early infantile
precursors. Kohut posits these inferences concerning early development
primarily from the nature of transferences that occur in psychoanalytic
treatment. Those aspects of what are labeled the “mirror transference” reveal
primitive needs for being noticed, admired, and approved in one’s grandiose
aspirations. When these needs are met in the course of infantile development
the normal construction of an infantile grandiose self is effected, and this is
a necessary basis for healthy later development. Aspects of the “idealizing
transference” reveal that the infant endows the caretakers in the environment
with idealized capacities for power and omniscience with which the infant can
identify and from which he can borrow strengths. One pole of narcissism thus
relates to the development of ambition, strivings, and achievements, while the
other pole of narcissism relates to the development of values and goals. It is
Kohut’s view that these developmental aspects of the self-precede the
development of drive and that they are the sources of coherent drive
expression. Failures in the cohesive development of the self-lead to drive
derivative “disintegration products,” expressed as pathological sexual and
aggressive behaviors.


The psychopathology of the narcissistic character disorder is, in
Kohut’s view, one of arrest of the development of adequate psychic
structure—that is, it is a deficiency disease. These failures in the
development of self-structure are prior to, and the source of, the apparent
drive-related and conflictual materials that have been traditionally
interpreted as the nucleus of neurosis. According to Kohut, the exclusive focus
of traditional psychoanalysis on the conflictual aspects of the problem
prevents the appearance of the significant underlying etiologic deficit.
Furthermore, the objective inspectional, inferential stance of the analyst
contributes to a consistent attitude of muted responsiveness, which for many
narcissistic characters in analysis imposes a repetition of the deprivation
circumstance—that is, the lack of empathy for the patient’s need for vividness,
responsiveness, and so forth, which were the original source of the developmental
failure. The analyst’s unavoidable periodic empathic failures in the
transference situation present the possibility that these original empathic
failures will be analyzed in the generally empathic treatment situation rather
than repeated blindly.


In this view, the first object relations of the developing child
consist of partial recognitions of the actual other person as part of one’s
internal monitoring of the state of one’s self, and are termed by Kohut
“self-objects.” They are objects not yet perceived as autonomous in their own
right but are internalized as aspects of the self and its own needs. In the
later development of healthy narcissism, when the self is sufficiently sturdy
and capable of providing its own gratifications, it then acknowledges the
existence of the object as autonomous and as a source of gratifications as well
as an opportunity for generous giving. The development of pathological forms of
narcissism is largely dependent upon the actual failures of the environment to
provide appropriate empathic responses to the infant’s needs. For healthy
development to occur, the mother must be empathically responsive to the
infant’s need for admiration (“mirroring”) and to the later need to idealize
the parent. Empathic failures result in a developmental arrest with fixation
remaining at primitive levels of grandiosity and idealization, which leads to
defensive rage and distorted sexuality. The arrest of self-development and its
drive-disintegration products interfere with joyous expression and prevent the
development of creativity. It is Kohut’s view that while aspects of
narcissistic pathology can be treated by a variety of psychotherapies, only a
properly conducted psychoanalysis offers the greatest opportunity for
therapeutic success.


The therapeutic task, therefore, is to permit the reconstruction
within the psychoanalytic situation of the original self-strivings of the
patient. The feelings of empathic failure that will arise as the analytic work
periodically falters, because of real empathic failures on the analyst’s part,
permit a reexamination of the parents’ original empathic failures and an
opportunity for renewed growth as the analyst senses a new object. According to
Kohut, the early phase of psychoanalysis should be devoted to allowing the
fullest emergence of mirror and/or idealizing transferences. This requires care
on the part of the therapist to avoid a too early interpretation of defensive
secondary behaviors, since this could prevent the emergence of more basic
narcissistic strivings. The patient, for example, who early in the analysis
expresses rage at the analyst’s inadequate attention, requires an empathic
understanding of what has occurred within the analytic situation (that is, what
has led him to feel unattended to) rather than an interpretation concerning the
nature of his habitually excessive demands for attention. If the patient is
permitted to regress in the analytic situation to the stage of fixation of
self, and if the therapist does not interfere with the renewed infantile needs
for mirroring and idealization, then normal growth processes will resume and a
more mature self can be achieved.


The emphasis on empathy is an important aspect of Kohut’s work. He
stresses the necessity for the therapist consistently to maintain the empathic
rather than objective stance. It is the therapist’s task to imagine himself
“into the skin” of the patient and to understand what each situation in the
transference feels like to that patient. This is more important than the
attempt, with the use of theory, to understand objectively what the situation
is like in some larger or more objective context.


Kohut and his followers have made the claim that the insights and
technical consequences of this new theory of the self have improved their abilities
to treat the full range of narcissistic disorders by the methods already
indicated, as well as enabling them to bring these patients to a level where
more classical psychotherapeutic-psychoanalytic interpretive techniques will be
successful. Their effort is to present the patient with comprehensive
reconstructive interpretations derived from an empathic mode of observation and
communication as opposed to the allegedly classical part-interpretations
derived from an inferential mode of observation and communication.


Critics of Kohut have maintained that his work is poorly supported
by data and that the clinical data produced is adequately explained by existing
theories. The plea for empathy is regarded by his critics as a return to a
philosophy of gratifying the patient’s neurotic needs without analyzing them.
His critics also claim that he provides a “corrective emotional experience”
rather than an experience of deepened understanding about the conflictual
nature of the difficulty.


Kernberg


Otto Kernberg has attempted to understand the dynamics of narcissism
within the structural dynamic and object-relational points of view. The works
of Mahler, Jacobson, Reich, and the British School had contributed
significantly to Kernberg’s conception of the self as a vital aspect of the
early ego developing as an original fused self/object internalization. It is
Kernberg’s view that all early infantile experiences contribute to the
differentiation and integration of internalized self and object representations,
which consist of mixtures of affective, cognitive, and drive components.
Kernberg states that in the narcissistic personality disorder, stable ego
boundaries are established (that is, reality testing is intact), but a refusion
of already differentiated internalized self and object representations occurs
as a defense against anxieties arising out of interpersonal difficulties. He
postulates the creation of ideal self and object images, actual self and object
images, and denigrated self and object images. Whereas the normal individual
maintains a structural tension of idealized self and object images (the
superego), and actual self and object images (the ego), the narcissistic
character pathologically fuses ideal self, ideal object, and actual self-images
in the attempt to destroy the actual object. As a result, there are not only
distortions of the self, but structural distortions of the superego. According
to Kernberg, the narcissistic character is, in effect, saying:


I do not need to fear that I will be rejected for not living up to
the idea of myself which alone makes it possible for me to be loved by the
ideal person I imagine would love me. That ideal person and my ideal image of
that person and my real self are all one and better than the ideal person whom
I wanted to love me, so that I do not need anybody else any more.


As a result of this process, denigrated unacceptable images of the
self are projected onto those external objects viewed as dangerous, depriving,
and attacking. The predominant self-image is itself a denigrated, hungry, weak,
enraged, fearful, hating self. Kernberg discusses the feelings of emptiness,
the lack of genuine feeling for others, and the paranoid projected rage that
characterize these persons. Kernberg is in partial agreement with Kohut when he
says that “chronically cold parental figures with covert, but intense
aggression are a very frequent feature of the background of these patients.”
The entire defensive effort of these patients is to maintain self-admiration,
to depreciate others, and to avoid dependency. Kernberg’s view is that the
analytic task is to enable the patient to become familiar with his primitive
oral rage, his hatred of the image of the aggressive mother, and to realize
that this rage is linked with unfulfilled yearnings for loving care from the
mother. The failure to integrate into one representation the loving and
frustrating aspects of the mother—as represented in the figure of the
analyst—will occupy a major portion of the analytic work. The patient’s
capacity to yield his own yearning for perfection in favor of accepting the
terror of intimacy and the reality of another person as genuine, though
imperfect, is the goal of the treatment. If successful, a new world of
internalized objects is created that admits for the first time the feelings of
genuineness and creative pleasure that were previously absent. Curiosity and
interest in other persons, especially in the analyst, may begin to manifest
themselves. The recognition of the reality of the analyst as a benign and
actual whole person independent from the patient is, of course, the ultimate
indicator of the success of the treatment.


It is Kernberg’s view that narcissistic personalities can be treated
without deviation from classical methods, that one must be alert to the
borderline features which are displayed in more severe cases, and that one must
be on the lookout for opportunities for narcissistic gratification which often
hinder the analytic task. Kernberg does not agree with Kohut as to the need for
a special pre-interpretation phase of treatment. It is Kernberg’s view that in
the narcissistic personality the processes of idealization of self and object
are not arrested but are faultily developed. Because the grandiose self
regularly incorporates primitive components of ideal self and object, superego
formation is defective and the internalized world of object-relations
deteriorates, resulting in the severe disturbances of interpersonal
relationships of pathological narcissism. The therapeutic task is to enable the
patient to arrive at new arrangements of existing structures and to undo
pathological types of idealization rather than effect the resumption of growth
of archaic tendencies toward idealization. For Kernberg the idealization of the
analyst, early in the analysis of the narcissistic personality, would be a
defensive measure related to covering underlying feelings of rage and emptiness
rather than a conflict-free phase required for the building up of an adequate
self. The pathological idealization is contaminated by rage, unlike the
original idealization of the infant. Interpretation therefore will be aimed at
helping the patient clarify his rage and greed; it will not require a
preparatory phase of uncontaminated idealization.


Kernberg differentiates three levels of functioning of narcissistic
personalities. The first group maintains effective surface adaptation in
important areas of their lives; the patients are troubled by limited neurotic
symptoms and have little insight into the inroads that narcissism has made in
their lives. These patients are probably not yet willing to tolerate the
anxieties that might be aroused in psychoanalysis, and are probably best
treated by short-term psychotherapy. It is likely that later life experiences will
bring home to them the full damage done to their personalities and they may
then be amenable to psychoanalysis.


The second group of patients with narcissistic pathology is the most
common and presents with severe disturbances in object relations and complicating
symptoms in many areas of functioning. The treatment of choice in these cases
is psychoanalysis. A third group of patients presents with borderline features
and is likely to benefit from supportive-expressive psychotherapy.


Other Views


A variant of these views has been put forth by Cooper, emphasizing
the intermeshing of narcissistic and masochistic pathology. In his view early
frustrations of narcissistic strivings lead to reparative attempts to maintain
omnipotent fantasies, despite the helpless rage experienced by the infant in
the course of ordinary failures of maternal care. One of these defensive
efforts involves the attempt to master feelings of rage, frustration, and
helplessness by the intrapsychic shift from pride in providing one’s self with
satisfactions to pride in the fantasy of control over a “bad mother,” one who
is responsible for the frustrations. Self-esteem takes on a pathological
quality when an individual begins to derive satisfaction from mastery of his
own humiliations, for example, when the infant begins to experience some sense
of control and satisfaction when experiencing deprivations. A significant
distortion of pleasure motivations has taken place and a pattern of deriving
pleasure out of displeasure has begun. This pattern provides the groundwork for
the later clinical picture of what Bergler referred to as the behavior of the
“injustice-collector.” This individual engages in the following triad: (1)
provocation or misuse of reality in order to suffer an injury; (2) defensive
aggression designed both to deny responsibility for the unconsciously sought-for
defeat and, secondarily, to escalate the self-punishment; and (3) depression,
self-pity, and feelings of being singled out for “bad luck.”


Cooper suggests that these individuals are basically
narcissistic-masochistic characters and that their analysis regularly reveals
that narcissistic defenses of grandiosity and entitlement are used to ward off
masochistic tendencies toward self-abasement and self-damage. Concurrently,
masochistic tendencies are used to disguise the full extent of the damage to
the grandiose self. Treatment must therefore address both sides of the
equation. Interpretation of narcissistic defenses produces masochistic
reactions of victimization and self-pity, while interpretation of masochistic
behaviors produces feelings of narcissistic humiliation.


Countertransference


Anyone who has attempted the treatment of narcissistic character
pathology has noted the exceptional difficulties that arise in trying to
maintain an appropriately attentive, sympathetic, and empathic attitude. The
therapist is more than likely to find himself bored, or angry, or unable to
make sense of the material, or just generally uneasy with the feeling of
lifelessness presented in the treatment. Examination of the therapeutic
situation will usually reveal that the therapist is responding to one or
several of the following:


1.
The
patient’s failure to acknowledge the therapist’s existence in emotional terms.
The therapist’s interventions are ignored or denigrated; there is 110 curiosity
about him, no indications that any tie exists between the two parties.


2.
The
patient’s unspoken, grandiose, magical demand for total attention and effort on
the part of the therapist, without any sense of a reciprocal relationship. The
patient’s feeling of icy control and detachment can be disconcerting.


3.
Denigration of all therapeutic gain or effort,
and destruction of all meaning.


4.
Emergence
of the extent of the patient’s feelings of emptiness and hollowness,
communicated to the therapist.


5.
The
patient’s primitive idealizations of the therapist, arousing narcissistic
anxieties in the therapist.


6.
The
patient’s cold grandiosity, which arouses a retaliatory anger in the therapist.


Understanding the meanings of these reactions and making suitable
preparations for them can aid the therapist to tolerate these periods, to
remain alert for the shifts in the emotional climate of the treatment, and to
avoid excessive guilt or anger on his own part.


Summary


Issues of narcissism and the self have occupied a central role in
psychodynamic theory and practice from the time of Freud’s earliest researches.
In the past several decades, increasing investigations into the diagnosis and
treatment of the narcissistic personality disorders have been implemented by:
(1) newer knowledge of infant development and the stages of individuation and separation;
(2) developments in psychoanalytic theory that place greater emphasis on the
central role of internal self and object representations and the maintenance of
self-esteem; and (3) possible changes in the culture that may have produced
more frequent and more severe forms of pathological narcissism. While the
treatment of these patients is difficult and challenging, significant advances
have been made and worthwhile therapeutic goals can often be achieved.
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CHAPTER 16

MASKED DEPRESSION AND DEPRESSIVE EQUIVALENTS


Stanley Lesse


Masked depression is one of the more common clinical ailments seen
in western medicine and rivals overt depression in frequency. Indeed, it is the
type of depression most often encountered by nonpsychiatric physicians. The
subject of masked depression and depressive equivalents presents us with a
paradox: In spite of the frequency of the syndrome, only a relative handful of
clinicians have a meaningful awareness or understanding of it. The depressive
affect and even many depressive syndromes may be so masked that a
nonpsychiatric or even psychiatric physician may be unaware of the fact that a
serious emotional disorder is at hand until a massive, full-blown depression
erupts and dominates the clinical scene.


The term “depression,” in the minds of most laymen and physicians
alike, usually refers only to a mood, which in psychiatric circles is more
specifically labeled as sadness, melancholy, dejection, despair, despondency,
or gloominess. If this overall mood pattern is not dominant in the clinical
picture, the patient is not considered depressed. This view is universal among
laymen. However, this narrow concept is also held by some physicians and even
by psychiatrists. The masking veneer or facade may vary depending upon many
factors, including: (1) the culture, (2) age of patient, (3) socioeconomic and
socio-philosophic background, (4) hereditary and congenital processes, and (5)
ontogenic development.


While the masked depression syndrome, hidden behind a broad spectrum
of masking processes, is broadly represented in all cultures, the relevant
literature is very sparse and deals primarily with those syndromes that are
essentially manifested clinically as psychosomatic disorders or hypochondriacal
complaints referred to various organ systems. Masked depression has been
referred to by a variety of labels, which in themselves have contributed to the
confusion surrounding this syndrome. The various diagnostic labels include: (1)
masked depression, (2) depression sine depression, (3) depressive equivalents,
(4) affective equivalents, (5) borderline syndromes, and (6) hidden depression.
In many instances, where the condition has not been detected by the physician,
the term “missed depression” might be appropriate.


Concepts of Masked Depression and Depressive
Equivalents


In western medicine, masked depressions are most commonly hidden
behind psychosomatic disorders and hypochondriacal complaints. Less frequently
the depressions may be hidden behind various behavioral patterns. If the
clinician will look behind the presenting symptoms, a depressive core will be
evident, a core that in most instances eventually becomes overt if the patient
is not treated. Therefore, this type of masking hides an active depression,
which can be readily discerned by careful examination.


In other situations, a psychosomatic syndrome or hypochondriacal
symptom may represent an aspect of a clinical spectrum that eventually may end
in an overt depressive reaction. For example, individuals who demonstrate
hypochondriacal symptoms early in life are prone to develop overt depressive
reactions. Women who eventually develop postpartum or involutional depressions
frequently have histories of significant hypochondriacal or phobic reactions
earlier in life. This is not to say that all individuals who are
hypochondriacal or phobic or who have psychosomatic disorders are destined to
become depressed. However, individuals with a history of these clinical
phenomena have a greater propensity to eventually develop overt depressions.


With this observation in mind, one should also note that the
psychodynamic mechanisms associated with hypochondriasis, phobias, and
psychosomatic disorders, as they occur in western culture, are similar to those
that are observed in depressed patients. Therefore, hypochondriasis, psychosomatic
disorders, and some acting-out behavioral patterns may be considered either as
being masks of depression or depressive equivalents. When these symptoms or
syndromes are merely “covering up” an underlying depressive core, they should
properly be considered as depressive masks. When these symptoms or syndromes
occur in the absence of a clear-cut depressive core, and then years later
manifest symptoms and signs of an underlying depression, they should be thought
of as depressive equivalents.


In this second context, depressive equivalents may be viewed as part
of a clinical spectrum having certain psychobiologic and psychodynamic origins
with features in common. These symptoms or syndromes may be seen as separate
entities or as steps in a continuum that may or may not manifest themselves as
phenotypical, full-fledged, overt depressions. Many years might pass before an
overt depressive reaction emerges.


These observations raise the question of differentiating between
those patients who have hypochondriasis, phobic reactions, or who have
psychosomatic syndromes without ever developing overt depressions, from those
who manifest the same symptoms and syndromes and who have a marked propensity
to become depressed. Genetic studies suggest that hereditary factors may play a
role in some depressive equivalents. For example, the relatives of bipolar
patients have a higher prevalence of hypertension, obesity, and thyroid dysfunction
than do relatives of unipolar patients. In contrast to this observation, a
higher incidence of chronic alcoholism and drug dependence has been noted in
families of unipolar patients.


From a genetic standpoint, depressive equivalents may be thought of
in two ways: (1) as a different genetic subtype of affective disorder
consistent with a model of heterogenic inheritance, or (2) as part of a
continuum in a homogenic model of mood disturbances.


Cultural and Economic Factors Influencing the
Masks of Depression


It was found that depressive episodes that are masked by
hypochondriasis and psychosomatic disorders are relatively uncommon in lower
socioeconomic groups in the United States. For example, faciopsychomyalgia,
more commonly described as atypical facial pain of psychogenic origin, is
rarely seen among blacks or Puerto Ricans in lower socioeconomic levels.
However, this syndrome is seen among blacks and Latinos who rise in the
socioeconomic scheme and who become part of the more affluent aspect of our
society.


Acting-out behavior represents the more common type of masking
process among lower socioeconomic groups in western society. This parallels the
observation that acting-out behavior represents the common masking process in
agricultural societies. For example, in India, a developing Third World
country, 85 percent of the people are engaged in agriculture. Psychosomatic
disorders are relatively uncommon among the nonliterate rural groups. In
contrast to this observation, psychosomatic disorders and hypochondriasis are
much more frequently seen among the better educated groups living in more
industrialized, westernized centers such as Bombay or New Delhi.


In general, there is an evolutionary continuum of defensive
confusion, anger, and acting-out from relatively frank and direct behavior in
nonliterate cultures to increasing disguise and distortion in modern societies.
Modern societies, with their greater sophistication, use deeper disguises and
more personally damaging methods of coping with problems.


In keeping with this general observation, masked depressions occur
in their least severe form in most nonliterate cultures. These milder ailments
are more open to spontaneous remission or shamanistic and priestly
ministrations. If, however, the nonliterate cultures were strongly influenced
by the European conquerors, masked depressions of the more severe type are
encountered.


Simple and open confusion is the most common masking pattern in
primitive or nonliterate peoples. Among these groups, confusion may be seen as
a cry for help that brings the nuclear or extended family group to seek the aid
of a priest or shaman. In more modern societies, however, people are relatively
reluctant to show such dependent attitudes.


Hostility is a mask of depression in all societies. The direction
the hostility takes, however, depends on the degree of cultural sophistication
the society has attained. In nonliterate cultures, hostility is usually
directed toward groups of people. In western cultures, the chief target of hostility
is usually the person who is the one closest to the hostile individual. The
diffusion of the objects of hostility and anger noted in technologically more
primitive cultures may be accounted for, at least in part, by the fact that
nonliterate cultures have more diffuse patterns of authority in the form of an
extended family system.


The diffusion of hostility differs among various nonliterate
societies. Opler points out that among the Arctic Eskimos and the Ute Indians
of Colorado and Utah, children are often adopted out of the nuclear family by
relatives. This causes diffused object relations that are associated with a
broad focus of hostility. In a similar fashion, when a Malaysian runs amok,
there is a very diffuse portrayal of violent aggression toward anyone who
crosses the path of the attacking individual. Opler also points out that
acting-out among nonliterate peoples usually occurs in the presence of
relatives or neighbors. In a similar fashion, Indonesian women who display the latah syndrome utter obscenities in the
presence of friends and relatives.


Among more primitive peoples, acting-out may also be in the form of
imitative or negativistic behaviors; this is what occurs in Arctic hysteria and
in the imu illness of the Ainu of the island of Hokkaido in Japan. A similar
pattern may be seen as far south as Malaysia.


Periods of confusion, occurring either as masks of mild depressive
states or as expressions of agitated euphoria, have been noted among African
patients. The periods of agitated euphoria may be viewed as compensations for
the underlying depressions. In general, patients in primitive societies who
have masked depressions can readily be restored to “health” through the
psychosocial interventions of a shaman or curing cultist when the ailment is in
its early phases.


Acting-Out Behavior Masking Depression in
Western Culture


Masked Depression in Children


The more primitive the culture the more direct and frank the
clinical manifestations masking an underlying depression. In similar fashion,
acting-out behavior, which is quite direct, is the most common type of
depressive expression among children and, to a gradually decreasing extent,
adolescents. Indeed, when viewed in this light, one can state that almost all
depressions seen in childhood are masked depressions.


The literature dealing with childhood depression is quite limited.
Mosse points out that childhood depressions are usually subsumed under the
classification of psychoneurotic disorders. She also points out that the
classic and obvious symptoms of depression as they are known in adult life
occur infrequently in childhood. Children who are depressed show a very diverse
symptomatology. Therefore, the depressions of children and young adolescents
may not be recognized at all, or are classified as minor aspects of other
diagnostic entities.


The masking symptoms of depression, such as defiance, truancy,
restlessness, boredom, antisocial acts, and so forth, which are so common among
children and adolescents, are all too often not given appropriate attention by
laymen and physicians alike. A study of suicidal behavior by children and
adolescents indicates that months before their suicidal attempts almost half of
them showed marked and definite behavioral changes that were not recognized as
serious indications of depression by their parents or their teachers.


Mosse points out that in most child psychiatric studies no clear
distinction is made between children and adolescents. She observes that both
physically and psychologically there is a qualitative, and not just a
quantitative, difference between childhood and adolescence and that this change
affects the character of the psychopathology that is evidenced. This difference
is most significant where depression is concerned.


It is most important to appreciate that suicidal attempts have been
overlooked in children and adolescents due to the erroneous concept that they
do not experience depression. In fact, it is only recently that the subject of
childhood depression has been discussed at all. Some child psychiatrists
contend that depression does not exist in children. Toolan points out that a
popular book on child psychiatry, and several detailed monographs dealing with
clinical and research aspects of depression, do not even mention childhood
depression.


The scotoma that currently exists in regard to childhood depression
parallels the blindness of some psychiatrists who denied the diagnosis
“childhood schizophrenia” in the late 1940s and early 1950s. Psychiatrists and
psychologists of that period were still fond of stating that children did not
develop schizophrenia since schizophrenia could not appear until after puberty.
This is no different from the ludicrous nineteenth-century belief that men
could not be hysterics since hysteria was due to a “wandering uterus.”


Spitz and Wolf described a severe type of developmental retardation
in infants that was associated with deprivation reactions and depressive
elements. They labeled this syndrome “anaclitic depression.” This syndrome was
noted in infants and small children who had been isolated from maternal care;
it was most commonly seen in children raised in institutions. These children
demonstrated physical, intellectual, and emotional retardation. Initially, they
protested actively, but finally became apathetic, showed decreased mental and
physical activity, and rejected all adults.


Similar findings were observed in the Pavlov Institute in Leningrad
in their studies of puppies. If puppies, at the time of the appearance of the
“awareness reflex,” receive electroshocks whenever they are fed, they will
withdraw from their handlers, crawl to the back part of their cages, and even
refuse all food. They lose weight and hair. No matter how the future
environment is improved, these puppies do not recover. If the same experiment
is performed with older puppies who had initially been treated in a very humane
fashion, they too withdraw in this fashion. However, among this older group, if
the environment is improved, the dogs will again begin to relate to people and
the overall environment in a positive fashion.


Others have also described intellectual and social retardation in
institutionalized children who were deprived of close ties with their mothers
or maternal substitutes. John Bowlby described three stages that a child
undergoes when separated from the mother: (1) protest, (2) despair, and (3)
detachment. Often the stage of detachment is misinterpreted by a hospital staff
as a sign that the child is beginning to adjust to his situation, whereas in
reality it is evidence of a profound disturbance, which Bowlby labeled
“mourning” and which Toolan described as “depression.”


Among older children, sociopathic manifestations and acting out are
more likely to mask depression. This may take the form of disobedience, temper
tantrums, truancy, or running away. Several authors have noted that underlying
depressions are responsible for so-called school phobias.


Some children will show equivalents of depression in the form of anorexia,
colitis, and various other psychosomatic disorders; they may also display
accident proneness and masochistic and destructive behavior. Hypochondriacal
and psychosomatic disorders may take the form of headache, tics, choreiform
movements, abdominal complaints, nausea and vomiting, and so forth. The parents
of such patients not infrequently present a history of depression.


Meyers reports on a group of eighty-two childhood schizophrenics who
had extensive residential and day-care treatment during their early school
years. The biannual follow-ups revealed a strikingly low incidence of
depressive response when the patients reached the ages of fifteen to twenty-six
years. This absence of depression was even more impressive when one noted the
degree of impairment in adaptation and the failures and defeats these
schizophrenic individuals faced in their attempts to attain satisfying
relationships with their environments. In contrast to this group, the emergence
of depressive symptoms was greater in older children and in children with
greater ego development and object relatedness. Meyers also observed that in
severely ill schizophrenic children the grief of the mourning reaction is
usually shallow, if it occurs at all. Instead there is blandness, apathy, anger,
or a variety of atypical responses.


Depression may also be masked among mentally retarded children who
are very often aware of their deficiencies. This is particularly true among
children who are only slightly to moderately retarded. These children are
frequently rejected by their peers, by their siblings, and even by their
parents. Often the depression that they evidence may be masked by irritability,
rage outbursts, and destructive behavior. They tend to automatically fight
authority figures, but if their rage is blocked by fear of adult punishment, it
may be directed toward younger children, small animals, or inanimate objects.
This type of masked depressive reaction is commonly misdiagnosed and
mismanaged, especially in large institutions.


Masked Depression in Adolescents


Many of the depressive facades that were described for the older
child are similar to those found in early adolescence. As the adolescent
approaches young adult life, depressive episodes may become more overt and the
masks will more closely resemble those seen in adult life. School phobia and
underachievement in school may conceal underlying depressions in younger
adolescents as well as those attending high school and even college. Among the
older group, depressions are frequently manifested by changing courses,
failures to take final examinations, dropping out of school, or changing from
fulltime to part-time schooling. The threat of graduation, laden as it is with
the fears of unknown responsibilities, is often associated with depressive
reactions masked by acting-out behavior or hypochondriacal and psychosomatic
disorders.


Among adolescents one often encounters masks of depression in the
form of pervasive boredom, restlessness, frantic seeking of new activities, and
a reluctance to be alone. The bored teenager often complains that he or she is
tired. This type of adolescent may manifest an alternation between complaints
of fatigue and evidence of almost inexhaustible energy.


Complaints of feeling empty, isolated, or alienated, so often
described by adolescents, may also be indicative of underlying depression. He
may describe himself as being unworthy and unlovable. The depressed adolescent
often evinces a paradoxic combination of resentment toward his parents coupled
with overdependence upon them.


The post-World War II period, particularly the past decade and a
half, has been characterized by a decreased psychosocial threshold to
psychologic or physical pain and frustration. This pattern has been enhanced by
a multibillion-dollar advertising industry that preaches ad nauseam of one’s birthright to wallow in material, physical, and
emotional pleasure while expending little or no effort. Among older adolescents
the compulsive use of drugs and sexual acting-out has become progressively more
common as masks of depression. Sexual acting-out may be seen as seeking a
significant other person in an attempt to relieve feelings of aloneness and
alienation. At times, a depressive propensity may be aggravated by marked guilt
feelings associated with this sexual behavior. Teenage pregnancies, which have
increased in frequency at an astounding rate, too often compound the problem.


Chwast has pointed out that depressive reactions may be masked under
the guise of delinquent behavior among adolescents from lower socioeconomic
backgrounds. Among these adolescent offenders, evidences of depression are
commonly hidden behind sociopathic behavior patterns in a fashion also seen
among adult criminals. Chwast found that in a total sample of 121 delinquents,
more than 75 percent appeared at least somewhat depressed, with almost 50
percent being substantially or severely depressed. Delinquent girls were
usually more depressed than delinquent boys.


Among some delinquents the sociopathic acting-out served to ward off
decompensating, schizophrenic defensive mechanisms. With regard to others,
Chwast felt that fighting and destructive behavior should be seen as an attempt
to combat depressive manifestations that threaten to become overt. To some of
these individuals, the gang was a search for “significant other persons” in an
attempt to compensate for a void in meaningful attachments. A separation from
the gang may cause some culturally deprived persons to have feelings of
inadequacy and hopelessness and to show even overt depression.


Automobile accidents and direct suicidal attempts are the two
commonest causes of death among college students. Many of these adolescents and
young adults had exhibited masked or overt depressions. Herschfeld and Behan
expressed the opinion that failures in academic or social performance, which
were considered “unacceptable disabilities,” were converted into “acceptable
disabilities” in the form of automobile accidents.


Behavioral Masks of Depression Among Adults


In the vast majority of instances, masks of depression in adults
take the form of hypochondriasis and psychosomatic disorders. But depression is
also frequently masked by multivariant forms of acting-out. Drug dependency is
one of the more common acting-out behavioral masks of depression in adults.
While public attention has been focused upon problems that are secondary to
narcotics addiction, which is so commonly associated with major crime in large
cities, the excessive use of alcohol remains the most commonly encountered type
of drug abuse.


Chronic alcoholism frequently serves to mask depression. Feelings of
hopelessness, rejection, or overwhelming retroflex rage may appear
precipitately following an alcoholic debauched When the mask slips, that is,
when the alcoholic sobers up, massive guilt and profound depressive feelings
are uncovered. Suicidal acts have followed failures in sexual performance, a
problem commonly associated with alcoholism.


Marijuana, a wide spectrum of hallucinogenic agents, cocaine,
amphetamines, barbiturates, antianxiety agents, neuroleptics, antidepressant
drugs, and so forth, are available on the streets of American cities in vast
quantities. Psychedelic drugs are often taken to mask underlying depressive
syndromes. It is well known that weeks may pass before a covertly depressed patient
who has been “on a trip” suddenly manifests overt depression.


Narcotics addiction may sometimes be seen as an attempt to cope with
an underlying endogenous depression. Some of the suicidal attempts made when
addicts are taken off narcotics may be ascribed to the emergence of massive
depressive reactions that had been masked by the addiction. Individuals
dependent on amphetamines and other stimulant drugs commonly have a depressive
core. Precipitous depressive reactions very often result following rapid withdrawal
of amphetamines from chronic users. While amphetamines are dispensed frequently
to depressed patients, they usually serve only to mask the depression if it is
profound enough.


Barbiturate habituation is a massive problem. There is an
overproduction of barbiturates in this country, with the excess finding its way
onto the streets where it is dealt with as a highly profitable, marketable
product. Adolescents and adults from lower socioeconomic groups buy their
barbiturates from “street pharmacists.” In addition, there are literally tens
of thousands of iatrogenically created barbiturate habituates. These drugs may
mask underlying depressions for long periods of time, depressions that may
rapidly become overt when the drugs are withdrawn.


Anger and rage are among the most commonly observed masks of
depression. Spiegel has stated that “the role of the equivalence of anger needs
to be understood by both the patient and the therapist; and when anger or rage
is dominant, the therapist should consider a relationship to depression.” This
is a very cogent observation. Patients with masked depression are almost
without exception extremely angry individuals. The rage could either be overt
or covert; in most instances, it is overt. Covert anger is more difficult to
manage from a therapeutic standpoint. Covert anger arises from severe childhood
trauma. It is most commonly seen in patients who have been abandoned
emotionally by their parents. It also occurs when parents are so hostile,
domineering, critical, and sadistic that the patient, as a child, became
terrified by the aggressive, punitive atmosphere. Attempts by the child to
protest were usually met with overwhelming and crushing punishment. These
patients, in general, are unable to react with appropriate anger in later life,
even when it is justified.


Most patients with masked depressions are overtly hostile. In this
type of patient, in contrast to the patient who had developed covert rage, the
domineering, critical parent did not completely
destroy the child’s compensatory rage capacities or block the patient from
expressing anger. This excessive anger is a compensatory mechanism that tends
to dominate the patient’s personality.


In the definitive treatment of patients with masked depressions, a
pointed effort is made to unfold gradually the full degree of the patient’s
unconscious hostility. This anger is strongly guilt-linked.


Many of the patients are afraid of the intense degree of their
latent anger, which is often tied to unconscious, symbolic, murderous
fantasies. Many depressed patients, particularly those with covert anger, must
be taught how to express anger and must be made aware of the fact that anger
can be a normal, healthy reaction to certain types of stress.


The apparent states of remission in depressed suicidal patients are
the most serious and at times the most complicated type of masked depression.
They may occur in patients who have a history of suicidal ideas or who have
made suicidal attempts but in whom the drive for self-destruction appears to
have been ameliorated. Too frequently, the psychiatrist or psychotherapist who
treats a suicidal patient may be so relieved to record some improvement that he
or she may overestimate its true degree.


The availability of multiple therapies (including electroshock,
psychotropic drugs, and some psychotherapies) that may be effective for various
types of depressed and suicidal patients gives some psychiatrists a false sense
of security simply because they use these techniques. The suicidal impulses may
be merely blunted or masked by various psychotropic drugs or with electroshock
therapy, particularly if the frequency or number of treatments is inadequate.


Psychotropic drugs also may result in a similar premature relaxing
of clinical vigilance. Some suicidal patients may demonstrate an apparent
remarkable remission following the administration of tranquilizers or
antidepressant drugs. At times this apparent change may be purely a tenuous
placebo reaction with the suicidal drive being only superficially masked. Any
relaxation of clinical precautions during the early phase of treatment of
suicidal patients, no matter what technique is used, may result in a self-destructive
act.


Masked Depression in Old Age


Among geriatric patients an organic mental reaction may mask an
underlying depression. Patients who demonstrate fluctuations in the intensity
of an organic mental syndrome require particularly close scrutiny. Organically
confused patients commonly show a decrease in the intensity of a depression and
even of suicidal impulses. However, as they gain insight into the nature or
severity of their problem, a depressive reaction leading at times to a suicidal
act may occur. Among geriatric patients, depression may also be masked behind
hypochondriacal symptoms and psychosomatic disorders. Marked irritability,
obsessive thinking, or a gross increase in psychomotor activity may also serve
as masking processes.


There is an unfortunate tendency among both physicians and laymen to
attribute all changes in elderly people to organic illnesses. Not infrequently,
symptoms such as listlessness, anorexia, and insomnia may be manifestations of
an underlying depressive reaction.


Hypochondriasis and Psychosomatic Disorders
Masking Depression


In the vast majority of instances among adults in highly
industrialized western countries, masks of depression assume the form of
hypochondriasis and psychosomatic disorders. While this type of depressive
syndrome rivals overt depressions in frequency, it is insufficiently appreciated
by psychiatrists and non-psychiatrists alike, at times with tragic
consequences. Physicians without formal psychiatric training are prone to treat
a patient’s “physical complaints” without probing to see whether the affect
associated with the symptoms is secondary to a true physical deficit or whether
it is a psychological expression mimicking an organic disorder. This clinical
scotoma often results in patients being exposed to unnecessary and even
inappropriate treatment over long periods of time.


It is likely that from one-third to two-thirds of patients past age
forty who are seen by general practitioners and even specialists have masked
depressions with the depressive syndromes masked by hypochondriacal or
psychosomatic disorders. These patients, particularly those in the late middle
and older age groups, are extremely prevalent in hospital clinics; they also
occupy a sizable proportion of general hospital beds. Unfortunately, they are
usually subjected to a multitude of laboratory examinations and too often are
exposed to a variety of organic treatments, even surgery.


In most instances, it is only after many months or even years of
examinations and multiple treatments that a psychiatric consultation is
requested. By the time the patient is seen by a psychiatrist, the depressions
are usually of severe proportions. This observation is documented by the fact
that more than 40 percent of the patients with masked depressions have suicidal
ideas or drives by the time they are first seen by a psychiatrist.


The masked depression syndrome poses a sharp challenge to all
physicians, psychiatrists and non-psychiatrists. A number of clinical
possibilities may occur:


1. The
masked depression syndrome may occur in patients without any organic processes.
On the other hand, the patient may have a masked depression superimposed upon a
true organic deficit. This second situation may pose a significant diagnostic
problem.


2. Too often
a minor organic illness is magnified by the psychogenic overlay, and it may be
misdiagnosed as being a major organic disorder. In such a situation, the
physician exaggerates the importance of the organic component and fails to
recognize the psychogenic aspect of the problem. This usually leads to months
and years of repeated studies and organic treatments. Most of these patients
develop a massive iatrogenic overlay that further complicates diagnosis and
treatment.


3. In other
instances, a patient may have a major organic lesion with hypochondriacal or
psychosomatic complaints superimposed. If the physician or therapist becomes
preoccupied with the psychogenic aspects of the problem and fails to recognize
the severity of the organic lesions, serious consequences may follow.


Clinical Characteristics


Sex and Age Distribution


One study of 336 patients who had depressions masked by
hypochondriasis or psychosomatic disorders reported that 246, or 73.2 percent,
were women. This represents a female:male ratio of 2.7:1. However, in a
different study of 198 patients who had a type of masked depression known as
“faciopsychomyalgia” (more commonly known as “atypical facial pain of
psychogenic origin”), it was found that 86 percent were women. This is an 11:1
female:male ratio.


The age distribution is also very characteristic. Two hundred and
ninety-five (87.8 percent) of 336 patients with masked depressions were between
thirty-six and sixty-four years of age at the onset of illness. One may state,
therefore, that the syndrome in which depression is masked by hypochondriasis
or psychosomatic disorders is primarily an ailment of middle-aged females.


It is unusual for these patients to be seen by a neuropsychiatrist
early in the course of the illness. For example, 65 percent of the 336 patients
were seen only after two or more years had passed from the time of onset of
symptoms to the initial consultation. More than 30 percent had been ill for
five or more years prior to being correctly diagnosed.


Initial Examination


A number of general characteristics can be noted during the initial
examination. Patients present their history in a very wordy, forceful manner;
the term “logorrhea” would be appropriate in many instances. The descriptions
are replete with medical jargon gleaned from the many physicians or dentists
who had examined and treated these patients. Quite often the patients consult
medical texts and bring this “knowledge” to the examination.


The clinical descriptions are vague and do not represent classic
descriptions of specific organic processes. At best, they are suggestive of a
more unusual organic process. In addition, patients with masked depressions are
far more handicapped in their vocational and social performance than are
patients with true organic illnesses. These clinical descriptions, together
with a tendency to exaggerate the suffering experienced, are further colored by
iatrogenic factors that are secondary to prior multiple somatic examinations
and treatments.


These patients come with a fixed concept that their ailment is due
to a serious organic disorder. They demonstrate marked hostility toward the
psychiatrist if the diagnosis of a psychogenic process is made early in the
examination.


The initial phase of the history is directed primarily to ruling out
a primary organic cause for the patient’s complaints. Nevertheless, even the
few clinical characteristics already described should warn the examining
physician of the likelihood that the patient’s ailments, at least in part,
represent a significant psychogenic overlay, which necessitates intensive
psychiatric evaluation.


The patients have a marked emotional and economic investment in
their illnesses. There is a strong secondary gain mechanism behind their
symptoms. Sufficient time must be allotted for the patients to expound upon
their ailments, to relate the exquisite details of their symptoms, and to
demonstrate their “knowledge of medicine.”


The pointedness of the psychiatrist’s investigations may be slowly
broadened after the patient’s confidence has been won. With gentle
interrogation one can gradually compose a psychiatric scenario that is
applicable for almost all of the patients. Patients routinely describe an
agitated state, with restlessness, floor pacing, and marked feelings of
anxiety. Insomnia, anorexia, persistent fatigue (especially in the morning),
difficulty with concentration, loss of interest in vocational and social
activities, and “feeling low” are also typical complaints. Routine personal
habits become major chores. Frequently, the patients state that they are
“losing their minds” and point to a “poor memory” as justification for this
opinion.


Although the patients constantly refer to their “serious physical
illnesses,” one can gradually obtain statements indicating that they are
moderately or severely depressed. Inevitably, this admission is accompanied by the
disclaimer, “I would be fine if only I was free of my physical illnesses.”


Once the patient admits to being depressed, one can readily elicit
the presence of feelings of hopelessness. This admission can usually be brought
out by questions such as, “Do you ever feel as though you will never get
better?” A question that brings a positive response in almost half of the
patients is “Do you ever feel as though you would like to go to bed and not
awaken the next morning?” The usual response is “If I have to suffer like this,
life isn’t worthwhile.”


One study found that more than two-thirds of the patients expressed
feelings of hopelessness. Even more startling was the observation that 44.5
percent had suicidal preoccupations or drives. This is evidence of the fact
that depression masked by hypochondriasis or psychosomatic disorders is usually
of severe proportions by the time the patient is referred for neuropsychiatric
consultation. It is crucial that the intensity and imminency of these suicidal
ideas be studied carefully. A number of patients examined by the author for the
first time were actively contemplating suicide.


If the psychiatric or nonpsychiatric physician is patient and gentle
in the history taking, a close correlation between the onset of the patient’s
symptoms and her or his emotional traumas can often be discerned. This requires
a step-by-step account of the patient’s life situation prior to, during, and
following the onset of the “somatic” symptoms. In some instances, specific
environmental traumas cannot be documented. However, even if this is the case,
careful evaluation will elicit the fact that the patients had been under
chronic and severe stress with which they had difficulty coping.


Personality Patterns


The patients’ personality patterns are rather consistent. They are
typically aggressive, perfectionist, and highly intelligent individuals who
have a need to dominate their environment. Characteristically, they are rigid
and inflexible in their management of everyday life. In addition, they are
overbearing and verbally critical of most people. These attitudes frequently
alienate those around them. It can be stated that their compulsive need to
dominate their surroundings is an attempt to compensate for feelings of
self-derogation and inadequacy.


Although many of these patients, most of whom are women, are leaders
in their communities and claim many close friendships, most of the so-called
friends are usually just working acquaintances. By the time the patients are
seen in initial psychiatric consultation, they are quite seclusive and are
unable to function effectively vocationally, socially, or sexually. They
usually express fears of being alone, strong guilt feelings related to their
inability to function, and confess to a lack of sexual desires. A marked
feeling of worthlessness is a characteristic clinical observation.


Family History


The family histories are also quite characteristic. Usually one or
both parents are described as being very aggressive and perfectionistic. One
study reported that 82 percent of these patients described their mothers as the
dominant individual in the home. The mother was often characterized as being an
“attentive martyr,” while the father was a rather passive, dependent
personality dominated by the mother. Frequently, the patient’s mother was
hypochondriacal, phobic, or had a history of psychosomatic disorders. In many
instances, the description of the mother indicated that she had referential
trends. Characteristically, there is a history of a running conflict between
the patient and his or her mother; this relationship universally generated
marked guilt feelings in the patient.


From a psychodynamic standpoint these patients develop feelings of
inadequacy and worthlessness beginning in early childhood. This is in response
to the parents’ real or imagined rejection. These feelings grow in crescendo
fashion and color the patient’s vocational and social relationships through the
years. They are plagued by the anticipation that parental surrogates and peers
might have the same negative image that they have of themselves.


These patients spend their lives compensating for feelings of
inadequacy by a high level of performance. There is a constant struggle for
self-recognition. They usually are highly critical of others (in scapegoat
fashion) in an attempt to deny their own feelings of inadequacy.


There is often a history of overreacting to even mild physical
illnesses. The physical ailments are a threat to the patient’s constant
attempts to compensate for her feelings of inadequacy. Furthermore, if one or
both of the parents had been hypochondriacal, the patient tends to mimic the
parents’ particular hypochondriacal complaints.


Treatment


The treatment of choice for patients with masked depressions, when
the underlying depression is severe, is a combination of antidepressant drug
therapy and appropriately designed, psychoanalytically oriented psychotherapy.


The results of treatment depend upon a number of factors, including:
duration of illness, amount and nature of prior medical treatment (prior drug
therapies and surgical procedures), and the organ system involved. Patients
with problems associated with the head and face, mammary glands, or
genitourinary system are more difficult to treat for reasons that are not
entirely clear at this time.


Considered as a group, more than 75 percent of those patients in
whom the depression is masked by hypochondriacal complaints or psychosomatic
disorders obtain excellent results if the illness is of less than one year’s
duration (“excellent” meaning that their symptoms disappear, the level of
psychomotor activity becomes appropriate, and they are able to function
vocationally and socially with pride and pleasure). Approximately 50 percent of
those patients who have been ill for less than two years and who do not have
strong iatrogenic overlay secondary to surgical procedures obtain excellent or
good results during the initial period of therapy.


When a patient has been ill for more than two years, particularly if
he or she is plagued by marked iatrogenic complications resulting from prior
drug or mechanical therapies, it is difficult to predict how successful the
combined therapeutic technique will be. Overall, approximately one-third of
such patients obtain excellent or good results from combined therapy. While one
cannot be so certain of the results that will be obtained in more chronic
patients, excellent individual responses have been obtained in some who have
been ill for as long as twenty-five to thirty years.
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CHAPTER 17

BEHAVIORAL MEDICINE AND BIOFEEDBACK1


Redford B. Williams, Jr.


Why is so little attention paid to behavioral research in the
treatment and cure of disease? While infectious diseases used to be the most
burdensome illnesses, we now see cardiovascular disease, cancer, lung disease,
accidents, homicide, and violence as the major threats to life and health.
These afflictions have strong behavioral components.


Introduction


In a recent address at the National Institutes of Health (NIH),
Senator Edward Kennedy made a pointed reference to a growing trend in American
medicine, namely, the emergence of a field of research and clinical endeavor
that is now widely identified by the term “behavioral medicine.” This trend is
a historical fact, as documented by several recent events, including the
founding of an Academy of Behavioral


Medicine Research and a Society of Behavioral Medicine; the
establishment of an experimental Behavioral Medicine Review Group within the
Division of Research Grants of the NIH; the establishment of a Behavioral
Medicine Branch within the Division of Heart and Vascular Diseases of the
National Heart, Lung and Blood Institute; and a recent flurry of program
announcements from the NIH in such areas as chronic pain and psychological aspects
of cancer.


It is timely, therefore, to undertake a review of the emerging field
of behavioral medicine. This chapter shall first consider the historical and
conceptual contexts within which these recent developments have occurred, with
particular emphasis on differential conceptual orientations between behavioral
medicine and psychosomatic medicine, which is also concerned with emotions and
disease. Then will follow a review of the substantive research contributions
from studies carried out with a behavioral-medicine conceptual orientation.
This review will consider those aspects of behavioral medicine research
relevant to etiology and pathogenesis of disease, to modification of lifestyles
associated with increased risk of disease, and to direct treatment of disease.
A concluding section on future directions will address the need for the
integration of more psychodynamically oriented approaches (derived from
psychosomatic medicine and consultation-liaison psychiatry) with the more
behaviorally oriented approaches of behavioral medicine.


Historical and Conceptual Context


To understand the forces behind the historical development of
behavioral medicine, it is necessary to focus our attention on several recent
trends. First is the realization that most patients with physical disease have
not been shown to benefit from the application of “talking therapies,” which
focus upon verbal productions and free associations with the goal of achieving
insight into neurotic conflicts. Perhaps this realization has been responsible
for what both George Engel and David Graham have perceived to be psychosomatic
medicine’s lack of any substantial impact upon medicine in general in the past
three decades. A second and probably more important impetus for the recent
emergence of behavioral medicine as a distinct field has been the discovery in
large-scale epidemiological studies that certain behaviors or lifestyles are
“risk factors” for such major medical disorders as cancer and coronary heart
disease. The failure of public education approaches to achieve the hoped-for
dramatic changes in such risk-factor behaviors as cigarette smoking and
nonadherence to antihypertensive regimens has convinced some leaders in
clinical medicine that behavior modification approaches that have proved effective
in changing behaviors associated with mental disorders might also prove useful
in attempts to modify behaviors that increase risk of major physical disorders.
In addition to this realization that techniques of behavior modification might
help to reduce risk-factor behaviors that presumably lead to disease, there has
been the demonstration in a growing body of clinical research that behavioral
treatment approaches aimed at changing physiology directly (for example,
biofeedback and autogenic training) are effective in the actual treatment of
such physical disorders as headache, chronic pain, and Raynaud’s disease— all
disorders that heretofore had proven unusually resistant to the traditional
biomedical approaches. The apparent ease with which these behavioral treatment
approaches have found acceptance in the medical community may be because they
share the traditional rationale for the use of pharmacologic agents in clinical
medicine—direct modification of pathophysiological processes.


To the extent that Engel and Graham are correct in their
observations that psychosomatic medicine has not had the desired impact upon
medicine in general, it must be considered whether there is anything new or
different about behavioral medicine. A brief historical digression might help
to put the differences between behavioral medicine and psychosomatic medicine
in perspective, In the first issue of Psychosomatic
Medicine, which appeared in 1939, the editors defined psychosomatic
medicine as the study of the “interrelation of the psychological and
physiological aspects of all normal and abnormal bodily functions and thus [to
achieve the integration of] somatic therapy and psychotherapy.” Nine years
later, however, Carl Binger found it necessary to comment in an editorial: “the
content of psychosomatic medicine should be greatly widened . . . beyond the
ulcer, hypertension, asthma round. We should try to get away from too exclusive
an emphasis on etiology and so-called psychogenesis.” Again, in 1958, Binger
was moved to comment in another editorial that “We are not primarily interested
in etiology. . . .” More recently, in commenting on the definitions of
psychosomatic medicine, Weiner has observed that “its aim has always been to
contribute to a comprehensive account of the etiology and pathogenesis of
disease.”


It becomes clear from these observations that psychosomatic medicine
has from the beginning been concerned primarily with the role of psychological
factors in the etiology and pathogenesis of disease. While initially the focus
was upon seven disorders that were considered to be “psychosomatic” (duodenal
ulcer, asthma, Graves’ disease, essential hypertension, ulcerative colitis,
neurodermatitis, and rheumatoid arthritis), the emphasis in recent years has
shifted to the role of psychosocial factors in all diseases and to the
underlying physiological mechanisms whereby these roles are mediated. Another
feature through the years has been a primary focus upon specific personality
traits that, it is felt, lead to neurotic conflicts that are in some way
responsible for pathophysiologic alterations which, in turn, lead to the
emergence of the disease in question. This focus upon intrapsychic conflicts
determined that therapeutic interventions should focus upon the spontaneous verbal
productions of the patient, with the goal of achieving insights that would
result in the resolution of the neurotic conflict and, hopefully, of the
disease process as well. Unfortunately, as Graham noted in his recent
Presidential Address before the American Psychosomatic Society, this hope has
not been widely fulfilled.


Following an earlier exploratory meeting at Yale University in
January 1977, a group of some thirty-five behavioral and biomedical scientists
was convened at the Institute of Medicine of the National Academy of Sciences
in April 1978 for the purpose of forming an Academy of Behavioral Medicine
Research. A direct outgrowth of that conference was the reformulation of an
earlier proposed “official” definition of behavioral medicine:


Behavioral medicine is the interdisciplinary
field concerned with the development and integration
of behavioral and biomedical
science and techniques relevant to health and illness and the application of
this knowledge and these techniques to prevention, diagnosis, treatment and
rehabilitation.


While only future events will disclose whether thirty years hence
the president of the Academy of Behavioral Medicine Research will note in his
or her presidential address the lack of any impact of behavioral medicine upon
the practice of medicine, there are certain conceptual differences that do
appear to exist between psychosomatic medicine and behavioral medicine.


In contrast to the primary focus in psychosomatic medicine upon
personality factors and intrapsychic conflicts and their role in the etiology
and pathogenesis of disease, behavioral medicine focuses primarily upon the
overt behavior of the patient and upon modifying behavior as a means of
preventing or treating the disease in question. Based upon the conditioning and
learning experiments of I. P. Pavlov and B. F. Skinner and their extension by
Joseph Wolpe and A. A. Lazarus into the clinical area, behavioral medicine at
present does not focus upon the patient’s verbal reports and free associations
but rather upon the direct observation and quantification of the patient’s
overt behavior in real-life situations, followed by the application of the
principles of learning theory and behavior modification, with the goal of
changing the behaviors or pathophysiology that appear important in the
initiation and maintenance of the disease process.


Even though psychosomatic medicine has focused primarily on
etiological concerns, there has also been a continuing interest in issues
related to treatment and intervention. Similarly, while the recent emergence of
behavioral medicine stems largely from an increased awareness of, and interest
in, the potential application of behavior modification techniques to prevention
and treatment of physical disorders, there has also been evident a strong
interest in the role of overt behaviors in the etiology and pathogenesis of
physical disease. Consequently, it becomes necessary to address that area of
behavioral medicine research that deals with the role of overt behavior in the
etiology and pathogenesis of physical disease—with the main focus being on the
relationship between the Type A behavior pattern and coronary heart disease.
Bearing this in mind, it seems appropriate to review, in somewhat broader
detail, the body of behavioral medicine research that deals with the use of
behavior modification techniques to (1) change lifestyles and behavioral
patterns that increase risk of developing physical disease and (2) modify
directly pathophysiological mechanisms to treat physical disease.


Review of Major Areas of Behavioral Medicine
Research


Etiology and Pathogenesis


The most successful study of the role of psychosocial factors in the
etiology of physical disease conducted within the psychosomatic medicine
tradition was done by Herbert Weiner and his colleagues, showing that among men
physiologically predisposed by virtue of high serum pepsinogen levels subjected
to the stress of army basic training, those who displayed a specific
personality profile (high needs to be taken care of by others, frequent
experience of frustration of these needs, and fear of expressing the resultant
anger) were far more likely to develop active peptic ulcer disease than those
not displaying the specific personality characteristics.


In contrast to this study of the role of personality in the etiology
and pathogenesis of peptic ulcer disease, the research relating the Type A
behavior pattern to coronary heart disease (CHD) has focused not upon the
personality of research subjects but rather upon their overt behavior. As Ray
Rosenman has noted: “Type A behavior pattern is ... a style of overt behavior by which such individuals
confront, interpret and respond to their life situations.” [Emphasis added.]


Rosenman also notes that the appearance of such behavior depends
upon the underlying personality of Type A individuals, the environmental
demands with which they are confronted, and their interpretation of such
demands. However, the assessment of the global Type A behavior pattern is based
not upon inferences regarding such underlying personality characteristics but
rather upon the “voice stylistics and psychomotor mannerisms” of the subject
during the structured interview developed by Rosenman and Friedman. Among the
overt behaviors used to characterize subjects as Type A are rapidity of speech,
explosive voice modulation, and expressions of anger or hostility.


Just as the validity of the hypothesis that the personality
characteristics originally described by Franz Alexander are involved in the
etiology of peptic ulcer disease was confirmed in a prospective study, the best
evidence for the role of Type A behavior pattern in the etiology of CHD is to
be found in a large-scale prospective study of over 3,000 middle-aged men by
the Western Collaborative Group Study (WCGS). The WCGS found that the
approximately 1,500 men (free of signs of CHD at intake) who were Type A
exhibited 2.37 times the rate of new CHD over an eight-and-one-half-year
follow-up period as compared to their non-Type A, or Type B, counterparts. This
increased CHD risk among Type A men remained highly significant even when the
traditional risk factors (serum cholesterol level, cigarette smoking, and blood
pressure) were statistically controlled. Subsequent research has extended these
findings to show that Type A patients have significantly more severe coronary
atherosclerosis on arteriography even with control for traditional CHD risk
factors.' Another line of research has shown that normal subjects exhibiting
Type A behavioral characteristics also show heightened physiological and
neuroendocrine responsivity when challenged behaviorally.


Those interested in learning more of the details of this body of
research relating Type A behavior pattern to coronary heart disease are
referred to a recent review volume edited by Theodore Dembroski and associates.
This body of research was recently reviewed by a diverse group of distinguished
biomedical and behavioral scientists who were convened by the National Heart,
Lung and Blood Institute (NHLBI), and who had not been directly involved in any
of the Type A-related research themselves. The utility of the focus in
behavioral medicine research upon overt behavior as it relates to etiology and
pathogenesis was highlighted by one of the conclusions of the Review Panel:


The Review Panel accepts the available body of scientific evidence
as demonstrating that Type A behavior ... is associated with an increased risk
of clinically apparent coronary heart disease in employed, middle-aged U. S.
citizens. This increased risk is over and above that imposed by age, systolic
blood pressure, serum cholesterol and smoking and appears to be of the same
order of magnitude as the relative risk associated with any of these other
factors.


The distinction between the conceptualization underlying the research
on Type A behavior pattern and the primary focus upon intrapsychic factors in
traditional psychosomatic medicine approaches to the study of etiology and
pathogenesis was highlighted at the Timberline Conference on Psychophysiologic
Aspects of Cardiovascular Disease in 1964. Ray Rosenman’s presentation of the
then available data pertaining to the relationship between Type A behavior and
coronary disease was strongly criticized as inadequate because it did not
attempt to define “important traits in a personality” that could be related to
disease processes. Although it was to be a full decade before the first
indications of the emergence of a distinct field of behavioral medicine,
Rosenman’s response to these criticisms was quite consistent with behavioral
medicine’s conceptual orientation as being primarily concerned with overt,
observable behavior:


We have not concerned ourselves with factors of motivation but only
with determining the presence or absence of the overt pattern A, and I suspect that [those objecting to absence of
concern with personality traits] are upset at this as well as our seeming
oversimplification of inexact factors that are difficult to assess and even
more difficult to quantitate. . . . [However] it is possible ... to study
different aspects of men that are tall and men that are short . . . without
determining why they are tall or short, [p. 502] [Emphasis added.]


Prevention and Treatment


The almost explosive recent growth of interest in behavioral
medicine stems from the hope that application of behavior modification
approaches can be helpful in modifying risk-factor behaviors and lifestyles,
which have been shown to increase the likelihood of developing diseases that
are major public health problems in the United States today. An additional
impetus for the recent emergence of behavioral medicine was the demonstration
in the mid-1960s by Neal Miller and his coworkers that the application of
instrumental conditioning techniques, or biofeedback, could be successful in
directly modifying physiological functions that previously had been thought to
be beyond voluntary control. While there continues to be much controversy
regarding the precise nature of the mechanisms whereby such control is achieved
by human subjects, Miller’s initial demonstration has spawned a new clinical
specialty whereby biofeedback and other behavior therapy techniques are
employed on an ever-increasing scale in the direct treatment of a wide range of
physical disorders that had previously proven to be quite resistant to
traditional treatment approaches in clinical medicine. Representative research
findings in these two areas of “applied” behavioral medicine will now be
reviewed.


Behavioral Medicine and Prevention of Disease


There is probably no better case to be made for the need for better
means of helping people to change risk-conferring behaviors than the fact that
more than 50 million Americans continue to smoke despite the massive public
education campaigns that fairly shout the well-known increased risk of both lung
cancer and coronary heart disease among cigarette smokers. Even more disturbing
is the observation that, although among adults the rate of smoking has
decreased, there has been less of a decline in smoking rates among teenagers
and even an increase among female teenagers. Moreover, the onset of smoking is
occurring at an earlier age and the number of cigarettes smoked is increasing
among those who do smoke. This suggests that the introduction of low-tar and
-nicotine brands has resulted in increased consumption among addicted smokers
to compensate for the loss of nicotine.


As it became clear that educational efforts alone, even when
incorporating techniques of fear arousal (for example, gory slides of
emphysematous lungs) were ineffective, behavioral scientists began to devote
more effort toward the study of smoking behavior. It is noteworthy that this
attention focused not on personality characteristics that predisposed people to
smoke but rather on the various consequences of smoking and the role of social
forces influencing the adoption of smoking behavior. Thus, these efforts fall
clearly within the definition of behavioral medicine. One observation has been
that while the long-term outcomes of smoking (lung cancer, heart attack) are
clearly bad, the short-term benefits can be quite positive (stress reduction,
good taste after a meal, facilitating communication and togetherness with
others, and so on). This leads to a greater “subjective expected utility” in
continuing the addiction rather than quitting and going through the
unpleasantness of breaking the habit. Numerous studies have also demonstrated
the importance of social influence in terms of the modeling of smoking behavior
by peers, parents, siblings, and significant others perceived by children as
role models (for example, teachers and celebrities).


In evaluating various early attempts of the application of behavior
modification approaches (for example, electrical aversion, counterconditioning,
loss of a cash deposit) to the problem of smoking cessation, R. M. McFall and
C. L. Hammen found that while any program could achieve abstinence in all
subjects at the end of the treatment program, after six to twelve months only
an average of 13 percent of participants were not smoking. More recently, the “rapid
smoking” technique developed by E. Lichtenstein—having the subject smoke at a
rate of one inhalation every six seconds in a darkened unpleasant room—has been
reported to have much higher abstinence rates on long-term follow-up than the
disappointing 13 percent found in earlier efforts. Although the rapid smoking
technique has obvious limitations insofar as application to the most important
target populations for smoking cessation is concerned (those with lung and
heart disease), it continues to be one of the most seriously considered
behavioral approaches for those already addicted to smoking.


In his extensive review of behavioral medicine research related to
cigarette smoking, Richard Evans notes a number of problems in the extensive
efforts that have been made to demonstrate the efficacy of behavior
modification approaches to smoking cessation in the addicted smoker. First, the
early high-success rates reported for the rapid smoking technique as well as
for other innovative behavior modification approaches (including operant
paradigms involving self-monitoring of smoking behavior, stimulus control, and
systems of self-reward and punishments) have not been confirmed in subsequent
studies, particularly those where longer follow-ups have been included. Thus,
the “true” rate of long-term abstinence with the best of these programs appears
to be in the range of 25 to 30 percent, clearly better than the early results,
but not as promising as was hoped initially. Other problems with the controlled
outcome studies relate to the fact that all subjects in them are volunteers
and, hence, not representative of those in the addicted smoking population who
do not volunteer. Furthermore, the practice of including in the success rates
only those subjects who complete the program inflates the success rates by
ignoring the dropouts. Based upon his review of the results of the smoking
cessation literature, Evans concludes that, “For the health professional who is
asked to recommend or even judge a program there is very little basis for
favoring one program over another. In fact, it would be difficult with any
degree of confidence to recommend any program at all.”


These disappointing results have led to a general conclusion that
since the resources available for the solution of the cigarette smoking problem
are limited, greater efforts could be more profitably directed toward
“influencing pre-addictive smokers to curtail the incidence of smoking before
they become addicted or nicotine-dependent, or to focus on preventing individuals
from beginning to smoke in the first place.” Research in this area clearly
demonstrates the inadequacy of depending only on educational efforts and fear
arousal; teenagers and pre-teens must be taught social skills that will enable
them to cope with the many pressures to smoke to which they are subjected by
the media, peers, family, and role models. Whether this approach, based on
principles of applied social psychology, will achieve the goal of reducing over
the next decades the proportion of preteens and teenagers who smoke is
something that only time will tell. Preliminary studies suggest that such a
“social inoculation” approach can be utilized effectively to deter the onset of
addictive smoking in junior high school students.


While not intended to be exhaustive, this review of behavioral
medicine research related to smoking cessation does permit us to make several
generalizations concerning the core characteristics of the behavioral medicine
approach to a typical public health problem. The first key ingredient is a behavioral assessment that attempts to
identify the environmental influences that play a role in the initiation,
promotion, and maintenance of the behavior in question. Second is the application of behavioral science knowledge
and techniques (in this case, derived from behavior therapy and social
psychology) in attempts to prevent or reduce the behavior in question. Finally,
and equally important, is a data-based evaluation
of the outcome of the intervention employed, on both a short- and long-term
basis. When this evaluation suggests that one approach (for example, behavior
modification) is not having the desired effect, then further evaluation of the
reasons for such failure is carried out in an attempt to identify other
approaches that may offer a greater chance of success (for example, inoculation
strategies to cope with peer pressures). In each case it is overt, manifest
behavior that is the focus of the assessment, the intervention, and the
evaluation of that intervention—thus placing this type of endeavor squarely
within the mainstream of behavioral medicine.


Similar reviews could be presented here concerning the behavioral
medicine approach to a variety of other risk-inducing lifestyles and behaviors,
but this would not add to the general conclusions or illustrative impact of
what has already been presented. The interested reader is referred to several
excellent recent reviews of the behavioral medicine approach to problems of
eating behavior, compliance with therapeutic regimens, and coronary-prone (Type
A) behavior.


Behavioral Medicine and Treatment of Disease


The initial demonstrations provided by basic psychophysiological
research that so-called autonomic functions could be brought under voluntary
control through the use of biofeedback techniques has led to the widespread use
of biofeedback and other behavioral techniques in the direct treatment of a
wide variety of medical disorders. As with the behavioral medicine approaches
to lifestyle modification, an exhaustive review of the literature in this area
of behavioral treatment approaches would far exceed the scope of this chapter.
Several recent comprehensive reviews have appeared describing the research in
this area. For purposes of illustration, the present review will focus on behavioral
medicine approaches to (1) neuromuscular reeducation, (2) treatment of muscle
contraction headaches, (3) treatment of Raynaud’s disease, and (4) treatment of
idiopathic insomnia.


Before proceeding with this review, some general introduction is
necessary to place the behavioral medicine approach to treatment in proper
perspective. As previously noted, the main stimulus for attempting the direct
treatment of various disorders was the exciting early work showing the
effectiveness of biofeedback techniques in achieving changes in physiologic
functions previously thought to be beyond the control of instrumental learning
techniques. Much paper and ink (not to mention laboratory time) has been
expended in the past decade describing studies comparing biofeedback with
other, non-instrumented techniques in the treatment of various disorders.
Almost without exception these studies have found that various relaxation
approaches, including autogenic training, progressive muscle relaxation, and
various forms of meditation, are as effective in reducing symptoms as
biofeedback. This suggests that general relaxation, rather than some specific
therapeutic mechanism, is a key ingredient in the therapeutic efficacy of these
various techniques. It should be noted that in virtually all these studies of
clinical efficacy, the behavioral treatments employed, whether biofeedback or
some form of relaxation exercise, have been found more effective in reducing
symptoms than has a waiting-list control group or a group given some form of
attention placebo control treatment. For purposes of this review of clinical
applications of behavioral treatment of physical disorders, the issue of
whether biofeedback or some form of relaxation training is better is not
particularly relevant. The data reviewed to date indicate that where
controlled-outcome studies have been conducted, both biofeedback and relaxation
approaches are about equally effective and better than no treatment at all.
These studies also suggest strongly that whatever means are employed to reduce
muscle tension or autonomic activity, regular home practice is essential for
the realization of maximum symptomatic improvement. Finally, there is some
indication that where neurotic conflicts are present, they can interfere with
attempts to modify physiological responses that are responsible for maintaining
symptoms. There are, in fact, arguments for dealing with such underlying
conflicts through the use of more dynamic interpretations in order to achieve
symptom relief with the behavioral approaches. With these qualifications in
mind, we may now turn to the more detailed review of the disorders where strong
evidence exists for the efficacy of behavioral treatment approaches.


Neuromuscular Reeducation


In contrast to the other disorder types to be reviewed here, the
area of neuromuscular reeducation appears to represent an example of
electromyograph (EMG) biofeedback as a specific
treatment. Following the early case reports of Marinacci and Horande, a number
of systematic studies have convincingly documented the therapeutic efficacy of
EMG biofeedback training in the rehabilitation of patients with a wide variety
of disorders of neuromuscular function, including upper extremity paralysis,
lower extremity paralysis,- and spasmodic torticollis. This has led Blanchard
to conclude that: “Overall, it seems well established that EMG biofeedback can
be a very useful adjunct to standard rehabilitation therapy with many
neuromuscular disorders.


Muscle Contraction Headache


There are now in the literature numerous reports of controlled
outcome studies showing that EMG biofeedback, some form of relaxation training,
or a combination of the two are effective in reducing the frequency and
severity of muscle contraction headaches. This represents one of the most
gratifying treatment areas for the behavioral medicine clinician, since even
patients with a long history of debilitating headaches requiring daily narcotic
treatment can be brought to a relatively headache-free state within two to
three weeks of treatment using any of the techniques typically employed to
achieve reduced muscle tension. Two studies' have reported long-term follow-up
data on patients with muscle contraction headaches or with mixed migraine and
muscle contraction headaches. Both studies suggest that even after periods
ranging in length from six months to five years, anywhere from 34 to 60 percent
of patients treated behaviorally still show significant clinical improvement.


Raynaud’s Disease


Compared to the other disorders covered in this brief overview,
Raynaud’s disease probably accounts for much less overall suffering and
financial cost on the part of those who have it. Nevertheless it represents an
excellent model for evaluating behavioral treatment approaches in that (1)
patients do experience discomfort and, hence, should be motivated to comply to
behavioral regimens; (2) the attacks are circumscribed with respect to stimulus
situations (cold weather) that elicit them and determine their frequency and
severity; and (3) a logical mechanism can be postulated (try to decrease
sympathetic nervous activity) whereby behavioral approaches can be employed to
decrease the activity of the disease process.


Based upon this reasoning, Richard Surwit and colleagues have
conducted a well-designed controlled outcome study evaluating the response of
disease activity (frequency and severity of vasospastic episodes) to a
combination of autogenic training and finger-temperature biofeedback with
frequent home practice of hand-warming strategies among patients with Raynaud’s
disease during a severe northern winter season. The design of this study
included several important features. First, the physiologic mechanisms
underlying the disease and its response to the treatment were evaluated by
exposing subjects to a controlled cold stress and determining the amount of
decrease in finger temperature produced by this maneuver before and after
treatment. Second, both an active treatment group and a wait-list control group
were evaluated in terms of both disease activity and vasomotor response to the
standard cold-room stress exposure. Compared to pretreatment levels, the active
treatment group showed a significant decrease in frequency of attacks and a
nearly significant decrease in severity of attacks following treatment.
Documenting a physiologic mechanism for this symptomatic improvement, Surwit
found that the active treatment group were able to maintain as high as 4°C
warmer finger temperature during the posttreatment cold stress compared to the
pretest levels. In contrast, repeat testing of the wait-list controls showed no
difference in their finger-temperature response. After a course of active hand-warming
training, however, the wait-list controls were able to maintain a significantly
warmer finger temperature on cold exposure following training, comparable to
that of the first active treatment group. Thus, the symptomatic improvement in
Raynaud’s disease activity was paralleled by observable improvement in the
subjects’ ability to maintain a warmer hand temperature on cold exposure. By
showing a demonstrable modification in pathophysiologic responsivity in
association with behavioral training, Surwit’s group has taken an important
step forward in providing evidence for the scientific basis of the behavioral
treatment approach in the clinical improvement of disease activity. In further
studies employing this paradigm, Surwit has found preliminary evidence of
neuroendocrine correlates of reduction in disease activity with behavioral
treatment, as well as having evaluated the joint effect on disease activity of
both the behavioral treatment and a pharmacologic intervention (intra-arterial
reserpine).2
The application of this approach to the evaluation of behavioral treatment for
other disorders should help considerably to establish the scientific basis and
credibility of behavioral medicine approaches to treatment of physical
disorders.


Insomnia


Sleep-onset insomnia is a very common complaint in general medical
practice and probably accounts for a substantial proportion of the very high
level of prescriptions for minor tranquilizers and soporifics, not to mention
the record sales of over-the-counter sleep aids. Paradoxically, the chronic use
of sleep medications is probably the most common cause of chronic sleep-onset
insomnia. Thus, the use of medications whose action is sleep induction probably
has no place in the long-term management of the patient who experiences
difficulty in falling asleep. (It is important to note that the following
discussion is confined only to idiopathic sleep-onset insomnia.) Where there is
some underlying biologic cause of the sleep disturbance, such as depression,
sleep apnea, or rhythmic leg twitches, the appropriate intervention must first
address the underlying biologic problem. Where recent life events are
responsible for distress, which interferes with falling asleep, counseling
efforts should also be addressed to helping improve the patient’s coping
ability, as well as to the use of appropriate behavioral approaches.


When careful initial evaluation establishes the diagnosis of
idiopathic sleep-onset insomnia (complaints of difficulty falling asleep, six
or less hours of sleep per night, and daytime drowsiness in the absence of any
of the previously mentioned biologic causes), the two behavioral approaches of
relaxation training and stimulus-control procedures have both been shown to be
remarkably effective treatment.


Thomas Borkovec favors the use of a modified version of Edmund
Jacobsen’s progressive muscle relaxation training as a means to provide the
patient with skills at achieving a quiet state of low arousal, which is felt to
be conducive to sleep onset. Borkovec reports that in six studies of over 250
sleep-disturbed subjects, who followed continued home practice and honing of
relaxation skills, progressive relaxation training was found to be
significantly superior to both no-treatment and several placebo control
conditions in reducing sleep-onset time. Follow-up evaluation of these subjects
at four months and one year showed an average reduction in sleep onset time
from forty-one minutes down to only nineteen minutes— bringing the treated
group within the latency reports for the majority of the normal population.


Based upon learning theory considerations, Richard Bootzin made the
assumption that persons with sleep-onset insomnia may well have learned to
associate bed-related stimuli with sleep-incompatible responses, such as
reading, watching television, worrying about the day’s events, or planning the
next day’s activities—thus leading to the circumstance that exposure to
bed-related cues increases the probability of sleep-incompatible behaviors,
with a corresponding reduction in the probability of sleep. With this in mind,
Bootzin has proposed the following “behavioral prescription” for the treatment
of sleep-onset insomnia:


1.
Lie down
only when you feel sleepy.


2.
Set your
alarm clock for the same time and get up at that time every morning regardless
of how much sleep you obtained the night before.


3.
Avoid
daytime naps.


4.
Use the
bed and bedroom only for sleeping. Do not engage in other activities (e.g.,
eating, studying, reading, watching TV) in your bed or bedroom.


5.
If you do
not fall asleep within ten minutes, leave the bedroom immediately, and return
to bed only when you feel sleepy again.


6.
Repeat
step #5 as often as necessary during the night until rapid (i.e., within ten
minutes) sleep onset occurs.


It is felt that with sufficient practice of these behaviors the
association between bed cues and sleep grows stronger, while a corresponding decrease
in the strength of the relation between bed cues and sleep-incompatible
behaviors makes the probability of sleep that much greater. Bootzin reported
that the use of this approach resulted in an average decrease of seventy-four
minutes in sleep-onset time among insomniacs requiring over ninety minutes to
fall asleep prior to treatment; 61 percent of the patients averaged less than
twenty minutes to sleep onset after treatment.


In view of the high prevalence of sleep-onset insomnia as indexed by
the very high rates of use of pharmacologic agents to induce sleep, it is
somewhat surprising that these highly effective behavioral treatment approaches
are not employed more widely. Bootzin’s stimulus-control procedure is
particularly well-suited for use in a primary care setting, where the
practitioner can simply write out the behavioral prescription (or have it on a
printed form) and hand it to the patient with a brief explanation, just as if
it were a prescription for a tranquilizer or sleeping pill.


As with the review of behavioral medicine approaches to modification
of risk-factor behaviors, this review of behavioral medicine approaches to
treatment of physical disorders is not intended to be exhaustive. It is meant
to illustrate general principles underlying behavioral approaches to medical
treatment, as well as those disorders for which particularly good evidence is
available regarding the efficacy of behavioral treatment methods. For a more
comprehensive review of this area of treatment of physical disorders, the
interested reader is encouraged to refer to any of several recent review
volumes.'


Behavioral Medicine: Future Directions


Behavioral medicine has a great potential to contribute
significantly to the understanding of the role of psychosocial factors and
behavior in the etiology and pathogenesis of disease and to the prevention,
treatment, and rehabilitation of a wide variety of physical disorders. As was
noted, however, with regard to behavior modification approaches to
cigarette-smoking cessation, the realization of this potential is not
automatically assured. To promise too much, to lead the medical community to
expect miracles that we cannot deliver, would be to sow the seeds of a future
disillusionment that could lead to an unfortunate delay in achieving the
realistic potential contributions of behavioral medicine. As with the
behavioral medicine approaches to smoking cessation, it is essential that we
continue to evaluate our efforts in a scientifically rigorous fashion, and we
must be ready to acknowledge our failures and to modify our approaches based on
the results of such evaluations. If the full potential contributions of
behavioral medicine are to be realized, it is of prime importance that we
follow Neal Miller’s injunction to “be cautious in what we claim and bold in
what we try.”


Another issue to be regarded as critical for the future development
of behavioral medicine is the avoidance of false dichotomies. It is often
tempting for those who focus primarily on overt behaviors to view with at least
a certain amount of contempt efforts to explain pathogenesis of disease in
terms of such intrapsychic constructs as personality or neurotic conflicts,
which can only be inferred rather than observed and quantified directly. By the
same token, as was noted earlier with regard to early criticisms of the Type A
behavior pattern concept, it is often hard for those who focus primarily on
psychodynamically oriented issues to escape the impression that more
behaviorally oriented efforts to explain pathogenesis are only scratching the
surface and not getting at the real, “underlying” personality issues. Might it
not be wiser, however, that workers with both orientations consider the notion
that the two emphases are not in conflict with one another but rather are
really complementary? Surely the needs, motivations, and other intrinsic
predispositions of the individual play some role in determining the overt
behavior that will be displayed in any given environmental situation.
Conversely, those same intrapsychic factors will exert their influence upon
disease processes through the overt behavior (not just conceptualized as
psychomotor, but also as physiologic and neuroendocrine) of the individual in
certain environmental situations. For example, it was found that the overt Type
A behavior pattern was associated with increased levels of coronary
atherosclerosis on arteriography. However, it was also found that a
psychometrically measured personality construct, hostility, is equally and
independently predictive of coronary atherosclerosis. This suggests that a
realization of the complementary relationship between intrapsychic and overt
behavioral phenomena, and a willingness to incorporate both orientations in our
attempts to understand the role of psychosocial factors in the etiology and
pathogenesis of disease, will offer the greatest chances of success. To
document further the need for and desirability of integration of
psychodynamically and behaviorally oriented approaches, it is necessary to
consider in some detail the relevance of behavioral medicine for
consultation-liaison psychiatry.


Complementarity Between Behavioral Medicine and
Consultation-Liaison Psychiatry


Consultation-liaison psychiatry has emerged over the years as that
branch of psychosomatic medicine that is primarily concerned with issues of
treatment within the clinical medicine setting. A. J. Krakowski defines
consultation-liaison psychiatry as “the services which psychiatrists render
outside of the psychiatric departments in the general hospitals.” He goes on to
note that these services are rendered to help nonpsychiatric physicians care
for patients with primary psychiatric disorders or whose psychiatric problems
“interfere with, complicate or stem from somatic illness.” Z. J. Lipowski has reviewed
the kinds of psychiatric problems that are commonly seen in the setting of
physical illness. In addition to this consultative role, the
consultation-liaison psychiatrist also has a liaison function: to educate
consulting physicians and other members of the health care team about referred
patients so that they can better manage such problems themselves in the future.
In fulfilling these roles, the consultation-liaison psychiatrist is generally
seen as one who evaluates and treats psychiatric/psychosocial disorders and
problems encountered in a medical (as compared to a psychiatric) setting.
Traditional psychiatric approaches are employed, including psychotherapy,
psychopharmacologic agents, and working with family and other key people in the
patient’s environment.


In contrast to consultation-liaison psychiatry’s primary focus on
the evaluation and treatment of psychopathology occurring in the setting of
physical illness, biofeedback and other behavioral medicine treatment
techniques have generally been directed primarily toward the relief or
amelioration of the physical symptoms associated with physical illness per se.
David Shapiro and Richard Surwit have pointed out that these behavioral
medicine approaches differ from the consultation-liaison psychiatric approach
in two ways. First, they focus mainly on the “specific physiological problem
presented by the patient” rather than on a hypothesized psychodynamic conflict
that may underlie it. Second, treatment is directed toward achieving a specific
change in disturbed physiology through instrumental learning rather than by any
approach to the underlying psychodynamic conflicts.


The obvious conclusion from these descriptions of
consultation-liaison psychiatry and behavioral medicine approaches to patients
with physical illness is not that they are in conflict with each other, or that
to agree, with the tenets of one is to reject the principles of the other, but
rather that the two approaches are, more than anything else, different. One
aims at evaluating and reducing psychological distress, with the outcome often
a reduction in physical distress (that is, pain); the other aims at evaluating
and reducing physical distress, with the outcome often a reduction in
psychological distress (that is, anxiety and depression). The word that best
describes the relation between the consultation-liaison psychiatry and
behavioral medicine approaches is “complementarity.” Webster’s defines
“complementarity” as the quality of being complementary and goes on to define
complementary as “serving to fill out or complete . . . mutually supplying each
other’s lack.” Thus, not only are the approaches of behavioral medicine and
consultation-liaison psychiatry different, but each has the capacity to supply
something that is lacking in the other.


Even though many patients with physical symptoms related to physical
illness or psychophysiologic disorder will be helped by an approach that
focuses exclusively on instrumentally modifying the physiologic basis of
symptoms, there is a significant proportion of patients in whom underlying
neurotic conflicts are such that they will be either unable or unwilling to
participate in their treatment to the extent that they fail to achieve control
over their physiologic function and/or symptoms. William Rickies has spoken
cogently of the problem of resistance to biofeedback apparatus. Also, there are
other detailed descriptions of the various ways in which underlying psychologic
conflicts can prevent patients from responding to biofeedback therapy of somatic
disorder, as well as of the “psychological complications” that can surface when
somatic symptoms are reduced or removed in patients with severe underlying
psychodynamic conflicts. Besides the advantages of addressing issues related to
those psychodynamic conflicts that may prevent or complicate patients’
benefiting from biofeedback therapy, it is felt that many patients with organic
pain syndromes, such as low back pain, will achieve better pain control if
treated with combination phenothiazine/tricyclic antidepressant therapy and EMG
biofeedback-assisted-relaxation training than they will with biofeedback
training alone. Again, such psychopharmacologic approaches are more often found
within the province of the consultation-liaison psychiatrist than of the
typical behavioral medicine practitioner. Indeed, since many working in
behavioral medicine are Ph.D. psychologists, if patients are to receive the
potential benefits of the above psychopharmacologic approach it is essential to
have the input of the consultation-liaison psychiatrist, or some other
doctor-clinician.


If these are some of the ways in which the consultation-liaison
psychiatrist’s approach can complement that of the behavioral medicine
practitioner, how can the latter’s approach help the consultation-liaison
psychiatrist? One way is by making easier the insight-oriented
psychotherapist’s task of overcoming resistances in patients with somatic
disorders. As is well-known, such patients can be quite resistant to the notion
that they have any psychological problems, and they may react to the presence
of a psychiatrist with anger at the implicit threat that a (medical) doctor
thinks the patient is a mental case and that the pain is all in the patient’s
head. Such patients will often accept (if it is presented properly) the
proposition that their symptom is due to real “physical” causes. For example,
patients suffering from tension headache can be told that their head and neck
muscles are too tight and that in order to obtain relief they will have to learn
how to reduce that excess muscle contraction with the aid of a “scientific”
apparatus, the biofeedback machine. If the underlying psychological problem is
sufficiently severe, it may be that the patient will have difficulty learning
to reduce EMG levels, and in that context will become more receptive to
interpretations of underlying emotional conflicts. In fact, the patient will
often spontaneously report that whenever he thinks about a certain area (for
example, what his mother said to him last week) he notices that the EMG
feedback signal shows an increase. Thus, biofeedback approaches can often serve
to prepare patients with psychological problems to enter psychotherapy who
otherwise might have continued to focus only on some physical symptom and resist
entering psychotherapy until the physical symptom was gone.


Another area where behavioral medicine approaches can be of help to
consultation-liaison psychiatry is in narrowing the gap that Donald Lipsett has
noted still exists between psychiatry and the rest of medicine, despite the
advances made by consultation-liaison psychiatry in recent years. First of all,
by directly treating the physical disorder itself, behavioral medicine
approaches not only complement the help provided by the consultation-liaison
psychiatrist for psychiatric problems occurring in association with physical
disorders but at the same time cannot help but impress the nonpsychiatric
physician with the scientific legitimacy of a treatment modality that
successfully alleviates physical symptoms which may have been resistant to his
best efforts within a strictly biomedical model. By incorporating behavioral
medicine approaches, consultation-liaison psychiatry can thus enhance its
position vis-a-vis the rest of medicine in terms of being able to intervene
directly to affect physical symptoms. As a result, it seems not unreasonable to
assume that the nonpsychiatric physician will also exhibit an increased
acceptance of the more traditional focus of the consultation-liaison
psychiatrist upon psychopathology. Thus, consultation-liaison psychiatry, by
adding behavioral medicine approaches to its usual treatment approaches, might
find that not only is it able to successfully deal with a wider variety of
problems “outside of the psychiatric departments of the general hospitals,” but
also that the personnel in those settings are more receptive to, and
appreciative of, those things the consultation-liaison psychiatrist has been
doing well all along.


To illustrate how some of these mutual benefits might be achieved by
behavioral medicine clinicians and consultation-liaison psychiatrists working
in hospital settings, it will be helpful to briefly describe how a biofeedback
treatment facility was set up at Duke University, paying attention to its evolution
and to the experimenters’ plans for future integration between Duke Behavioral
Physiology Laboratory and the Consultation-Liaison Service. It was found that
many of the patients referred for biofeedback treatment had underlying
psychodynamic conflicts, which either prevented their being able to benefit
from biofeedback therapy or complicated their treatment despite a positive
response of physical symptoms. Naturally, an attempt was made to identify and
deal with these psychodynamic issues. However, since the primary orientation
was toward the use of behavioral techniques and not toward long-term
psychotherapy, both clinicians and patients found it helpful if treatment
concentrated on patients in whom psychodynamic conflicts were readily evident
(or who were not learning to control physiological function using biofeedback).
Such evaluation was done by psychiatrist colleagues. This often led to a joint
effort—with the Behavioral Physiology Laboratory focusing on reduction of
physical symptoms and the consultation-liaison psychiatrist focusing on
psychodynamic issues; this effort benefited the patient. This joint approach
was so successful—in terms of both patient benefit and the clinicians’ own
sense of doing a better job —that the chief of the consultation-liaison service
now attends Behavioral Physiology Laboratory’s weekly clinical case conference.
Not only do the behavioral therapists appreciate and benefit from his viewpoint
in understanding patient problems, but he also gains an appreciation of behavioral
approaches that he can then use to enhance his liaison activities.


There are plans to incorporate this joint approach with training
activities as well as with the clinical service aspect of the programs.
Psychology interns rotate through the Behavioral Physiology Laboratory and
receive supervision in using biofeedback and other behavioral techniques in the
evaluation and treatment of patients with physical disorders. Psychiatry
residents rotate through the Consultation-Liaison Service and receive supervision
in the evaluation and treatment of psychiatric problems arising in the
nonpsychiatric wards of Duke University Medical Center. Additionally, there are
plans to form teams, consisting of a psychology intern and a psychiatric
resident, that will jointly evaluate and formulate a treatment plan for
patients referred for biofeedback therapy of somatic symptoms. Through joint
supervision of this clinical activity and through this joint participation in
the Behavioral Physiology Laboratory clinical case conference, it is hoped that
this training program will achieve a model for the integration of the
behaviorally and psychodynamically oriented approaches to patients referred for
treatment of physical symptoms.


It is possible that both behavioral and psychodynamic “purists” may
take issue with what has been said herein, asserting that to the extent that
each other’s viewpoint has been incorporated, this review has been a waste of
the author’s and the patient’s time. Of course, one must realize that most
clinicians, whether behaviorally or psycho-dynamically oriented, do not take
such extreme views. But to those who might—and to emphasize the point of what
has been said— it bears repeating that an integrative approach, incorporating
what is useful in both approaches, will not only serve to help us all care
better for our patients, but it will also serve to achieve the goals of both
behavioral medicine and consultation-liaison psychiatry more rapidly and to a
greater extent than will ever be possible in the absence of such an integrative
team approach.
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CHAPTER 18 

WITHDRAWAL EFFECTS FROM PSYCHOTROPIC DRUGS  


 George Gardos, Jonathan O. Cole, and Daniel
Tarsy  


The term “withdrawal effects” tends to conjure up images of drug
dependent persons in the throes of severe, invariably unpleasant, and at times
dangerous abstinence reactions to opiates or barbiturates. There is much less
attention paid to the not so dramatic, but nonetheless quite common, phenomenon
of withdrawal symptoms occurring when prescribed psychotropic drugs are
abruptly discontinued. Awareness of this problem could prevent a great deal of
unnecessary pharmacotherapy. For instance, a patient on maintenance drug
therapy may repeatedly attempt to discontinue the drug abruptly and then
conclude from the resulting withdrawal symptoms that indefinite drug therapy is
needed. Physicians do not always terminate drug therapy in a manner that
minimizes the likelihood of withdrawal effects. 


Classes of drugs will be discussed separately in the following
sections. Special mention will be given to situations in which simultaneous
discontinuation of two or more drugs may pose unusual problems. This chapter
covers only psychotherapeutic drugs and avoids dealing with the vast literature
on the phenomena of abstinence from drugs of abuse. 


 Antipsychotic Drug Withdrawal  


Very little attention has been paid to the manner in which
antipsychotic drugs are discontinued in clinical practice. As often as not,
drugs are stopped abruptly with no expectation of adverse consequences other
than the possibility of psychotic relapse. In fact, however, a number of
autonomic, behavioral, and neurological symptoms may occur in the post-withdrawal
days and weeks. The importance of recognizing withdrawal symptoms and
distinguishing them from psychotic relapse cannot be overemphasized.   


Somatic Withdrawal Symptoms 


The literature on antipsychotic drug discontinuation shows striking
variations in the incidence and severity of withdrawal phenomena. Several
studies reported no withdrawal symptoms, although it is entirely possible that
since these studies focused on other issues, withdrawal phenomena may have been
missed. When abrupt antipsychotic drug withdrawal is carried out in a carefully
controlled design, statistically significant increases in withdrawal symptoms
can be observed. A placebo effect is unlikely to play a role in the withdrawal
syndrome: Battegay found no lessening in the prevalence of symptoms between
patients switched to placebo and patients withdrawn from antipsychotics without
placebo substitution. 


Common withdrawal symptoms, as reported in relevant publications,
include: nausea, vomiting, sweating, insomnia, restlessness, dizziness, and
headache. Occasionally tachycardia, faintness, “flu-like” symptoms such as
feeling achy or hot and cold, rhinorrhea, abdominal pain, diarrhea, malar
flushing, numbness, or nightmares have been reported. The clinical picture for
the individual patient is unpredictable: any one or several symptoms may be
reported with varying severity. 


Typically, symptoms appear on the first, second, or third day after
drug discontinuation, but may occasionally be delayed as much as one to two
weeks. Symptoms usually peak during the first week, followed by a gradual
attenuation and spontaneous recovery. 


Age appears to be an etiological factor: older patients show high
prevalence of symptoms. Female patients have been found to show significantly
higher rates of withdrawal symptoms than male patients. Abrupt drug withdrawal
is more likely to produce withdrawal symptoms than gradual withdrawal. Dosage
of the antipsychotic drug before withdrawal, however, does not appear to be
related to symptom prevalence. The anti-muscarinic anticholinergic effect of
the withdrawn antipsychotic often determines whether or not withdrawal symptoms
will occur. Luchins and associates reviewed the literature and found a highly
significant association between anti-muscarinic potency and the number of
patients showing withdrawal symptoms. Thus, of the standard antipsychotics in
the United States, Thioridazine and chlorpromazine account for most of the
reported somatic withdrawal symptoms.’' On the other hand, antipsychotic drugs
with low muscarinic potency, such as piperazine, phenothiazines, and
haloperidol, are less likely to induce somatic withdrawal symptoms and in fact
few such cases have been published. Anti-parkinsonism drugs, by virtue of their
strong anti-muscarinic effects, frequently induce withdrawal symptoms.
Simultaneous withdrawal of antipsychotic-anti-Parkinson drug combinations often
result in somatic symptoms that are partly, if not wholly, a result of anti-Parkinson
drug withdrawal. 


The neuropharmacological changes underlying somatic withdrawal
manifestations appear to represent mainly a cholinergic hypersensitivity
reaction. It is thought to be a rebound phenomenon resulting from prolonged
treatment with drugs with strong anticholinergic properties. This hypothesis is
supported by studies that showed that physostigmine, a powerful cholinergic
agent, can induce most of the commonly noted somatic withdrawal symptoms which,
in turn, can be abolished by anticholinergics. However, when antipsychotics
with minimal anti-muscarinic potency are withdrawn, a cholinergic rebound
probably does not occur. In fact, as Luchins and associates have recently
demonstrated with chronic haloperidol treated mice, the converse may be true in
that haloperidol withdrawal may induce a state of cholinergic sub-sensitivity. 


The principal features of somatic withdrawal symptoms are summarized
in Table 18-1. Of particular importance to the practitioner is the self-limited
nature of these symptoms and their strong association with anticholinergic
drugs such as Thioridazine or chlorpromazine. Clinical management in mild cases
simply requires reassurance of the patient. In more severe cases,
anticholinergic compounds such as Benztropin or diphenhydramine may provide
specific remedies. Since the symptoms usually last only a few days and may
induce secondary anxiety, diazepam or other benzodiazepines may have
nonspecific utility in supporting the patient while the symptoms fade. If the
somatic withdrawal effects are severe or are combined with neurological
withdrawal symptoms, retreatment with the previously withdrawn antipsychotic is
called for. More gradual dose tapering may then be attempted at a later date. 


 Extrapyramidal Complications of Antipsychotic
Drug Withdrawal  


The clinical literature provides ample evidence for the principle
that every extrapyramidal symptom that can be produced by drug administration
may also be seen upon drug withdrawal. 


Parkinsonism 


There is almost universal agreement among experts that drug-induced
parkinsonism tends to improve following antipsychotic drug withdrawal. However,
the extent and the time course of improvement remains unresolved. Depending
upon the duration of post-withdrawal observation, parkinsonian signs have been
found to disappear in a few weeks, improve substantially within three to six
months,- or remain unchanged sixteen weeks after antipsychotic withdrawal. 


Case reports in which severe acute extrapyramidal symptoms occurred
following withdrawal usually involve simultaneous withdrawal of antipsychotic
and anti-Parkinson drugs. The more rapidly excreted anti-Parkinson drug leaves
the antipsychotic drug free to exert its neuroleptic effect unopposed.
Occasionally, the extrapyramidal reaction is markedly delayed. In a
sixty-four-year-old woman, a dystonic reaction occurred twenty-one days after
drug withdrawal, while in a nineteen-year-old man, withdrawal akinesia lasted
nineteen days following low dose phenothiazine therapy of relatively brief
duration. Alpert and associates described a case of paradoxical worsening of
extrapyramidal signs produced by anti-Parkinson drugs following discontinuation
of chlorpromazine, Trifluoperazine, and trihexyphenidyl. These case reports
suggest that the clinical course of withdrawal tremor, rigidity, akinesia, and
dystonia may not be a simple function of antipsychotic drug effects and that a
special vulnerability exists in certain individuals to extrapyramidal effects
in the post-withdrawal weeks. 


Table 18-1 Somatic Symptoms of Antipsychotic Withdrawal 



 
  	Common symptoms: 
  	nausea, vomiting, sweating, insomnia, restlessness 
 

 
  	Onset: 
  	typically one to three days after drug withdrawal 
 

 
  	Duration: 
  	one to three weeks 
 

 
  	Type of AP: 
  	Thioridazine or chlorpromazine, rare with drugs of low anti-muscarinic
  potency 
 

 
  	Pharmacological substrate: 
  	cholinergic rebound 
 

 
  	Treatment: 
  	reassurance, tranquilizers,
  anticholinergics, rarely with resumption of anti-psychotic 
 





Dyskinesias 


Choreoathetotic dyskinetic movements tend to increase in intensity
or may appear for the first time following antipsychotic drug withdrawal. Withdrawal dyskinesia is a self-limiting
syndrome initially indistinguishable from tardive dyskinesia. Cases of
withdrawal dyskinesia have been reported following withdrawal of
chlorpromazine, fluphenazine, mesoridazine, and haloperidol. In these reports,
dyskinesias were noted within days of drug withdrawal and lasted from one to
twenty-two weeks, but in all cases, complete resolution of the syndrome was observed. 


While not all antipsychotic compounds have been shown to produce
withdrawal dyskinesias, it is likely that all dopamine-blocking antipsychotics
may do so. Degkwitz and associates noted a sex difference: withdrawal
dyskinesias tended to develop later and lasted longer in female than in male
patients, in contrast to post-withdrawal parkinsonism which tended to resolve
faster in female patients. 


Dyskinesias that become obvious only as a consequence of drug
withdrawal and persist for many weeks can be regarded as a type of tardive
dyskinesia. The term “covert dyskinesia” is sometimes applied to this syndrome
to emphasize that dopamine-blocking antipsychotics often mask an underlying
dyskinesia which may be uncovered by drug withdrawal. The prevalence of covert
dyskinesia varies greatly, but, in some studies, it has been strikingly high:
Degkwitz and Wenzel found 47 such patients (39 percent) in a double-blind drug
withdrawal study of 119 persons. Escobar and Tuason reported that eight out of
nine patients who were on oral fluphenazine prior to withdrawal developed
clinically significant dyskinesias. Female sex and higher pre-withdrawal dosage
have been reported to be contributing factors. 


The natural course of covert dyskinesia is difficult to establish.
In some instances, the emerging dyskinesia is massive and may be life
threatening, and quick resumption of antipsychotic drug therapy is the
indicated clinical course. Psychotic decompensation not infrequently disrupts
the drug-withdrawal period and results in retreatment with antipsychotics.’-
Therefore, in many cases of dyskinesia following withdrawal, the resumption of
drug therapy makes it impossible to establish whether the dyskinesia would have
been self-limiting (withdrawal dyskinesia) or persistent (covert dyskinesia).
In general, the prognosis of covert dyskinesia is quite similar to tardive
dyskinesia: chronic, older patients with prolonged exposure to antipsychotics
tend to develop persistent dyskinesias,’ whereas younger patients who have
undergone shorter courses of treatment often show reversible dyskinesias. 


An intriguing aspect of withdrawal dyskinesias is their apparent
association with psychotic relapse in that patients with dyskinesias may be
more prone to decompensation,'’ while no relationship was found between
disappearance of parkinsonism and psychotic relapse. At present, this is more a
clinical observation than an established statistical correlation, but it raises
fundamental questions about the way drugs exert antipsychotic and neuroleptic
actions and will be discussed later. The extrapyramidal effects of
antipsychotic withdrawal are summarized in table 18-2. 


Psychotic relapse 


Two cases of delirium associated with antipsychotics and resembling
alcohol withdrawal have appeared in the literature. A twenty-seven-year-old man
developed delirium with visual and auditory hallucinations twenty hours after
abrupt discontinuation of haloperidol. Within three days, the symptoms abated
spontaneously. A forty-six-year-old man developed an acute brain syndrome
lasting seven days two days after thiothixene withdrawal. These isolated
instances notwithstanding, the appearance of psychotic manifestations after
antipsychotic drug withdrawal almost invariably heralds psychotic
decompensation. The time lag between withdrawal and relapse is highly variable.
A number of controlled studies of antipsychotic drug withdrawal showed that
relapse rates occurred at a constant rate during the first twelve months,
declining thereafter. But, as long as two years after drug discontinuation,
placebo relapse rates still exceeded relapse rates for drug-maintained
schizophrenics.'' Clearly the prediction of the time of onset of psychotic
decompensation in the individual patient is problematical. Distinct and
recognizable stages of decompensation have been described: (1) denial and
anxiety; (2) depression and intensification of defense mechanisms; (3) internal
chaos; and (4) subjective relief. Early symptoms of decompensation such as
anxiety, tension, and insomnia overlap somatic withdrawal symptoms;
differentiating these two phenomena may be as difficult as it is clinically
important. 


Table 18-2 Extrapyramidal Effects of Antipsychotic Drug Withdrawal 



 
  	
  	
  	DYSKINESIA 
  	
 

 
  	
  	DRUG-INDUCED PARKINSONISM 
  	“WITHDRAWAL DYSKINESIA” 
  	“COVERT DYSKINESIA” 
 

 
  	Symptoms 
  	Tremor, rigidity, dystonic reactions, akinesia 
  	Choreoathetosis, motor restlessness 
  	Choreoathetosis, tics, grimaces 
 

 
  	Etiology 
  	Continuation of already existing syndrome Simultaneous withdrawal of anti-Parkinson
  drugs 
  	Tends to occur after relatively brief drug exposure 
  	Tends to occur after prolonged drug therapy 
 

 
  	Onset 
  	Within a few days, occasionally delayed two to three weeks 
  	Usually within days 
  	Usually within two weeks 
 

 
  	Course 
  	Slow, gradual improvement 
  	Spontaneous recovery 
  	Variable: may remit, persist or intensify 
 

 
  	Management 
  	Short-tear treatment with anti-Parkinson drugs may be needed 
  	Occasional patient may need sedative-hypnotic or benzodiazepine 
  	Retreatment with any-psychotics in severe cases, no treatment for
  mild cases, anti-dyskinesia drugs for intermediate cases 
 





Tardive Psychosis 


Several recent reports have suggested that psychotic phenomena that
are not simply attributable to a return of schizophrenic symptoms may occur
following drug withdrawal. Sale and Kristall described a twenty-one-year-old
woman with obsessional symptoms and anxiety who developed what later progressed
into chronic schizophrenia following withdrawal of chronically administered
chlorpromazine. Forrest and Fahn observed an array of psychotic and other
symptoms on antipsychotic withdrawal that were distinct from the original
symptoms for which patients were treated. The symptoms subsided with resumption
of drug therapy. 


Forrest and Fahn considered these symptoms to result from the drug
withdrawal phenomena and labeled the syndrome “tardive dysphrenia.” 


Davis and Rosenberg presented evidence from animal studies for super-sensitivity
in mesolimbic dopamine receptors and suggested that cases of withdrawal
psychosis might reflect mesolimbic dopamine super-sensitivity. McCarthy raised
the issue of whether reversible “withdrawal psychosis” or persistent “tardive
psychosis” might not occur analogous to withdrawal and tardive dyskinesias,
reflecting limbic hypersensitivity to dopamine. Chouinard and Jones presented
ten cases of what they called “super-sensitivity psychosis.” These
schizophrenic patients were treated with depot fluphenazine but appeared to
require increasing doses for therapeutic effect and showed positive
schizophrenic symptoms following decrease in dosage just before the next
scheduled injection, or after missing one or two doses. Chouinard and Jones
concluded that neuroleptic-induced mesolimbic dopamine super-sensitivity
accounted for their clinical findings. The thrust of these reports is that
significant neuropharmacological changes may occur during antipsychotic drug
treatment in areas other than the striatum, and that during drug withdrawal,
these changes may be manifested in behavioral and occasionally even in
neuroendocrine changes. For example, the association shown in two studies
between lower prolactin levels and greater clinical deterioration after
antipsychotic discontinuation points to the existence of a subgroup of
schizophrenic patients with an overactive and labile dopaminergic system. These
patient characteristics may play an important role in the production of
withdrawal phenomena. 


Although the notion of “tardive psychosis” is an intriguing one and
of great practical concern, it is certainly not yet a proven entity. It has
been pointed out that “relapse” following antipsychotic drug withdrawal
increases in a linear fashion during the first year at a rate of about 7 to 15
percent per month. It is therefore likely that in any large clinic population
of schizophrenic patients, a certain small proportion will show reemergence of
psychosis very shortly after drug withdrawal. Whether the psychiatric
characteristics of these patients can be differentiated from a new and
superimposed withdrawal psychosis as has been claimed remains to be confirmed
by future studies. 


 Antipsychotic Withdrawal in Children  


The same types of withdrawal phenomena may be observed in children
as in adults. Yepes and Winsberg reported cases with extensive symptomatology.
The first patient was a nine-year-old boy who, following abrupt withdrawal of
chlorprothixene 150 mg/d, developed restlessness and insomnia (first day);
nausea and vomiting (fourth day); and hemiballismus, dystonia, and severe
posturing of the arms and face (sixth day). The second patient, also a
nine-year-old boy, when withdrawn from Thioridazine 125 mg/d, developed
irritability (first day); stomachaches (tenth day); dyskinesia (fourteenth
day); and nausea and vomiting (twenty-first day). Vomiting was severe and
lasted twelve days, while the extrapyramidal disorder persisted up to ninety
days. Polizos and associates studied the effects of abrupt antipsychotic drug
withdrawal in thirty-four schizophrenic children, six to twelve years old.
Fourteen children developed choreiform dyskinesias (mainly involving the
extremities, trunk, and head) and ataxia appearing one to fifteen days after
withdrawal. In half of the affected children, the dyskinesias remitted
spontaneously within five weeks; in the other children, drugs had to be resumed
because of massive psychotic relapse. The withdrawal dyskinesias of children
are thought to be reversible. 


 Neuropharmacological Considerations  


Withdrawal symptoms tend to be mirror images of the drug-induced
changes that occur during treatment. For example, administration of
chlorpromazine produces sedation, fatigue, and hypokinetic extrapyramidal
effects, while removal of the drug may induce insomnia, restlessness, and
hyperkinetic extrapyramidal effects. In pharmacological terms, the issues of
neurotransmitter blockade, tolerance, and super-sensitivity may underlie the
observed somatic and behavioral changes. 


The interruption of synaptic transmission in either the peripheral
or central nervous system may result in a state of denervation super-sensitivity
to administration of the blocked
neurotransmitter or its agonist. Because of greater accessibility, denervation super-sensitivity
has been studied in more detail in the
peripheral than the central nervous system. Preganglionic nerve section,
ganglionic lesions, peripheral nerve section, and pharmacological interference
with synaptic transmission have been utilized to effect denervation super-sensitivity
. An interesting example of the importance of denervation super-sensitivity in the peripheral autonomic nervous system
occurs in patients with angina and hypertension who are treated chronically
with propranolol, an antagonist at beta-adrenergic receptor sites. When
propranolol is abruptly withdrawn, unstable angina, myocardial infarction, and
cardiac irritability sometimes occur. One proposed explanation for this is
increased sensitivity of cardiac tissue to beta-receptor agonists. The
observation that the treatment of rats with propranolol for two weeks leads to
a 100 percent increase in the number of beta-adrenergic receptors is compatible
with the hypothesis of denervation super-sensitivity . 


The extrapyramidal neurologic effects and possibly the therapeutic
antipsychotic effects of neuroleptic drugs are believed to derive from their
capacity to block dopamine mediated synaptic transmission. Evidence for the
capacity of neuroleptic drugs to block dopamine receptors derives from their
antagonism of behavioral and neuroendocrine effects of dopamine agonists, their
antagonism of dopamine-sensitive adenylate cyclase in caudate and limbic brain
tissue, and the capacity of neuroleptic drugs to interfere with the binding of
radioactively labeled ligands such as tritiated dopamine, apomorphine, and
haloperidol to dopamine receptor sites. 


Dopamine mediated projections lie in several discrete brain regions
including pathways between midbrain and basal ganglia (the nigrostriatal
tract), regions of the limbic forebrain, areas of temporal and prefrontal
cerebral cortex closely associated with the limbic system, and the
hypothalamic-pituitary system. Although unproven, it is currently considered
that extrapyramidal effects of neuroleptic drugs are due to dopamine blocking
effects in the basal ganglia, while antipsychotic efficacy relates to dopamine-blocking
effects in limbic nuclei and/or limbic cortex. When given acutely, the effect
of neuroleptic drugs on dopamine neurotransmission is to increase the firing
rate of dopamine neurons and to increase the synthesis, release, and metabolic
turnover of dopamine in dopaminergic neurons. These effects may be viewed as
compensatory responses by an adaptive neuronal system seeking to maintain
adequate dopamine neurotransmission in response to dopamine receptor blockade. 


When neuroleptic drugs are administered to animals on a more chronic
basis, there is a gradual reduction in the neuroleptic-induced acceleration of
dopamine turnover, such that, within seven days, following neuroleptic
administration, dopamine turnover remains at baseline levels or is even
reduced. Following a very similar time course, the capacity of neuroleptic
drugs to produce catalepsy or block apomorphine induced stereotyped behavior in
rats also becomes diminished. This loss of neuroleptic effect with repeated
administration has been referred to as tolerance. One possible explanation for
appearance of tolerance to neuroleptic effects is the development of enhanced
sensitivity of dopamine receptors to dopamine. This gains support from repeated
observation that chronic treatment of mice, rats, or guinea pigs with drugs
antagonistic to dopamine followed by their discontinuation produces increased
behavioral responsiveness to dopamine agonists not accountable by other
pharmacologic or pharmacokinetic mechanisms. This effect, presumably
representing the development of functional super-sensitivity to dopamine in the brain, requires no more
than several days of treatment with a neuroleptic drug and persists for several
weeks with some evidence that the duration of this effect parallels the
duration of pretreatment with neuroleptic drug. Supporting this behavioral
evidence for denervation super-sensitivity of dopamine receptors have been changes in
dopamine receptor binding which have been produced by chronic neuroleptic
treatment. Several laboratories have demonstrated that following a course of
neuroleptic pretreatment identical to that which produces behavioral super-sensitivity
, striatal and limbic dopamine receptors increase in number and display
enhanced affinity for radioactively labeled ligands which bind at dopamine
receptor sites. Neurophysiologic studies have also shown that chronic treatment
of rats with haloperidol produces a significant increase in the sensitivity of
caudate neurons to microiontophoretically applied dopamine. The fact that
similar behavioral, biochemical, and neurophysiological alterations have been
observed following surgical lesioning of dopamine neurons, supports the concept
that they reflect changes in receptor sensitivity brought about by interference
with dopamine neurotransmission. On the basis of the aforementioned studies, it
is suggested that chronic neuroleptic treatment results in a compensatory
increase in affinity and numbers of striatal dopamine receptors which offsets
the effects of dopamine receptor blockade. 


Since it has been the general clinical impression that patients do
not become tolerant to the antipsychotic efficacy of neuroleptic drugs, it has
been assumed that tolerance and super-sensitivity phenomena were restricted to the nigrostriatal
system. Observations that drug-induced parkinsonism and acute dystonia tend to
occur relatively early in treatment and become less frequent and severe with
continued drug exposure, while transient withdrawal dyskinesias and persistent
tardive dyskinesia appear later in treatment, support this concept. 


In the case of the hypothalamic dopamine system, there is evidence
that in both animals and man tolerance and dopamine super-sensitivity fail to develop with chronic neuroleptic
treatment.' Evidence concerning tolerance and super-sensitivity in dopaminergic limbic nuclei and cortex has
been less consistent, however. In early studies, chronic neuroleptic treatment
produced a persistent increase in dopamine turnover in mesolimbic and
mesocortical dopamine projections, suggesting absence of tolerance in this
system. However, more recent studies have indicated that with chronic
treatment, the neuroleptic-induced increase in dopamine turnover does subside
in limbic nuclei, indicating a tolerance for this effect similar to that which
occurs in the striatum. Muller and Seeman reported an increase of dopamine
binding sites in both striatal and mesolimbic regions following chronic neuroleptic
treatment, while in two other studies, long-term neuroleptic treatment was
found to increase the locomotor response of dopamine injected directly into the
nucleus accumbens but not the striatum. 


In humans, cerebrospinal fluid homovanillic acid (HVA), a metabolite
of dopamine, is increased following neuroleptic treatment but returns toward
normal after three weeks of continued drug exposure. Since cerebrospinal fluid
HVA is derived from periventricular structures, its concentration may not
reflect levels in other brain regions. Further studies in rodents, nonhuman
primates, and also in man, all suggest, in fact, that tolerance to the effects
of neuroleptic drugs on brain HVA concentration develops in midline nuclei such
as the caudate nucleus and deeper limbic nuclei, but not in cortical regions
such as cingulate, temporal, dorsal frontal, and orbital frontal cortex.
Because of this sustained biochemical change in cortical dopamine metabolism
with evidence of tolerance, it has been concluded that it may be in these brain
regions that antipsychotic drugs produce their therapeutic effect. 


 Prevention of Withdrawal Symptoms  


Antipsychotic drug withdrawal symptoms may be highly unpleasant,
and, in rare instances, a severe withdrawal dyskinesia may be serious and life
threatening. Furthermore, withdrawal symptoms may obscure signs of early
relapse, and, conversely, they may be mistaken for signs of psychotic
decompensation. Avoidance of withdrawal symptoms, therefore, becomes an
important goal. The following guidelines spell out the technique of withdrawal
that may minimize the risk of such symptoms. 


1.
Withdrawal should be gradual rather than
abrupt. Step-wise, gradual dose reduction will probably circumvent most
withdrawal symptoms. In chronic drug-treated schizophrenics, the process of
drug withdrawal may be spread over several months, delaying the onset and
probably reducing the risk of psychotic relapse. 


2.
Anti-Parkinson
drugs should be continued. Patients
withdrawn from antipsychotics may develop a transient hyper-cholinergic state
which produces somatic withdrawal symptoms. Continuation of anti-Parkinson drugs in patients on antipsychotic-anti-Parkinson
combinations for one-two weeks beyond
antipsychotic withdrawal may eliminate somatic symptoms as well as the recurrence
of drug-induced parkinsonism. 


 Anti-Parkinson Drugs  


The major therapeutic indication for anti-Parkinson drugs (APK) in psychiatry is the prevention or
control of the extrapyramidal side effects of antipsychotic compounds. The most
frequently used APK in the United States are anticholinergics (trihexyphenidyl,
procyclidine, Biperiden), anti-muscarinic antihistamines (Benztropin, diphenhydramine),
and dopamine agonists (amantadine). These drugs are rarely, if ever,
administered to psychiatric patients without antipsychotic drugs, and when the
latter are discontinued, APK are usually withdrawn as well. As stated in the
previous section, the somatic and parkinsonian symptoms following withdrawal of
high potency antipsychotic drugs are usually due to the simultaneous withdrawal
of anti-Parkinson drugs. 


Withdrawing anti-Parkinson drugs alone while continuing antipsychotic
drug treatment is frequently attempted in clinical practice in order to
ascertain whether APK are still required. Surprisingly often, however, one
finds that patients are most reluctant to part with their APK. In some cases,
the desire to continue is undoubtedly related to the abuse potential of some
APK, particularly trihexyphenidyl. Adverse behavioral, neurological, and mood
changes may also occur on APK withdrawal and probably explain why some patients
would rather stop their clearly essential antipsychotic drug than the
supposedly unnecessary APK. 


Specific withdrawal effects have been investigated in open as well
as double-blind placebo-controlled studies of APK discontinuation. Most studies
have focused on extrapyramidal symptoms while only a few have included
assessment of psychopathology or mood. 


 Reappearance of Drug-induced Parkinsonism  


There is a wide divergence of research results with regard to the
frequency with which extrapyramidal symptoms reappear after APK withdrawal.
Relapse rates (that is percentage of patients developing symptoms of
parkinsonism) range from 8 to 80 percent in published studies of APK
withdrawal. The most common symptoms of parkinsonism, namely tremor and
rigidity, were usually focused on and were reported accurately. Akinesia,
however, tended to be overlooked in some studies and to be underreported.
Rifkin and associates found that akinesia occurred in 27 percent of patients
following procyclidine withdrawal. Other factors that may account for the wide
variation in relapse rates include variations in the populations studied,
variations in the tolerance for milder extrapyramidal symptoms (that is, differing
criteria for “relapse”), and drug type and dosage differences of both
antipsychotics and APK. 


The onset of parkinsonism was usually within two weeks and nearly
always within four weeks of APK discontinuation. In a carefully documented
study, Pecknold and associates found that symptoms first appeared an average of
twelve and three-tenths days after APK withdrawal. Trihexyphenidyl or Biperiden
were found to produce symptoms sooner than Benztropin withdrawal, reflecting
the slower metabolism of Benztropin. No consistent differences were observed
between placebo-controlled double-blind studies and open trials. Two studies by
Roy and associates, in which both placebo and no APK control groups were
employed, produced conflicting results. No consistent relationship was
demonstrated between antipsychotic dosage and extrapyramidal symptoms following
APK withdrawal. Older age was associated with re-emergent parkinsonism in one
study. Longer pre-withdrawal APK treatment was found to be correlated with
lower relapse rates in three studies. Previous occurrence of extrapyramidal
symptoms was found to predict post-withdrawal parkinsonian symptoms; thus
therapeutic use of APK is more likely to lead to parkinsonism after withdrawal
than prophylactic drug administration. No obvious differences were noted
between the various anti-Parkinson drugs
in their extrapyramidal withdrawal effects. 


 Somatic Withdrawal Symptoms  


The frequent occurrence of somatic symptoms such as nausea,
vomiting, and insomnia following withdrawal of antipsychotic drugs with marked
anticholinergic effects was discussed previously. Since these symptoms are
believed to reflect a cholinergic rebound, they may also be expected to result
from the removal of anticholinergic anti-Parkinson drugs. Kruse was probably the first
investigator to document somatic withdrawal reactions from APK. Specific
withdrawal symptoms described in the literature include restlessness, nausea,
dizziness, aches and pains, agitation, and stiff joints. Somatic withdrawal
symptoms have also been documented following the simultaneous withdrawal of
butaperazine and Benztropin . The time course and treatment of the somatic
withdrawal symptoms from APK are broadly the same as after antipsychotic
withdrawal. 


 Mood Changes  


The appearance of dysphoric symptoms is at times a striking effect
of APK withdrawal. When specifically looked for, dysphoric symptoms turn out to
be quite common. In a double-blind placebo-controlled study, Jellinek and
associates found that out of twenty-four APK withdrawn patients, seven
developed anxiety, two complained of fatigue, and one became depressed. In the
often quoted study by Orlov and associates, the authors found ten out of
seventy-eight patients to have complained about and resisted APK withdrawal.
The authors attributed this to psychological dependence, however, these
patients may have experienced genuine dysphoria. Depression has been noted by
some authors to occur after APK withdrawal, particularly in connection with
akinesia. The association of these two conditions has led to the concept of
akinetic depression. It derives some support from the strong statistical
association between parkinsonism and depression and suggests similarities in
the underlying pathophysiology. The adverse mood changes from APK withdrawal
suggest that APK may possess psychotropic properties, possibly antidepressant
effects, at least in some patients. 


 Improvement in Dyskinesia  


On withdrawal of APK, the characteristic oro-facial movements of
tardive dyskinesia are at times observed to remit. In patients where
parkinsonism and tardive dyskinesia coexist, changes in dyskinetic movements
are often reciprocal to the changes in parkinsonism: APK withdrawal may benefit
the former and aggravate the latter. 


 The Pros and Cons of APK Withdrawal  


The a foregoing review clearly shows that a considerable number of
patients on antipsychotic drugs develop adverse effects from APK withdrawal. On
the other hand, a great many patients are apparently totally unaffected by APK
withdrawal. Some of these patients may have had pre-withdrawal blood levels
below therapeutic range on usual oral doses, as Tune and Coyle demonstrated for
Benztropin . It may be assumed that such inter-individual variability in blood
level exists for every APK and therefore some patients who show parkinsonism
during APK administration (that is, cases of treatment-resistant parkinsonism)
are not on therapeutic doses and may not change following APK withdrawal. 


The risk-benefit ratio of continuous anti-Parkinson therapy remains a matter of controversy. Some
authors- stress the disadvantages, such as anticholinergic side effects,
possible lowering of antipsychotic blood level, and aggravation of tardive
dyskinesia. They also note the element of cost and regard prophylactic and
maintenance therapy as at best unnecessary and at worst, harmful. Other
researchers consider most of these risks of APK therapy to be greatly
exaggerated or largely theoretical, while they view the benefits of continuous
APK treatment, such as control of subtle extrapyramidal effects and possibly
the contribution of a psychotherapeutic effect, as benefits that outweigh the
potential hazards. 


In the current state of knowledge, it would be considered good
clinical practice to attempt to withdraw prophylactic APK after ninety days of
administration since acute extrapyramidal symptoms are unlikely to develop
beyond this time. Careful attention to withdrawal effects requires periodic
follow-up examination of APK withdrawn patients for signs of extrapyramidal
disturbance as well as behavioral and mood changes. The optimal technique of
APK withdrawal to minimize withdrawal effects is gradual tapering rather than
abrupt discontinuation. However, as demonstrated in a recent study, even when
gradual APK withdrawal is instituted, about one-third of the patients still
appear, after two years, to require APK. 


 Antidepressants  


Withdrawal syndromes from two drug classes used in affective illness
appear to be almost nonexistent. Monoamine oxidase inhibitors can be stopped
abruptly with no consequences other than a possible reemergence of depressive
symptoms within days or weeks. This seems most reasonable since the enzyme
inhibition produced by these drugs fades very gradually over a two- or three-week
period. There is one recent report describing withdrawal effects from
phenelzine in which after one day two patients developed flu-like symptoms
lasting for one week. 


Lithium also does not cause withdrawal syndromes, a fact supported
by one formal study and a large body of informal clinical experience. There
are, however, rare occasions in which lithium toxicity may be mistaken for
withdrawal. Rosser and Herxheimer reported two cases of nausea and vomiting
following chlorpromazine withdrawal in patients who were also on lithium. The
differential diagnostic possibilities for the vomiting included: (1) removal of
the antiemetic effect of chlorpromazine exposing lithium side effects; (2) risk
in serum lithium level brought about by chlorpromazine withdrawal; and (3)
chlorpromazine withdrawal effects. Occasionally, a patient will begin to show
signs of lithium toxicity that will then worsen for a couple of days after the
drug is stopped. The probable mechanism is a rising serum lithium level after
drug discontinuation due to dehydration and sodium loss with resulting lithium
retention. 


Tricyclic antidepressant drugs elicit withdrawal symptoms when
dosage is abruptly or rapidly terminated. The literature on withdrawal from
antidepressants is rather sparse, however, and deals almost exclusively with
imipramine. Kramer and associates studied withdrawal symptoms by means of
interviews and nursing notes concerning forty-five patients withdrawn from
imipramine after stabilization at dosages of about 300 mg/d. Twenty-two of
twenty-six patients treated for over two months experienced clear withdrawal
symptoms, while only three of nineteen patients on the medication for less than
two months did so. Withdrawal symptoms lasted two weeks or less. Kramer and
associates recommended that two to four weeks be allowed for gradually reducing
imipramine dosage. They noted that withdrawal symptoms (nausea, vomiting,
headache, giddiness, coryza, chills, weakness, fatigue, or muscle pain)
responded to a stat dose of 50 mg imipramine followed by more gradual tapering.
Shatan described severe withdrawal symptoms in a patient, occurring twenty-four
hours after abrupt termination of imipramine (200 mg/d). Symptoms included
those noted by Kramer, plus cold sweat, gooseflesh, abdominal cramps, hunger,
diarrhea, irritability, insomnia, and restlessness. Symptoms peaked at
forty-eight hours and gradually subsided without treatment after a week off
medication. Sathananthan and Gershon described three patients who abruptly
stopped daily dosages of imipramine of 300 to 450 mg. Within twenty-four hours
all three developed anxiety, restlessness, and forced pacing. The syndrome
resembled the akathisia caused by neuroleptics. Again a stat dose of imipramine
relieved the symptoms in all three cases within two hours. Andersen and
Kristiansen observed withdrawal symptoms in fifteen out of eighty-five patients
following both gradual and acute termination of drug treatment with imipramine.
Symptoms included sleep disturbances, subjective and objective restlessness and
attacks of perspiration, nausea, and vomiting. 


Withdrawal symptoms from other tricyclics have also been reported.
Gualtieri and Staye described withdrawal symptoms (nausea, vomiting, abdominal
cramps, and diarrhea leading to severe dehydration) in an eight-year-old boy
who had been on amitriptyline (50 mg/d) for seven months. Kraft found
withdrawal symptoms in seven female patients after abrupt discontinuation of
clomipramine. These included dizziness, faintness, nausea, feeling
“electrically charged,” malaise, stomachaches, and anxiety dreams. Two of the
patients reported symptoms after placebo substitution. Symptoms tended to be
worse after longer term clomipramine therapy. Brown and associates described
withdrawal effects in a forty-one-year-old man after twelve years of record dosage
of desipramine (1,000 mg/d). During the seventeen-day gradual withdrawal
period, only mild symptoms were noted: sore shoulders, insomnia, vivid dreams,
and “nerves,” all of which faded away without treatment. Other changes during
drug withdrawal were an improvement in EEG irregularities and EKG abnormalities
and an increase in delta sleep and REM rebound. 


In clinical practice, mild withdrawal symptoms are not uncommon if
tricyclics are stopped too rapidly and in the all-too-common situation when a
patient runs out of medication. Patients experiencing mild symptoms usually
respond well to a dose of the interrupted antidepressant. For instance, Stern
and Mendels have reported two cases in which apparent imipramine withdrawal
symptoms (nausea, malaise, sweating, salivation, dizziness) came on within
twelve hours after the patients failed to take their nightly imipramine dosage,
that is thirty-six hours after the last dose. These symptoms were relieved in
both cases by resuming imipramine. Withdrawal symptoms probably occur with all
tricyclics although not all have been formally studied. 


If, similar to phenothiazine withdrawal, tricyclic withdrawal
symptoms represent cholinergic rebound due to discontinuation of
anticholinergic drugs, desipramine cessation might be less likely to elicit
such reactions and newer non-anticholinergic antidepressants, such as mianserin
or trazodone, might be free of withdrawal symptoms. Nevertheless, it is a good
practice to taper antidepressants slowly, dropping the dose by about
one-quarter per week, while watching for withdrawal effects as well as
reemergence of the original depression. Shatan makes the argument that
tricyclics are “addictive” because they produce withdrawal symptoms and the
patient becomes dependent on them for a feeling of wellbeing. It seems more
reasonable to interpret the reemergence of depressive dysphoria as the
continued presence of a chronic depression, but the existence of “rebound”
depression cannot be ruled out. 


 Antianxiety Drugs  


Abrupt withdrawal of barbiturates in addicts produces a
characteristic abstinence syndrome. The time course, symptom characteristics,
and outcome were carefully delineated in studies on addict volunteers.
Barbiturate-type abstinence phenomena have since been shown to occur with a
host of chemically different sedative-hypnotics, such as Glutethimide,
ethchlorvynol, paraldehyde, and methaqualone. Meprobamate, the most popular
tranquilizer prior to the introduction of the benzodiazepines, has been found
to produce marked withdrawal phenomena. Haizlip and Ewing found that forty-four
out of forty-seven patients developed insomnia, vomiting, tremors, muscle
twitching, anxiety, anorexia, or ataxia on abrupt withdrawal after forty days
on high doses of Meprobamate. Eight patients showed hallucinosis and tremors
resembling delirium tremens, while three patients developed grand mal seizures.
Crawford Little described a case of a thirty-one-year-old nurse who developed a
psychotic state with excitement, hostility, and paranoia when coming off 6.4
g/d of Meprobamate. Swanson and Okada reported the death of one patient after
withdrawal from very high doses of Meprobamate. 


Benzodiazepines have all but replaced the aforementioned compounds
as standard tranquilizers and hypnotic agents. Benzodiazepines are more
effective and safer, and because of their slower breakdown and elimination than
the previously described drugs, they may be less likely to induce severe
withdrawal reactions. Nevertheless, there is extensive literature verifying
that all degrees of severity of withdrawal symptoms may follow abrupt
discontinuation of the use of any benzodiazepine. In this discussion of
benzodiazepine withdrawal, the classification offered by Wikler into “minor”
and “major” phenomena will be retained. 


 “Minor” Abstinence Phenomena  


Maletzky and Klotter found the following symptom prevalence in
twenty-four patients after abrupt diazepam withdrawal: anxiety (95 percent),
agitation (75 percent), insomnia (58 percent), tremor (42 percent), diaphoresis
(29 percent), pain (25 percent), depression (17 percent), and nightmares (17
percent). Decreased appetite, nausea, muscle twitching, tachycardia, and
dizziness have also been observed during diazepam withdrawal. Similar symptoms
have been reported from chlordiazepoxide, and from oxazepam. 


The time course of the withdrawal reaction has been established by
careful daily observation of patients in a hospital setting. Pevnick and
associates observed a thirty-seven-year-old man with a documented daily intake
of 30 to 45 mg diazepam over twenty months. Withdrawal was done abruptly under
single-blind conditions with placebo substitution. During the first five post-withdrawal
days, minimal changes were observed: pulse rate and tremor increased and the
patient felt “nervous.” During the fifth night, an abstinence syndrome emerged:
there was loss of body weight, increased tremor, twitches, muscle cramps, and
facial numbness. The syndrome peaked during the sixth night and seventh day at
which time the patient stated that he was “kicking” and requested “Valium.” He
became uncooperative and also reported generalized numbness, blurred vision,
and decreased appetite for cigarettes. On day eight, the symptoms began to
recede and by days nine and ten, he felt “normal.” Body weight returned to
normal at day fourteen. A somewhat different course was observed in a
thirty-two-year-old man who had taken 15 mg/d diazepam for six years. The first
day of placebo substitution was marked by mild symptoms. On the second day, he
began to complain of more severe symptoms: anxiety, dizziness, blurred vision,
tinnitus, constipation, and palpitations. His condition deteriorated further
during the next two days. Re-administration of a single dose of 5 mg diazepam
produced a remarkable, almost euphoric effect. The duration of marked
abstinence symptoms was fifteen days, followed by gradual improvement. The
onset of physiological and emotional distress coincided with the plasma
diazepam level dropping to 50 percent of baseline level. Hollister and
associates found chlordiazepoxide withdrawal symptoms appearing mostly between
the fourth and seventh days when plasma levels of the drug were 25 and 10
percent of the original levels, respectively. Oxazepam withdrawal symptoms may
begin as early as the first day, which is almost certainly due to the faster
metabolic breakdown of this compound. 


Rebound insomnia is a withdrawal effect peculiar to benzodiazepines
with short or intermediate half-lives. Sleep laboratory studies by Kales and
associates showed that discontinuation of flunitrazepam, nitrazepam, and
triazolam made sleep more difficult, while flurazepam and diazepam, which have
longer half-lives, did not. 


 “Major” Abstinence Reactions  


“Major” abstinence reactions include psychotic manifestations and
seizures and closely resemble similar syndromes occurring after barbiturate
withdrawal. The clinical picture may be dominated by hallucinations,
particularly of the visual type, an organic or paranoid psychosis, seizures,
hyperthermia, or a gradual progression from minor symptoms to a full-blown
toxic psychosis with delirium, paranoid delusions, seizures, and occasionally, Korsakoff’s
syndrome. 


Seizures from diazepam start an average of eight days after abrupt
withdrawal, but may occur as early as forty-eight hours. Chlordiazepoxide
withdrawal seizures likewise tend to occur after seven to eight days. Case
reports of seizures from lorazepam place the onset at three to five days,
corresponding to its faster metabolism. Instances of seizures from clorazepate
and oxazepam withdrawal have also been observed. Prolonged coma for up to six
hours has been reported as an unusual complication of diazepam withdrawal
seizures. 


The time course of psychotic syndromes shows great variability. The
onset may range from three to fourteen days after withdrawal. If left
untreated, the syndrome tends to remit spontaneously in one to two weeks, but
treatment is frequently required because of the severity of the condition. 


Phenothiazines are generally not helpful and may aggravate the
problem by lowering seizure threshold, although occasionally haloperidol or
chlorpromazine have been found to be effective. The usual treatment of major
abstinence reactions is re treatment with benzodiazepines or the use of
pentobarbital or phenobarbital. 


The salient features of benzodiazepine withdrawal are summarized in
table 18-3. 


 Clinical Considerations  


While the minor withdrawal phenomena are not uncommon, the major
abstinence reactions are exceedingly rare. Marks estimated their incidence to
be less than 1 case per 50 million months of therapeutic benzodiazepine use.
The risk of seizures and psychoses is proportional to the length of drug
exposure and to dosage. However, uncomfortable symptoms have been reported
after withdrawal from as little as 15 mg/d diazepam and seizures have been
reported after 30 mg/d diazepam, administered for only three months. Previous
or concurrent use of other sedative-hypnotics tends to increase the prevalence
of withdrawal phenomena,' and in many case reports, the severity of withdrawal
reactions was aggravated by the recent or simultaneous withdrawal of other
psychotropic drugs or alcohol. 


The incidence of withdrawal reactions can be markedly reduced
through gradual tapering rather than abrupt withdrawal. When a patient is on
several compounds that are cross-tolerant with benzodiazepines, such as
sedatives or hypnotics, slow tapering of each compound, one at a time, is
likely to minimize the risk of withdrawal effects. 


Table 18-3 Benzodiazepine Withdrawal Effects 



 
  	
  	MINOR 
  	MAJOR 
 

 
  	Common symptoms 
  	Anxiety, insomnia tremor, diaphoresis 
  	Psychosis, delirium hyperthermia, seizures 
 

 
  	Onset 
  	1 to 7 days 
  	3 to 12 days 
 

 
  	Approximate duration 
  	1 to 10 days 
  	7 to 21 days 
 

 
  	Precipitating factors 
  	Abrupt withdrawal, high dosage, prolonged administration, other
  sedative-hypnotics, alcohol 
 

 
  	Treatment 
  	Retreatment with benzodiazepines is sometimes required 
  	Retreatment with benzodiazepines, pentobarbital, occasionally
  antipsychotics 
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CHAPTER 19 

THE CHRONIC MENTALLY ILL  


John A. Talbott   


Historical Background 


The care and treatment of the chronic mentally ill date back to the
founding of America. From the early Colonial period, there are reports of
families who were distressed by the conduct and behavior of their kin and
requested the court’s permission to build outhouse-like cells in which to house
their mentally ill relatives. Later, jails, workhouses, and almshouses housed
the chronic mentally ill. An early precursor of “dumping” occurred in some
Massachusetts communities when mentally ill persons were transported over
county or town lines in order to shift the responsibility for their care to
another community. 


In the mid-1800s, Dorothea Dix, appalled by the shabby treatment and
dismal surroundings which localities provided for the severely and chronically
mentally ill, successfully crusaded to have the states assume the burden for
their care and treatment. These institutions were intended to provide the best
available treatment and care of the mentally ill, known at that time as “moral
treatment.” Moral treatment followed Pinel’s example in Paris of “striking off
the chains” and was also modeled on Tuke’s establishment, the York Retreat in
England, which emphasized a humane, familial-like atmosphere and pleasant, open
settings, with a minimum of physical restraint and a maximum of structured
activity. 


The numbers of the chronic mentally ill in America soon grew larger
than the institutions’ capacity to provide humane housing. This situation was
due to increasing immigration from Europe, the impersonality of the industrial
era, and the “aging-into” chronicity of the seriously mentally ill. Ultimately,
state hospitals provoked scandals similar to those that motivated Dorothea Dix
to agitate for elimination of local community responsibility for care of the
mentally ill. 


As America entered the twentieth century, society was ripe for
experimentation with new methods in the care and treatment of the mentally ill.
The combined efforts of dedicated individuals, such as Clifford Beers,
accompanied by the establishment of alternative treatment settings
(psychopathic hospitals, child guidance clinics, outpatient clinics, general
psychiatric units) facilitated the shift from a single-sited service system
into a pluralistic one. But inherent in this development was one of the major
problems of the chronic mentally ill—the fragmentation of responsibility for
providing the services needed by these patients. While the state hospital was
overcrowded, understaffed, and inhumane, it did provide the services needed by
the severely and chronically mentally ill, such as psychiatric and medical
treatment, social and vocational rehabilitation, and custodial services,
including food and lodging. However, with the establishment of multiple
institutions and services, there was no longer any single institution
responsible for the severely and chronically mentally ill population. 


The foundation blocks for the movement known as community psychiatry
began to be laid during the first half of the twentieth century. These
included: preventive psychiatry; group, family, and systems treatment; home
care; walk-in clinics; and emergency room services. In addition, the
philosophic basis of community psychiatry began to be articulated—that it was
better to treat persons in the community than in hospitals, that community care
was cheaper, and that communities would respond to the challenge to provide the
necessary services. 


With the introduction of phenothiazines in the mid-1950s, American
psychiatrists finally had the technological tool that enabled them to begin to
move severely and chronically mentally ill persons from institutional to
community settings, and to control psychotic symptoms in newly discovered
cases, thus obviating long-term hospitalization and resultant
institutionalization. 


Two other developments hastened this shift from the institution to
the community. First, the federal government’s assumption of funding for the
poor and aged under Medicaid and Medicare, as well as funding for daily needs
of the disabled indigent under Supplementary Security Income (SSI); and second,
the pressure from judicial, legislative, and regulatory bodies to treat
patients in the “least restrictive setting,” to make involuntary admissions to
mental hospitals increasingly difficult, to broaden the concept of informed
consent, and to ensure the patient’s right to refuse treatment. These economic
and legal pressures, combined with the previously mentioned technological and
philosophic developments, led to the beginning of the movement now known as
deinstitutionalization. 


Deinstitutionalization is commonly defined as having two parts:
first, shifting the locus of care from institutions to community settings; and
second, blocking the admission of new patients into institutions. The result of
this movement was awesome. In 1955, with the patient population at an all-time
high in the nation, state hospitals housed 560,000 patients. By 1978, this
figure had dropped to less than 150,000. 


Where did all these people go? Many went to live in shabby welfare
hotels, flophouses, and single-room occupancy dwellings, wandering the nearby
streets during the day. Many died, both in the hospital and in transition from
hospital to community, and, in the earliest days of deinstitutionalization,
many returned home. 


While it is generally recognized that state hospitals have reduced
their populations by over two-thirds and that numerous chronically mentally ill
persons now walk aimlessly in America’s cities, it is disconcerting to learn
that the percentage of Americans housed in institutions has not changed at all
since 195°. While state hospitals have shrunk by two-thirds and tuberculosis
sanitaria have disappeared, nursing home populations have tripled. Thus the
movement is more accurately described as trans-institutionalization than as
deinstitutionalization. 


 Definitions  


Up to this point, I have used the term “chronic mentally ill”
without defining it. The conceptualization of this segment of the population
did not occur until after the deinstitutionalization movement had begun. Before
that, we referred either to the mentally ill as a single entity or to specific
diagnostic groups (schizophrenics, neurotics, and the like), whether acutely or
chronically ill. The deinstitutionalization movement, however, demonstrated
that we needed to be concerned with a subset of the mentally ill— individuals
with many diagnoses and levels of disability. The features that bound them
together were their inability to survive unassisted in the community, their
tendency toward episodic or chronic mental illness, and the fact that in
earlier times they would probably have been housed in state mental hospitals.
It was this feature that prompted Bachrach to define the population as “those
individuals who are, have been, or might have been, but for the
deinstitutionalization movement, on the rolls of long-term mental institutions,
especially state hospitals.” Such persons may or may not currently be in mental
hospitals. They are of all ages, including children, and their illnesses have
received a variety of diagnoses, but primarily they suffer from the major
psychoses (for example, chronic schizophrenia), chronic recurrent affective
disorders, and severe character disorders. Such patients must be distinguished
from those persons who may be in long-term psychotherapy, but who do not have
chronic disability. 


Chronic is a modifier that is usually defined as occurring for “a
long time” or over “a long duration.” Most states define chronicity of illness
as one or two years of hospitalization. The chronic disabled, however, can be
easily defined as those meeting federal eligibility standards for Supplemental
Security Income (SSI). 


The terms “chronic mental illness,” “chronic mentally ill,” and
“chronic mental patient” are stigmatizing and simplistic and are,
unfortunately, interpreted by some as synonymous with hopelessness,
deterioration, and regression. While “long-term patient” and “those in need of
long-term continuing care and rehabilitation” have been suggested as preferred
alternatives, the terms “chronic mentally ill” and “chronic mental patient”
will be used here because they are descriptive, universally understood, and
generally employed by those in the field. 


 Characteristics of the Patient Population  


Bachrach has demonstrated that there are five subgroups among the
chronic mentally ill. In the community, there are those who have been
hospitalized in state hospitals and there are those who have never been
institutionalized. In the hospital, there are those who are long-stay patients
(almost half of state hospital residents have been there for more than five
years); those who are recent admissions and who will soon be released to the
community; and the new long-stay patients (some 10 to 15 percent of new admissions)
who will continue to need some kind of “highly structured care.” How many
persons are encompassed in these five groups? 


An epidemiological reconstruction must be attempted to ascertain how
many patients would be in state hospitals were it not for the
deinstitutionalization movement. Minkoff estimates that there are a total of
1,100,000 schizophrenics in the United States, of whom, 900,000 are in the
community and 200,000 are in
institutions (primarily nursing homes, state hospitals, and prisons). He also
suggests that there are between 600,000 and 800,000 depressives, almost all of
whom are in the community. Further, almost 1,000,000 elderly persons are in
institutions (nursing homes and state hospitals) and between 600,000 and
1,250,000 of the elderly living in the community are psychotic. Finally,
assessing the numbers of mentally disabled individuals, Minkoff states that
there are 1,762,000 institutionalized severely disabled (those who have been in
an institution more than thirty days) and 225,000 severely disabled individuals
living in the community (who receive SSI for mental illness). Thus, while the
groups designated are not always separate (for example, there are elderly
schizophrenics who are severely mentally disabled), at a minimum there are
about 1 to 2 million, at a maximum 5 to 7 million chronically mentally ill in
the United States. 


The problems and needs of this population are complex. As
articulated by the Conference on the Chronic Mental Patient, their problems
include: “extreme dependency needs, high vulnerability to stress, and
difficulty coping with the demands of everyday living, resulting in difficulty
securing adequate income and housing and holding down a job.” The needs of the
chronic mentally ill include medical and psychiatric treatment, social and
vocational rehabilitation, and the components of everyday survival (housing,
food, clothes, heat, and the like). As was stated earlier, in previous eras all
these needs were filled, however poorly, by the state hospital; now they must
be met by various sources in the community, through a method described by some
as a “scrounging system.” 


Where the chronic mentally ill are housed is now moderately well
known. In the early days of deinstitutionalization, 70 to 80 percent returned to
their own or relatives’ homes, and only 20 to 25 percent left institutions to
live alone or in boarding homes. Now, however, the percentages are reversed,
and only 20 to 23 percent return home; the rest go to suboptimal locations (38
percent to hotels, 11 percent to nursing homes, 28 percent to undetermined
locations). In one study in California, almost 50 percent of patients
discharged five years earlier were now residing in board and care homes. 


There are considerable differences among the states in the degree of
deinstitutionalization. While all states have experienced a reduction in their
state hospital censuses, the speed with which the process took place has
varied. In retrospect, Minkoff concluded that states that did better jobs of
caring for the chronic mentally ill, had a “moderate population density, and
availability of resources and living accommodations for the discharged
patients.” 


How well the chronic mentally ill function in the community is
dependent on several variables: readmission due to relapse, symptomatology,
vocational history, socialization, and aftercare involvement. The single best
predictor of readmission is the number of previous hospital admissions. Prior
to deinstitutionalization, fewer than 25 percent of admissions were readmissions,
whereas today the rate exceeds 60 percent in many states. Both continuation on
medication and the number of aftercare visits can help to decrease readmission
rates. However, a major problem results from the lack of provision of both
these services to the chronic mentally ill. Studies have shown that 38 percent
of discharged patients receive no aftercare referral and only 35 percent of
schizophrenics applying for treatment receive it. In addition, compliance is a
barrier to continuity of treatment—in one study, only 10 percent of patients
from a state hospital that closed contacted the outpatient facility. Minkoff
has concluded that fewer than 25 percent of discharged patients continue in
regular aftercare programs and fewer than 50 percent continue to take their
medications. 


It is not surprising, therefore, to discover that two-thirds of the
chronic mentally ill living in the community have mild to moderate
symptomatology, while only one-third are asymptomatic. The socialization of the
chronically ill is similar—only 25 percent are fairly socially
active—approximately three-fourths live isolated lives. 


Finally, the work history of discharged patients reveals the true
ravages of serious and chronic mental illness. Only 30 to 50 percent of
discharged patients are employed within the first six months following
discharge, and this percentage drops to 20 to 30 percent at the end of a year.
While previous employment (as with hospitalization and all other functional
predictors) is the best predictor of future employability, the fact that half
of those working before admission do not return to work and that 70 percent of
those who do work, return to less-skilled jobs, indicates the effects of these
illnesses in marketplace terms. 


 Economic Issues Regarding the Chronically  Ill 


The economic factors relevant to the care and treatment of the
chronic mentally ill have an enormous impact on individual patient care as well
as on deinstitutionalization policies. Sharfstein, Turner, and Clark have
analyzed two of the most important economic issues: the costs of chronic mental
illness and the cost-benefit analyses of treatment and care in institutional
versus community settings. 


In fiscal year 1977, health care in this country accounted for 9
percent of the gross national product (GNP). Of that, 15 percent was allocated
to mental health care. Forty percent of the nation’s health care is now paid
for with federal dollars, through Medicaid and Medicare, and over a billion
dollars is spent by the federal government on public assistance to the chronic
mentally ill through SSI. 


The direct costs of mental illness, those incurred by provision of
psychiatric services, were 14.5 billion dollars in 1974—over 1 percent of the
gross national product. Over one-half of these monies went toward institutional
services—30 percent to nursing homes and 23 percent to state and county mental
hospitals. Those sectors of the mental health system providing the care and
treatment for the vast majority of the severely and chronically mentally ill
consume much smaller portions of our expenditures: general hospitals, 12
percent; private psychiatrists, 9 percent; drugs, 5 percent; freestanding Out
Patient Clinics (OPDs), 5 percent; community mental health centers, 4 percent;
general medical services and halfway houses, 3 percent; private mental
hospitals, 3 percent; and private psychologists, 1 percent. It is abundantly
clear from this, that money is not going where the patients are. Current
funding patterns direct monies toward institutional facilities rather than
toward community resources, and the problem of underfunding may be more
correctly described as maldistribution rather than inadequacy of funds. 


The indirect costs of mental illness in 1974 were estimated to be
even greater than the direct costs—almost 20 billion dollars. These costs are
allocated for loss of labor and loss of production due to mental illness. In
all, the mental health bill in 1974 is estimated to have approached 37 billion
dollars—of which 87 percent can be earmarked as having been spent on the care
and treatment of the chronic mentally ill. Thus the myth that America spends
its mental health dollars on the “walking well” and on long-term intensive
psychotherapy seems to be refuted. Again, with 32 billion dollars going toward
the care and treatment of the chronically ill, the issue does not seem to be
that insufficient funds are being expended on this population, but that they
are not being allocated to the right institutions, services, and programs. 


Several recently published studies have explored the issue of
whether it is cheaper to treat patients in community or in institutional
settings. Because state hospitals provide a variety of services (housing, food,
heat, medical and psychiatric treatment, and so forth) under one roof, it has
been easier to calculate the cost of institutional services. When these
services are provided in the community, they are both more difficult for
patients to acquire and more difficult to cost out. Despite the lack of
accurate cost comparisons, state policy makers and community mental health
advocates promoted the concept of deinstitutionalization in part because it
would save money. Is this claim true? 


Sharfstein and Nafziger figured the costs of treatment for one
patient over a fifteen-year period, comparing institutional to community care.
They found that the costs were roughly the same for the first three years, but
that after that, community care cost 10 percent less than hospital treatment. 


Murphy and Datel studied fifty-two patients and found that for their
twelve stratified groups, all but one cost more in the hospital than in the
community. On an average, the yearly saving to the U.S. economy for community
care was 25 percent over that of institutional care. However, it should be
noted that all persons whose costs were calculated were judged to be
“successfully” deinstitutionalized, that one-third were mentally retarded, that
recidivists were dropped from the study, and that the data were extrapolated
from figures used after persons had been deinstitutionalized an average of only
8.5 months. For the state government, however, the saving in
deinstitutionalizing these more intact patients was between 65 and 80 percent,
since care in the community becomes a higher federal expense. 


In another cost-benefit analysis, Weisbrod, Test, and Stein examined
the cost of their program in community care versus hospitalization and
traditional aftercare. They found that the cost of both exceeded $7,200 per
patient a year, although less than half of this expense could be attributed to
direct treatment services. While the community program had both additional
costs and additional benefits for the patients, it was shown that community
care resulted in a 5 percent savings for the total package of care and
treatment. It should be noted that the increased costs of community care
derived from the added treatment services provided and the added benefits were
paid for by the outpatients, whose income was double that of the hospital
patients. 


In sum, these controlled studies demonstrate a 5 to 10 percent
cost-effectiveness advantage for community care; a 25 percent cost reduction
for selected populations of healthier patients and mentally retarded persons;
and a 65 to 80 percent saving for the state resulting from the discharge of
more intact persons previously housed in institutions. The latter finding,
however, points to one of the problems our funding system has encouraged. By
allowing state governments to effect substantial savings by
deinstitutionalizing patients, the federal government covertly encourages
deinstitutionalization, and in the absence of adequate community services and
funding of programs, poorer care and treatment frequently result. 


In addition, while it may be cheaper for the United States to have
an exclusively community-based care system, the institutional system is still
in place at the present time, and adequate funding of both systems has become
less feasible during periods of economic recession. 


 The Problems of the Chronic Mentally  Ill 


The principal concern regarding the chronic mentally ill is their
continued poor care and treatment. Most professionals would agree, that in the
twenty years since deinstitutionalization began, whether in community or
institutional settings, the quality of the patient’s care has not improved. The
media have described vividly the consequences of moving hundreds of thousands
of discharged mental patients into communities where they are ill-equipped to
survive. The media also continue to publicize the poor conditions found in most
of our public mental hospitals. For the public, the problems of the chronically
ill appear in the form of shabbily dressed, bizarre, or demented-looking ex-patients
wandering the cities’ streets or crowded into mental patient ghettos; for
professionals the problems continue to center on the inadequacy of care and
treatment for this population. There are many reasons for this publicly visible
problem and for this professional concern. To assess the opinions of
psychiatrists about the problems posed by and facing the chronic mentally ill,
Talbott conducted a survey in 1975 and found the following: 


The most commonly mentioned problems were: 


•
The
failure of deinstitutionalization to provide patients in either hospital or
community settings with good treatment and care 


•
The
inadequacy, maldistribution and discrimination in funding for this population 


•
The
absence of a continuum of community care and housing facilities 


•
The lack
of a model service system 


•
The
inadequate number of housing and job opportunities, as well as rehabilitation
services 


•
The
negative attitudes about the chronic mentally ill held by legislators, the
public, and mental health professionals 


•
The lack
of definition of the role of psychiatrists and others in caring for this group 


•
The lack
of adequately trained professionals to treat the chronic mentally ill 


•
The lack
of involvement of families in the treatment of the population 


•
The lack
of adequate descriptions of effective programs for the chronically ill 


•
The lack
of continuity of care 


•
The paucity
of community care facilities 


•
The
problems of long-term use of psychopharmacological agents 


•
The lack
of knowledge as to which patients should be treated at what level of care and
in what facilities 


•
The lack
of responsibility for coordination of the delivery of care 


•
The
absence of a single, responsible person to make sure care is provided to those
in need 


From this list, it is apparent that several different but related
areas contribute to the basic problem of inadequate care and treatment of the chronically
mentally ill. These can be grouped into problems in treatment, community care,
governmental responsibility, and societal and professional attitudes. 


Treatment 


It is clear that despite the introduction of phenothiazines in the
1950s, the treatment of the chronic mentally ill in either institutional or
community settings has not met with success. The quality of state mental
hospitals seems to have fallen, and their original goal of providing humane
custodial care in asylum settings seems unachievable today. The resistance of
patients, families, and third-party re-imbursers to insure continuing long-term
care is also a significant problem, as is the lack of respite facilities and
emergency care for the chronically ill. 


Too few professionals have received appropriate training in the care
and treatment of this population and there is too little interchange between
academic settings, wherein much expertise lies, and public sectors, in which
most chronic patients receive their care. The roles of all mental health
professionals, especially those of psychiatrists and non-psychiatric
physicians, need clarification. In addition, research should be accelerated
into what works, for whom, and in what setting; what prevents, maintains, or
encourages chronicity; and what constitutes effective service delivery. 


Community Care 


Supportive services that enable patients to survive in the community
are woefully lacking. There is a need for adequate housing, employment,
transportation, socialization, vocational rehabilitation, and social services,
as well as for an appropriate range of each type of service. The current
options of a state hospital, nursing home, or aftercare clinic for the care and
treatment of the chronically ill are clearly inadequate. In addition, the lack
of continuity of care, aggressive outreach, and vigilant monitoring present
formidable barriers to effective care and treatment. 


Government Responsibility 


Dozens of federal, state, and local governmental agencies have
programs and funding for the chronic mentally ill. At the federal level, many
of these (Medicaid, Medicare, SSI), are based in the Department of Health,
Education and Welfare (HEW), but others are in the departments of Housing and
Urban Development (HUD), Labor, Transportation, and so forth. Each program has
its own standards, target populations, eligibility for funding, and
regulations. As a result, patients do not have ready access to these funds to
provide for their needs. In addition, there is a continuing discrimination
against long-term care, less restrictive alternatives to hospitalization, and
chronic illness. Indeed, there is not only no effective service system for
delivering care and treatment to the chronic mentally ill, there seems to be no
mental health system at all. 


Attitudes 


There are significant negative attitudes about the chronic mentally
ill on the part of patients, families, legislators, and mental health
professionals. In addition to the stigma suffered by all mentally ill persons,
the chronically ill, with few articulate family members to advocate for them,
fewer ego assets, and little empathy-evoking abilities, have less political
clout, less lobbying ability, and less social presence than any group of
have-nots now in need of services. 


 Treatment of the Chronic Mentally  Ill 


Treatment of chronic mentally ill patients is complex and involves
many modes of intervention. One must not only take into consideration the
medical and psychiatric elements of treatment, but the social and
rehabilitative components (housing, socialization, vocational rehabilitation,
and so forth) as well. Since, as May, and Hogarty and associates have amply
demonstrated, the additive effects of medication and talking therapy are
considerable, one must not rely on only one modality of treatment (drugs or
psychotherapy). In this section, the individual elements in the care and
treatment of the chronic mentally ill will be reviewed, with the caution that
the reader must assume that no one mode stands alone in the provision of
effective treatment. 


Medication 


Experts have considered psychopharmacological agents as the single
most important ingredient in the care and treatment of the chronic mentally
ill. The only consistent finding among the studies of relapse among the
chronically ill is that medication is the best preventer of relapse, in both
schizophrenia and the affective disorders. The fact that only 50 percent of
patients discharged from mental hospitals continue to take their medication,
makes patient cooperation and compliance a critical issue for this population.
Much of the discontinuity in treatment occurs at interfaces in the system, and
there is a high rate of patient dropout and lack of follow through after
hospital discharge. A recent study demonstrated that only 22 percent of
discharged patients follow through with aftercare if simply told to call the
mental health center when problems arise, but that the percentage goes up to 68
percent if a specific appointment is made, and to 75 percent if both an
appointment and pre-discharge contact is made. Recidivism rates are decreased
50 percent by such simple measures. 


Hansell has spelled out a comprehensive yet common-sense approach to
consideration of pharmacotherapy with the chronic mentally ill. He lists five
steps: efficacy, necessity, surveillance, cooperation, and emergency. With
patients suffering from either schizophrenia or the major affective disorders,
he cautions the physician to review whether the drug is indeed efficacious and
necessary—suggesting a methodology for reducing the medication to a minimum;
providing drug holidays; and instructing the patient in how to recognize
effectiveness, side-effects, and early warning signs of recurrence. He cautions
the physician to be vigilant, but with the patient’s full understanding and
cooperation. Finally, he suggests that the ability to respond to emergencies
and exacerbations is facilitated by the therapeutic relationship, counseling,
and crisis management. 


Johansen, a psychiatric pharmacist, has further stressed the
requirement of drug monitoring and its importance with the chronically ill. She
advocates a sophisticated, comprehensive program, involving the collaboration
of both the patient and his physician, which includes drug education,
historical review of drug use and response, and drug monitoring (especially
regarding side effects which may prompt the patient to discontinue the
medication). The knowledge that patients who neither possess insight about nor
perceive benefits from their medication will not continue that medication,
demands that the physician ensure that patients do see the value of their
medication. 


Several authors have raised the point that while antipsychotic drugs
are of inestimable value in the treatment of acute schizophrenia, their
usefulness in the treatment of the chronic state is less certain. Hansell
insists, therefore, that the physician be sure that he is dealing with
chronicity and not continue medication when it is not needed. Segal and Aviram
go further. In their recent study, they demonstrate the anti-therapeutic effects
of medication when prescribed to less disturbed patients who were attempting to
reenter society, resocialize, and so forth. The same caution about ensuring the
existence of a chronic or episodic process applies to the affective disorders.
In view of the increasing evidence of the detrimental effects of lithium on the
kidney, consideration should always be given to prescribing tricyclics rather
than lithium to those patients requiring continuing medication. 


Finally, several treatment issues require reemphasis. First, there
are few indications for the prescription of multiple medications (polypharmacy)
for the chronic mentally ill. Second, seeking consent of the patient is
sensible when prescribing long-term medications that have possible detrimental
effects (such as tardive dyskinesia or renal damage). And third, non-responders
may not be absorbing adequate medication and determination of blood levels
should be attempted. 


 Psychotherapy  


Most recent discussion of the use of psychotherapy for the chronic mentally
ill focuses not so much on psychoanalytically-oriented, individual
psychotherapy, as that of a broader amalgam of supportive and directive
therapy. In fact, much effective psychotherapy with this population involves
groups, activities, and what many psychiatrists may regard as social or
vocational rehabilitation. 


May reviewed the studies on the effectiveness of psychotherapy with
the chronically ill and noted that seven studies demonstrated its
effectiveness. He concluded that outpatient group therapy was probably more
effective than individual psychotherapy, that medication alone was insufficient
to prevent relapses, and that while psychotherapy added little to drug
treatment of inpatients, it was helpful with outpatients. 


Lamb suggests that there are several critical elements in the
psychotherapy of the chronically ill that merit special attention. He lists
these as: increasing the patient’s sense of mastery; focusing on the healthy
part of the patient’s life and personality; problem-solving in the
here-and-now; insight into the patient’s symptoms rather than psychodynamics;
taking sides with the patient against his harsh superego; and “putting the
family in perspective.” 


Talbott recently reviewed many aspects of the psychotherapy of the
chronic mentally ill and enumerated several critical areas: therapeutic issues,
therapeutic techniques, therapist attitudes and behavior, and content of
therapy. Among the therapeutic issues that must be addressed by both patient
and physician, he listed: establishing a correct working diagnosis;
collaborating in setting the treatment plan; setting of clear goals;
establishing a working relationship, involving the patient’s family and social
system; understanding the patient’s communications, behavior, and thinking; titering
the patient’s affect so that it is not overwhelming; attending to nonverbal
cues; utilizing psychodynamics without necessarily interpreting them; focusing
on the here-and-now; and avoiding regression. 


The therapeutic techniques employed are 


1.
those used
with sicker patients and at the commencement of treatment (support,
advice-giving, and establishment of the “real” relationship); 


2.
those
employed much of the time (labeling, reality testing, and problem solving); 


3.
those
used in times of relative health (exploration) and regression (suppression);
and 


4.
those
used relatively infrequently, or when the patient becomes more “neurotic”
(clarification, interpretation, and abreaction) 


The attitudes and behaviors of the therapist are highly important to
the success of the therapeutic relationship with the chronically ill. While no
one psychiatrist can embody all the features he considers important, his
knowledge of what is critical may help guide his behavior. The attitudes and
behavior considered important include a positive attitude about the patient and
chronic mental illness, honesty without being pseudo-honest or cruel,
flexibility and resilience, a caring attitude without patronization, tolerance
of uncertainty and dependency, an active role in therapy, a gift for intuitive
thinking, and patience, persistence, dependability, and consistency. 


Finally, Talbott enumerated several issues in the content of
treatment which he felt must be addressed during the treatment of each chronic
mentally ill patient. These were: identifying the precipitating stress;
delineating the defenses and coping patterns; exploring the patient’s fear of
intimacy, his harsh conscience, and flooding by impulses; defining his ability
to function in the real world; and understanding and alleviating the patient’s
emotional dyscontrol. He also concluded that the attitude toward termination
must be open-ended, with the understanding that the patient may return at times
of regression, crisis, or destabilization. 


 Housing  


Residential care programs constitute an essential ingredient in the
total program of care and treatment of the chronic mentally ill. Optimally,
there should be an adequate range of graded facilities offering an individual
patient the opportunity to progress step by step from total dependence
(hospitalization) to total independence (independent living), while also
allowing him the option of staying for indefinite periods at any one stage when
his maximum level of functioning has been achieved. Budson has written a
comprehensive guide to community residential care programs, and the range of
options he describes will be summarized here starting from the most structured
and dividing the facilities into those with staffing, those offering
independent living, and finally those operated under proprietary ownership. 


Those facilities that have staffing include nursing homes,
quarter-way settings, halfway houses, Fairweather Lodges, and long-term group
residences. Nursing homes are the most highly structured, highly staffed, and
restrictive settings. Because they were designed for medically ill patients,
those with physical or multiple handicaps, and the elderly, nursing homes may
prevent growth, be antitherapeutic, and not allow younger, chronic mentally ill
persons to progress to higher levels of functioning. Quarter-way settings tend
to be wards, with fewer staff than normal, established in mental hospitals to
encourage skills in everyday living (such as cooking, shopping, laundering
clothes, banking) and promote return to more independent settings. Halfway
houses are one step further removed from the hospital. They are located in the
community, have on-site staff and programs, and serve a younger, more
vocationally able patient who has retained his ties with the community. Despite
the hope that hundreds of such houses would be instituted across the country,
as of 1973, there were only 200 in the United States with a capacity of 9,000
persons. Their success rate in preventing recidivism, however, is admirable.
Rog and Raush showed that only 20 percent of patients seen in halfway houses
are readmitted, while 58 percent are living independently, and 55 percent are
employed or in school. Fairweather Lodges1 
represent a more comprehensive attempt to move persons from hospital to
community settings. Their basic premise is that groups of patients, taught the
skills of everyday living and survival in an interdependent fashion, can move
from hospital to lodge to group living. Integral to the program is the
utilization of sheltered work. 


A forty-month follow-up of persons using the lodge program
demonstrated that they spent only 20 percent of their time in hospital while
controls spent 80 percent. The last type of staffed facility is the long-term
group residence. Staffed more richly than halfway houses, these units are best
suited for persons who may stay longer than a year, as opposed to those who use
halfway facilities as transitional living arrangements. 


Those facilities that do not have onsite staff range from
semi-independent to totally independent ones. Cooperative apartments represent
the first step in this series. Compared to halfway house residents, patients in
these settings tend to be older, more chronic, and have fewer vocational skills
and community ties. Cooperative apartments are either leased by the mental
health agency or a related nonprofit corporation, and/or their leases shared
with the patients, who live in groups of two to five. They pay their own rent,
share in household chores, and have professional supervision with crisis
intervention readily available. Work camps in rural environments serve patients
who cannot yet survive in independent rural housing, but do not need the
structure offered by an institution. They function as a working farm, with
daily chores and work activities, and supervision and care is available as
needed. Foster care represents another concept altogether. Based on a
centuries-old program in Gheel, Belgium, such placements are run by a non-clinical
caretaker, who provides housing for one to four persons, often elderly or
mentally retarded. Other necessary services are provided in the nearby
community. A problem with foster care, despite its attractiveness, is that the
caretaker may offer nothing more stimulating than custodial care, and no growth
for the patient is possible if he does not successfully pursue outside
programs. 


Totally independent living, in individual apartments or homes, is
provided by some programs. While such satellite housing or apartments may be
found or initially leased by the program, the ex-patient assumes responsibility
for the lease and upkeep of the housing, as well as the attendance at social
programs and psychiatric/medical services. One other innovative service should
be described, despite the fact that to date there has been only one of its kind
and apparently it no longer functions. It is the crisis hostel—a community
residence located near a psychiatric facility, where patients go for respite
housing as an alternative to inpatient admission. The hostel is supervised by a
nonclinical houseparent, and patients receive medication from a nurse and
participate in programs at the hospital. 


The last large category of housing options is that of the private
(proprietary) facilities. Whether designed as hotels (welfare or single-room
occupancy) or homes for adults (PPHAs), they usually provide neither relief
from social isolation, despite their size, nor appropriate rehabilitation or
treatment. Board and care homes, California’s proliferating alternative to
hospitalization, carry the same hazard of fostering regression and inhibiting
growth. 


There are several programs that offer a range of treatment options
under one umbrella. Transitional Services, Inc. (TSI) has a four-step program:
assessment centers which are medium-sized group homes with maximum supervision;
learning centers which have six to twelve units with moderate supervision;
semi-independent apartments with minimal supervision; and independent
apartments where services are not provided unless asked for. TSI is not a
mental health service, but views itself as a housing/living agency that tries
to build continuation of aftercare into ex-patients’ lives. 


Test and Stein have provided a conceptualization of the
decision-making process in selection of the correct housing alternative for
each patient. They suggest that the appropriate environment should ensure that
the patient’s needs are met, but not meet needs that the individual can manage
by himself. 


Despite the growth of housing options in the past few decades, there
is still a dearth of adequate alternatives. This is due to several factors.
First, community resistance to establishment of such services continues to be
considerable. This forces patients and staffs to seek housing in rundown or
undesirable areas, creating ex-patient ghettos. Second, funding to develop
these alternatives continues to be extremely limited. Under the 1978 HUD
initiative, 18 million dollars were allocated for housing for the chronic
mentally ill. Part of this fund was to subsidize loans for group homes,
apartments, and halfway houses and part to provide rental subsidies to allow
for repayment of the loans. But 18 million dollars represents only a start.
Third, regulations for obtaining funding and establishing housing alternatives
remain exceedingly cumbersome. At one time, in New York State, there were more
than forty-seven steps in the process, and the need to gain approval from more
and more community bodies extends the length of the process. And lastly, as
deinstitutionalization proceeds, there is no provision for those who will
continue to need an asylum setting that provides adequate custodial care. The
development of community asylum settings or domiciliary care institutions is
imperative. 


 Social Rehabilitation  


While social and vocational rehabilitation are usually
conceptualized, referred to, and indeed delivered together, they really
constitute two separate modes of intervention for psychiatric patients and will
be presented separately. In addition, while some consider treatment and
rehabilitation to be separate and some consider them synonymous, others,
including the author, think that rehabilitation is one portion of the total
treatment. In any case, the boundaries are not sharp. However, rehabilitation
does stress disability rather than disease, focuses on assets not deficits, and
aims at restoration of functioning rather than relief of symptoms. 


Skills in everyday living are critical to survival in the community
for the chronic mentally ill. One glaring fault of deinstitutionalization,
especially in its earliest days, was its failure to anticipate the degree of
social ineptness of discharged patients. While the armed forces have elaborate
programs to reorient servicemen, who retire after twenty to thirty years from a
peculiar form of dependent living, state hospitals apparently expected patients
hospitalized for decades and without such preparation to somehow negotiate
complex and ill-marked transit systems, maintain budgets and handle money
wisely, and select and prepare nutritious food. In retrospect, this failure to
teach skills necessary to survive in our complex, urbanized, twentieth-century
American environment was a catastrophic omission. 


The skills of everyday living—banking, money management, and
budget-planning; shopping, cooking, and serving food; learning and using
transportation systems; grooming, buying clothes, and dressing appropriately;
attending to personal hygiene; and using leisure time wisely—are critical to
every patient’s life. Any program of merit for the chronically ill now stresses
the teaching of these skills. An exemplary program in Philadelphia, the
Enablers Program, uses indigenous members from the patient’s community to teach
these survival skills others take for granted. This approach increases a
patient’s chance of returning to full functioning in his particular community. 


In addition, it is critical to provide persons with chronic mental
illness the opportunity to gain or regain the ability to get along with others,
to participate in social activities, and to communicate effectively and
directly their thoughts and needs to others. Structured programs, such as
activity groups, therapeutic groups, therapeutic milieus, individual
counseling, and training, all contribute to acquisition of these abilities. 


In the 1930s, Joshua Bierer recognized the need for ex-patients to
participate in many different social activities, structured and unstructured,
and to benefit from professional guidance and planning. In his Marlborough
Experiment, he pioneered in the establishment of patient-run social clubs; day,
night, and weekend hospitals; rehabilitative aftercare; community hostels; and
patient self-help groups (Neurotics Nomine). 


More recently in this country, we have seen the gradual emergence of
numerous psychosocial rehabilitation centers, which combine housing,
socialization, and vocational rehabilitation. Programs such as Fountain House,
Horizon House, Thresholds, and so forth, concentrate on putting together in one
setting all the ingredients necessary for successful rehabilitation to full community
life. 


Given the early onset of some mental illness (for example,
schizophrenia), habilitation—the learning of new skills to enable persons to
reach levels of functioning they have never achieved before—may be more
pertinent than rehabilitation. Another aspect, mentioned by Lamb, is the thin
line that separates patients’ high but realistic expectations from unrealistic
goals. Patients who attempt to attain unrealistic levels of functioning become
frustrated and often regress, while patients with low-level goals may stagnate. 


 Vocational Rehabilitation  


The primary goal of vocational rehabilitation is to evaluate the
past and current work capacity of the patient and return him to his highest
possible level of functioning. Again, in many cases habilitation, not
rehabilitation, is meant, and the level of functioning that is aimed for may
actually be higher than that previously achieved by the patient. It is
important that the physician not assume that because of the severity of either
the patient’s diagnosis or illness, his work capacity is similarly deficient.
Many chronic schizophrenics work successfully throughout their lifetimes in
special settings (such as the post office), while other neurotic patients (for
example, with severe compulsions) cannot work at all. 


Vocational rehabilitation consists of several discrete sub-entities:
prevocational assessment, counseling, and remuneration in a variety of
settings; sheltered workshops; transitional placements; placement services; and
long-term or terminal vocational settings. Prevocational assessment and
counseling consists of a functional assessment of the patient’s particular work
skills and his ability to work in various settings, under various conditions.
Also included is an evaluation of his attitudes, behaviors, and expectations
about work. These assessments are usually conducted in health settings
(hospitals, community agencies, or psychosocial rehabilitation centers) by use
of formal interest and aptitude testing and work samples, but some agencies
(for example, Council House in Pittsburgh, Pennsylvania) conduct assessments at
the job site. 


Sheltered workshops are work settings where real work is performed
by patients, side by side with staff, with professionally trained supervisors
or foremen as well as clinically trained counselors. Because most employers
feel that they can train motivated employees to do a particular type of work,
prevocational programs and sheltered workshops often teach patients about work
(interest, neatness, responsibility); behavior related to work (promptness,
care, courteousness); and expectations about work (as demeaning or grandiose,
offering rapid advancement without a track record, and the like) rather than
the particular skills (typing, lens-grinding, and so forth). Rather than impart
specialized skills, they attempt to alter maladaptive behavior so the patient
can succeed in the marketplace. 


Transitional placement consists of placements in industry where a
certain number of patients can try out genuine employment. Patients in transitional
placements are able to begin regular work, have a sense of reality of the work
world, and assume permanent employment when they feel comfortable in doing so.
Many programs, private and governmental, offer placement services to facilitate
the patient’s search for regular employment. One other service that is a
necessary element in the range of vocational services needed by the chronic
mentally ill is that of long-term or terminal vocational settings or sheltered
workshops. Partly because of government’s reluctance to continue a long-term
maintenance situation without the guarantee of “cure” or “rehabilitation,” and
partly because of society and psychiatry’s reluctance to admit that certain
patients will never return to full community life—we have too few of these
placements and too little funding for existing programs. 


There are several programs connected with vocational rehabilitation
that are worth noting. First, given a national unemployment rate in recent
years of 5 to 12 percent and regional variations of these figures (over 25
percent for young blacks), the availability of jobs for marginal persons is
often insufficient. Second, some patients are unwilling to work, and their
resistance and reluctance may frustrate the well-meaning professional. Third,
SSI has an inherent disincentive built into the resumption of paid employment—
one which must be addressed from a policy standpoint if we intend to return
many of our chronic mentally ill to the work force. Finally, there is a great
need for part-time employment opportunities for those chronic mentally ill who
cannot return to full-time employment. 


 Case Management  


Two problems have become glaringly apparent as the process of
deinstitutionalization has progressed. First, ensuring that discharged patients
have access to and obtain all the services they did in an institution (food,
shelter, socialization, medical and psychiatric treatment) is a difficult task.
Second, finding a single point of responsibility for the total care and
treatment of the chronic mentally ill has proved difficult. Case management
seeks to remedy these problems by making sure that one person, team, or agency
is responsible for the patient to ensure that he receives all the services he
needs and that at least one person is in contact with all elements in the
complex system of care and treatment. 


The tasks of case management have been defined as including
assessment of needs, planning for service provision, linking the patient up
with needed services, monitoring the provision of services, advocating for
services, reviewing and updating the treatment plan, developing additional
resources, providing direct services (from psychotherapy to escort services),
integrating services, and expediting them. 


Who should perform these various tasks has been a matter of dispute.
Ideally, an intact family can often be the best case management resource, but
many blood relatives of the severely and chronically mentally ill are
themselves impaired. Traditionally, social workers have performed many of these
tasks, but in the past few decades, the profession of social work has turned
away from case work and direct service provision toward the practice of
psychotherapy. In truth, most physicians perform the role without knowing it,
and may indeed be the most capable of doing so, as long as they recognize the
need for a broader array of services, comprehend the necessity of a community
support approach, and have the time and interest. The paucity of intact
available family members, the decreasing numbers of interested social workers,
and the insufficient number of psychiatrists in the country, have, however, led
some planners to call for a new profession or paraprofession of case managers
to assume this role. Whether this new paraprofession is the answer is problematic,
given the history of other paraprofessional efforts in the mental health field. 


Certainly, there remain several critical unanswered questions about
case management. Is it best performed by the person who has the most
information about the patient, such as the psychotherapist? Is it best
performed by a team rather than an individual? Is it best performed by a
professional or paraprofessional? These and other questions will have to be
answered in the next few years if these case management services are to be
provided more expeditiously. 


 Effective Program and Service Systems  


In the 200 years of organized mental health care of the chronic
mentally ill, neither hospital nor community programs have demonstrated
impressive effectiveness in treating the severely and chronically mentally ill. 


However, recently there have been a number of program and service
systems that combine the treatment and care described in the preceding
sections. While still isolated and experimental, such systems have been
described in detail and scientifically based evaluation studies have been
conducted, allowing others to attempt their replication. 


Programs for the chronic mentally ill are basically of two types:
institutional programs attempting to return patients successfully to community
life; and community programs that try to keep chronic mentally ill persons
functioning at an effective level in their communities. The best description of
the former is by Paul and Lentz. They described their four-and-a-half-year
program, which teaches state hospital patients skills necessary to everyday
living through a resocialization-relearning program oriented along behavioral
modification lines. On outcome, their study group had a readmission rate of
less than 10 percent over the year-and-a-half period following discharge, while
the control group treated with milieu therapy had a readmission rate of 30
percent, and those treated with “traditional” state hospital treatment, 50
percent. 


The program that best exemplifies the community approach to
treatment of the chronic mentally ill is that described by Stein and Test.
Their Training in Community Living Program (TCL) takes randomly selected
patients who otherwise would have been admitted to a state hospital. Employing
retrained staff from a state hospital ward and concentrating on skills in
everyday living, providing linkage with essential services, and ensuring
medical and psychiatric treatment, their program also sharply decreased the
amount of time spent in hospital compared to their hospital-treated controls.
In addition, they discovered that the group they treated had less
symptomatology than their controls, the burden to the patients’ families and
communities was no greater than that of the controls, their self-esteem levels
were the same, and the quality of life of both groups was the same. 


Two recent publications provide further descriptions of apparently
successful programs for the chronic mentally ill. While often touted as “model”
programs, these descriptions do not so much offer models as examples of
programs that seem to work in certain areas (for example, rural, urban,
nonindustrial), with certain populations (first-break schizophrenics, multiply
admitted chronic patients, children, the aged), from certain institutional
bases (nursing homes; state, general, and private hospitals; CMHCs; and
freestanding community agencies). As Bachrach has noted, rather than replicable
models, they offer examples to others who must then adapt their own programs to
local exigencies and conditions. 


There are certain characteristics that seem to typify the newer and
more successful programs for the chronic mentally ill. Barter notes that such
programs have leaders who understand chronic illness and know what they are
doing; have effective outreach, advocacy and monitoring systems; provide highly
individualized treatment; show appreciation of small progress in their patient
populations; have sound vertical and horizontal administration; and have
effective accountability and responsibility systems. Bachrach also notes that
they assign top priority to the most severely impaired, link their programs
with other resources, provide patients with a range of needed services,
individually tailor treatment, adapt programs to meet local needs, utilize
specially trained staff, have accessible liaisons with hospital units, and
provide good internal evaluation of their operations. Talbott concludes that
there are several more important characteristics of successful programs: their
ability to conceptualize and win necessary community support; their
concentration on the factors known to help survival in the community, such as
medication and skills in everyday living; and their effective use of a case
management approach. 


It should be emphasized, however, that despite impressive progress
in beginning to understand what works and what doesn’t for the chronic mentally
ill, there is a long way to go. The programs described require continued
appraisal, replication, and comparison. The process of teasing out exactly what
it is in each program that works needs to be continued. 


When it comes to looking at the larger picture—that of the state,
regional, or national mental health systems—the situation is even more
tentative. While several states have begun to deal with the problem of the chronically
ill on a statewide or systems level, and while the National Institute of Mental
Health has initiated a community-support program to fund new programs for the
chronically ill, nationally there remain a huge number of formidable tasks to
be accomplished if effective care and treatment of the chronic mentally ill is
ever to be realized. 


 The Future  


In its “Call to Action on The Chronic Mental Patient,” the American
Psychiatric Association spelled out the magnitude of the problem and the
multiplicity of solutions needed if the current situation were to be remedied.
These included changes in: 


1.
the funding of services to the chronic
mentally ill, so that discrimination against long-term care and maintenance in
the community would be eliminated and funding could follow patients from
institutional to community settings; 


2.
the attitudes all Americans hold about the chronic
mentally ill; 


3.
the role of the psychiatrist (who has been leaving
the field of public psychiatry), making him more involved in planning,
implementation, and monitoring of services to the chronically ill; 


4.
the current administrative structure, which
fragments funding, program planning, and service provision; 


5.
research efforts to provide increased
understanding of epidemiology, prevention of chronicity, evaluation of what
treatment works for which patients, and the like; 


6.
training priorities so that medical
students, psychiatric residents, and practicing physicians, who all receive too
little training in the care and treatment of chronic patients, understand
more about effective modern programs; and 


7.
legislation that discriminates against the
chronically ill. 


It is clear that no single or simple solution will solve the
multitude of problems posed by and encountered by the chronic mentally ill.
Many small steps must be taken in research, training, and service delivery if
the current deplorable situation is to change. 
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Notes


1 
Fairweather Lodges, developed by George Fairweather, are intermediary
facilities between hospital settings and community living. They are group
residences, where the staff is available for training patients in the skills of
everyday living and where patients can learn to live inter-dependently. 


CHAPTER 20

APPROACHES TO FAMILY THERAPY1



Ira D. Glick, David R. Kessler, and John F.
Clarkin


Definition


Marital and family treatment can be defined as a professionally
organized attempt to produce beneficial changes in a disturbed marital or
family unit by using essentially interactional, nonpharmacological methods. Its
aim is the establishment of more satisfying ways of living for the entire
family and for individual family members.


Family therapy is distinguished from other psychotherapies by its
conceptual focus on the family system as a whole. Major emphasis is placed on
acknowledging that individual behavior patterns arise from, and inevitably feed
back into, the complicated matrix of the general family system. Beneficial
alterations in the larger marital and family unit will therefore have positive
consequences for the individual members, as well as for the larger systems
themselves. The major emphasis is placed upon understanding and intervening in
the family system’s current patterns of interaction; the origins and
development of these patterns of interaction usually receive only secondary
interest.


In many families, some member or members may be “selected” as
“symptom bearers.” Such individuals will then be described in a variety of ways
that will amount to their being labeled “bad,” “sick,” “stupid,” or “crazy.”
Depending on what sort of label such individuals carry, they, together with
their families, may be treated in any one of several types of helping
facility—for example, psychiatric, correctional, or medical.


But there may not always be an identified
patient. Occasionally a marital or family unit presents itself as being in
trouble without singling out any one member. For example, a couple may realize
that their marriage is in trouble and that the cause of their problems stems
from interaction with each other and not from an individual partner.


The intrapsychic system, the interactional family system, and the
sociocultural system can be viewed as a continuum. However, different
conceptual frameworks are utilized when dealing with each of these systems. A
therapist may choose to emphasize any of the points on this continuum, but the
family therapist is especially sensitive to, and trained in, those aspects
relating specifically to the family system; he is aware of both its individual
characteristics and the larger social matrix.


Family therapy is not necessarily synonymous with conjoint family therapy (in which the
entire family meets together consistently for therapy sessions). For example,
instead of having regular sessions with the entire family, one of the clinical
and theoretical pioneers in the family field has in recent years been
experimenting with the almost exclusive use of the healthiest member of the
family system as the therapeutic agent for change in the family unit. This
therapist has also reported on his use of somewhat indirect means (for example,
provocative letters to family members) as an imaginative way to conduct family
therapy; that is, to bring about change or movement in a family system.


There are instances in which a family may be seen together while the
therapist’s frame of reference remains limited to that of individual
psychotherapy. Family members in such a setting may be treated as relatively
isolated individual entities. In effect then, such a therapist may be
practicing conventional individual psychotherapy in a family therapy setting.


Family therapy might broadly be thought of as any type of
psychosocial intervention utilizing a conceptual framework that gives primary
emphasis to the family system and that, in its therapeutic strategies, aims for
an impact on the entire family structure. Thus, any psychotherapeutic approach
that attempts to understand or to intervene in an organically viewed family
system might fittingly be called “family therapy.” This is a very broad
definition and admits various points of view, both in theory and in therapy.


Historical Overview of the Differing Approaches


Current approaches have been synthesized from such fields as
psychology, psychiatry, sociology, psychoanalysis, game theory, communication
theory, Gestalt therapy, and the like. How did this state of affairs come
about? The significance attributed to the family’s role in relation to the
psychic and social distress of any of its members has waxed and waned over the
centuries. The important role of the family with regard to individual problems
was mentioned by Confucius in his writings, as well as by the Greeks in their
myths. The early Hawaiians would meet as a family to discuss solutions to an
individual’s problem. For a long time in our own culture, however, what we now
call mental illness and other forms of interpersonal distress were ascribed to
magical, religious, physical, or exclusively intrapsychic factors. It was not
until the turn of this century that individual psychodynamics were postulated
by Freud to be the determinants of human behavior. Although he stressed the
major role of the family in the development of individual symptoms, he believed
that the most effective technique for dealing with such individual
psychopathology was treatment on a one-to-one basis. At about this same time,
others working with the mentally ill began to suggest that families with a sick
member should be seen together, and that the mentally ill should not be viewed
“as individuals removed from family relationships.” Eventually, psychiatric
social workers in child guidance clinics, who often saw parents individually or
together, began to recognize the importance of dealing with the entire family
unit.


In the 1930s a psychoanalyst reported his experience in treating a
marital pair. And in the 1940s, Frieda Fromm-Reichmann postulated that a
pathologic mother (called the “schizophrenogenic mother”) could induce
schizophrenia in a “vulnerable” child. This speculation led other
psychoanalysts to study the role of the father. Their work suggested that the
father also plays an important role in the development of psychopathology. At
the same time, Bela Mittelman began to see a series of marital partners in
simultaneous, but separate, psychoanalyses. This approach was quite innovative
because psychoanalysts had previously believed that this method of treatment
would hinder the therapist from helping his patient, since it was thought that
neither spouse would trust the same therapist and consequently would withhold
important material. Therefore, the other marital partner was usually referred
to a colleague.


Outside the field of psychiatry proper, marital counselors,
ministers, and others have been interviewing spouses together for some time. In
the early 1950s the first consistent use of family therapy in modern
psychotherapeutic practice in the United States was reported by several
different workers. Nathan Ackerman began utilizing family interviews in his
work with children and adolescents; and Theodore Lidz and associates, as well
as Murray Bowen, began a more extensive series of investigations of family
interactions and schizophrenia. Gregory Bateson and associates, and Lyman Wynne
and associates then embarked on the more intensive study of family
communication patterns in the families of schizophrenic patients compared to
families in which the patient had another psychiatric disorder.


It was not until the early 1960s, however, that these ideas were
integrated into a general theory of family interrelationships, thereby shaping
the modern field of family therapy. Various schools of thought developed and
journals such as Family Process were
established. Many people became interested in learning about family therapy and
in utilizing its techniques. As a matter of fact, a recent poll taken of
California psychologists showed that 90 percent (as expected) practiced
individual therapy, but now more than
60 percent also practiced family therapy, while only 30 percent were doing
group therapy. These statistics illustrate the rise in the growth of the family
therapy field in just two decades. During the 1970s the use of family therapy
was expanded to include the application of a “broad range of psychiatric
problems with families differing widely in socioeconomic origin.” The results,
however, remained poor until crisis-oriented and short-term methods were
developed to meet the needs of these families.


Evaluation Using Differing Approaches


There are several points of view regarding the type and quantity of
the evaluative data to be gathered. Some family therapists begin with a
specific and detailed longitudinal history of the family unit and its
constituent members that may perhaps span three or more generations. This
procedure has the advantage of permitting the family and the therapist to go
over together the complex background of the present situation. The therapist
will begin to understand unresolved past and present issues, will usually gain
a sense of rapport and identification with the family and its members, and may
then feel more comfortable in defining problem areas and in planning strategy.
The family, for its part, may benefit by reviewing together the source and
evolution of its current condition—a clarifying, empathy-building process that
was not previously engaged in by its members. The good and the bad are brought
into focus, and the immediate distress is placed in a broader perspective.
Sometimes a family in crisis, however, is too impatient to tolerate exhaustive
history gathering, and in acute situations lengthy data gathering must be
curtailed.


Other therapists do not appear to rely heavily on the longitudinal
approach, attempting instead to delineate the situation that has led the family
to seek treatment and to obtain a cross-sectional view of its present
functioning. This procedure has the advantage of starting with the problems
with which the family is most concerned, and it will not be as potentially time
consuming or as seemingly remote from the present realities as the preceding
method. The therapist, however, may not emerge with as sharp a focus on
important family patterns, and much of the discussion may be negatively tinged
because of the family’s preoccupation with its current difficulty.


More experienced (and often more courageous) therapists may severely
curtail past history gathering and may also minimize formalized discussions of
the family’s current situation. They may begin, instead, by dealing from the
onset with the family’s important characteristic patterns of interaction as
they are manifested in the interview setting. They may tend to utilize
primarily, or exclusively, the immediate “here and now” observable family
transactions. The therapist, understanding these transactions to be
characteristic of the family, will clarify and comment on them, and intervene
in a variety of ways. This approach has the advantage of initiating treatment
right from the outset, without the delay of history gathering. There is often a
heightened sense of emotional involvement, and more rapid changes may occur.
Sometimes families are overwhelmed by such an approach, however, feeling
threatened and defensive. Also, when specific information and patterns are
allowed to emerge in this random fashion, the therapist does not always have
the same degree of certainty as to whether the emerging family patterns are
indeed relevant and important.


To a considerable extent these differences in technique may mirror
differences in the therapist’s training, theoretical beliefs, and temperament.
Most therapists, however, probably use combinations of these approaches as the
situation warrants, for there is no evidence of one technique being superior to
the others.


Obviously, there is more than one way to evaluate a family—each way
potentially useful—depending on the situation. The procedure offered in the
evaluation outline depicted in table 20-1 combines, in a somewhat condensed
manner, useful aspects of the first two approaches already discussed. It offers
a practical alternative to gathering an exhaustive history or to plunging into
the middle of the family interaction.


Formulating the Family Problem Areas


When meeting with the family, the therapist experiences its patterns
of interaction and uses the data obtained in order to begin formulating a
concept of the family problem. Data for these formulations may come from
historical material, but just as important will be what the therapist has
observed in personal contact with the family. This will help to form a basis
for hypotheses and therapeutic strategies. The data gathered from the outline
provided (see table 20-1) should permit the family therapist to pinpoint
particular areas or aspects of the family that may require attention. In
addition, the data assist in laying out a priority system, so that the
therapist can decide which areas of the family problem should be dealt with
first. The data also clarify therapeutic strategy and the tactics indicated for
the particular phases and goals of treatment.


Family Patterns of Communicating Thoughts and
Feelings


Depending on the approach, some of the areas of communication to be
assessed include: (1) expressions of affection, empathy, and mutual support;
(2) areas of sexual satisfaction and dissatisfaction; (3) daily interaction,
including the sharing of activities; (4) flexibility of roles, rivalry and
competition, and the balance of power; (5) major conflicts in the marital
relationship, including development intensity and means of resolving conflict;
and (6) relationships to family, including children and friends. To what extent
does the family group engage in meaningful and goal-directed negotiations,
rather than being engulfed in incoherent, aimless talk?


Table 20-1 Outline for Family Evaluation2




 
  	I. Current Phase of Family Life Cycle
  	
  	
 

 
  	II. Explicit
  Interview Data
  	
  	
 

 
  	
  	A. What
  is the current family problem?
  	
 

 
  	
  	B. Why does the family
  come for treatment at this time?
  	
 

 
  	
  	C. What is the
  background of the family problem?
  	
 

 
  	
  	
  	1) Composition and
  characteristics of nuclear and extended family, e.g. age, sex, occupation,
  financial status, medical problems, etc.
 

 
  	
  	
  	2) Developmental history
  and patterns of each family member
 

 
  	
  	
  	3) Developmental history
  and patterns of the nuclear family unit
 

 
  	
  	
  	4) Current family
  interactional patterns (internal and external)
 

 
  	
  	D. What is the history
  of past treatment attempts or other attempts at problem solving in the
  family?
  	
 

 
  	
  	E. What are the family’s
  goals and expectations of the treatment? What are their motivations and
  resistances?
  	
 

 
  	III. Formulating the
  Family Problem Areas
  	
  	
 

 
  	
  	A. Family patterns of
  communicating thoughts and feelings
  	
 

 
  	
  	B. Family roles and
  coalitions
  	
 

 
  	
  	C. Operative family
  myths
  	
 

 
  	
  	D. Family style or
  typology
  	
 

 
  	IV. Planning and
  Therapeutic Approach and Establishing the Treatment Contract
  	
  	
 





Other factors of communication assessment include the general
feeling tone of the family and of individual members, dyads, and triads,
together with appropriateness, degree of variability, intensity, and
flexibility. Questions to be considered might include: To what extent does the
family appear to be emotionally “dead” rather than expressive, empathic, and
spontaneous? What is the level of enjoyment, energy, and humor? To what extent
does there appear to be an emotional divorce between the marital partners? To
what extent is the family system skewed around the particular mood state or
reaction pattern of one of its members?


Family Roles and Coalitions


Differing models of evaluation ask to what extent does the family
seem fragmented and disjointed, as though made up of isolated individuals. Or
does the family appear rather to be one relatively undifferentiated “ego mass”?
To what extent is the marital coalition the most functional and successful one
in the family system? To what extent are there cross-sectional dyadic
coalitions that are stronger than the marital dyad? How successfully are power
and leadership issues resolved? To what extent is this a schismatic family in
which there are two or more alliances seemingly in conflict with one another?


Operative Family Myths


Some individuals in families are “selected” to be “bad,” “sick,”
“stupid,” or “crazy,” and often these roles constitute a kind of self-fulfilling
prophecy. Families as well as individuals function with a set of largely
unexamined fundamental attitudes that have been termed “myths.” These markedly
influence the family’s manner of looking at and coping with itself and the
world.


Family Style or Typology


There is no one way of classifying, or making universally applicable
the complexity of marital and family life styles. Some of the characterizations
presented in table 20-2 may be found helpful, depending on the circumstances
and the therapist’s approach.


After the evaluation data have been gathered and formulated into
hypotheses and goals regarding important problem areas, the therapist is ready
to consider what therapeutic strategies will be appropriate.


Differing Approaches to Treatment Elements of Psychotherapy and Their
Relationship to Family Therapy


1.
A good patient-therapist relationship.


2.
Release
of emotional tension.


3.
Cognitive
learning.


4.
Operant reconditioning of the patient toward
more adaptive behavior patterns by explicit or implicit approval-disapproval
cues and by a corrective emotional relationship with the therapist.


5.
Suggestion and persuasion.


6.
Identification with the therapist.


7.
Repeated reality testing or practicing of new
adaptive techniques in the context of implicit or explicit emotional
therapeutic support.


Family therapy, too, may use all eight of these elements to improve
the overall functioning of the entire family. The particular mix of the
elements will vary with the specific needs of the family. There is hardly any
specific technique of individual or group therapy that could not in some way or
another be adapted for use in family therapy.


Currently, there are a number of differing approaches for treating families.
Each may emphasize different assumptions and types of interventions. Some
therapists prefer to operate with one strategy in most cases; others may
intermix strategies depending on the type of case and the phase of treatment.


The type of strategy is sometimes made explicit by the therapist; in
other instances it remains covert; but irrespective of whether a therapist
specializes in one approach or is eclectic, some hypotheses will be formed
about the nature of the family’s difficulty and the preferable approach to
adopt.


Table 20-2 Family Style or Typology



 
  	Classification 1: Based on rules for defining
  power
  	 
 

 
	 
  	1.
  The symmetrical relationship


  2.
  The
  complementary relationship


  3.
  The
  parallel relationship
 





In symmetrical relationships, both people exhibit the same types of
behavior (which minimize the differences between them), role definitions are
similar, and problems tend to stem from competition.


In complementary relationships, the two people exhibit different
types of behavior, and this is found most often in the so-called traditional
marriage. This form maximizes differences and tends to be less competitive and
often highly workable. Unless role definitions are agreed on, however, serious
problems can result.


In parallel relationships, the spouses alternate between symmetrical
and complementary relationships in response to changing situations.



 
  	Classification 2: By Parental Stage
  	 
 

 
  	 
  	The move from the dyadic marital
  configuration to the larger, more complex one involving children tends
  inevitably to bring with it the potential for increased activities. Possible
  subcategories under this classification are as follows:


  1.
  Before children


  2.
  Early childhood


  3.
  Latency and adolescent children


  4.
  After the children have left home (empty-nest
  syndrome)
 






 
  	Classification 3: By Level of Intimacy
  	 
 

 
  	 
  	1. The conflict-habituated
  marriage is characterized by severe conflicts, but unpleasant as it is, the
  partners are held together by fear of alternatives.


  2. The devitalized marriage
  has less overt expressions of dissatisfaction, with the marital partners
  conducting separate lives in many areas. This interaction is characterized by
  numbness and apathy and seems to be held together principally by legal and
  moral bonds and by the children.


  3. The passive-congenial
  marriage is “pleasant” and there is a sharing of interests without any great
  intensity of interaction. The partners’ level of expectation from the
  relationship is not very high, and they derive some genuine satisfaction from
  it.


  4. The vital marriage is
  intensely satisfying to the spouses in at least one major area, and the
  partners are able to work together.


  5. The total marriage,
  which is very rare in the investigators’ findings, is characterized by
  similarity to the vital marriage except that the former is more intense and
  satisfying in the whole range of marital activities.
 






 
  	Classification 4: Personality Style
  	 
 

 
  	 
  	1. The obsessive-compulsive
  husband and the hysterical wife. Conflicts of intimacy often become of major
  importance.


  2. The passive-dependent
  husband and the dominant wife. Power is the central theme of this system.


  3. The paranoid husband and
  the depression-prone wife.


  4. The depression-prone
  husband and the paranoid wife.


  5. The neurotic wife and
  the omnipotent husband. Power is the primary conflict area. The wife’s
  resentment is expressed through depression and a variety of other symptoms.
 





These material styles often work very satisfactorily if the needs of
the two partners are met and if they are not overly inflexible in their
application. Problems arise only when the cost of keeping the system going is
too high—when one spouse changes, thereby upsetting the system, or when one
partner indicates the desire to change the “rules.”



 
  	Classification 5: Descriptions of Families in Treatment
  	 
 

 
  	 
  	No overall concept or model underlies the following six clusters;
  they are descriptive in nature. Because they were derived from families
  referred for treatment, the clusters imply a generally maladaptive tendency.


  1. Constricted. Characterized by excessive restriction of a major
  aspect of family emotional life, such as expression of anger, negative
  affect, or ambivalence. These emotions become internalized into anxiety,
  depression, and somatic complaints. The presenting patient is often a
  passive, depressed child or young adult.


  2. Internalized (“enmeshed”). Characterized by a fearful,
  pessimistic, hostile, threatening view of the world, leading to a constant
  state of vigilance. Such a family has a well-defined role structure, high
  family loyalty, and a pseudo-mutual bond between parents.


  3. Object-focused. Characterized by overemphasis on the children
  (“child centered”), the outside community, or the self (“narcissistic”).
  Motivation for treatment depends on the willingness of the marital couple to
  form an effective coalition.


  4. Impulsive. Characterized by an adolescent or young adult acting
  out anger toward a parent onto the community or expressing his or her
  parents’ difficulties in a socially unacceptable way.


  5. Childlike. Characterized by spouses who have remained dependent
  on their own families or on the community, based on either inadequacy or
  immaturity.


  6. Chaotic. Characterized by disintegration. Lack of structure,
  chronic psychosis and delinquency, and low commitment to the family unit.
 





Various schools of family therapy may differ on where they place
their emphasis on the following major treatment dimensions:


1.
Past
versus present orientation.


2.
Verbal
interpretations versus action.


3.
Growth model versus problem model.


4.
General method versus specific plan for each
problem.


5.
Therapeutic focus on one individual versus focus
on two or more individuals.


6.
Equality
versus hierarchy in therapeutic relationship.


7.
Analogical
versus digital thinking (Digital thinking concentrates on individual “bits” of
behavior; the analogical view is more concerned with multiple levels and
contexts of behavior).


Some therapists emphasize reconstruction of past events, whereas
others choose to deal only with current behavior as manifested during the
therapy session. Some therapists favor verbal exploration and interpretation,
whereas others favor utilizing an action or experiential mode of treatment,
either in the session itself or by requiring new behavior outside the
interview. Some therapists think in terms of problems and symptoms and attempt
to decode or understand possible symbolic meanings of symptomatology. Other
therapists may focus on the potentials for growth and differentiation that are
not being fulfilled. Some therapists utilize one or a limited number of methods
in dealing with a whole range of “problems”; others are more eclectic and
attempt to tailor the treatment techniques to what they consider the specific
requirements of the situation.


With the therapeutic focus on one person, the emphasis is often on
the individual’s perceptions, reactions, feelings, and on the equality of
status between the individual and the therapist. When two people constitute the
operative system, attention is directed to interactions and relationships.
Therapists who think in terms of a unit of three people look at coalitions,
structures, and hierarchies of status and power. The number of people actually
involved in the interviews may not be as important as how many people are involved in the therapist’s way of thinking about
the problem.


Three Basic Strategies of Family Therapy


Elsewhere, the authors have singled out three major strategies that
are especially useful for beginners.


1.
Those
that facilitate communication of thoughts and feelings.


2.
Those
that shift disturbed, inflexible roles and coalitions.


3.
Those
that aid family role-assumption, education, and demythologizing.


These three strategies are not necessarily mutually exclusive and
may overlap. To some extent they represent different frames of reference for
understanding and dealing with the same family phenomena. Nevertheless, each
strategy seems to offer something unique in its concepts and techniques. In a
clinical situation the therapist will be hard put to remain a purist. A
therapist’s efforts to clarify communication may produce shifts in family
coalitions or initiate an exploration of family myths that may lead to a
considerable outpouring of previously concealed affect.


Although some specific therapeutic strategies are listed above,
there is no one magical phrase or technique that will “cure” the family.
Instead, interventions are a series of repetitive maneuvers designed to change
feelings, attitudes, and behavior. If the overall goals and strategy are kept
in mind, specific interventions will suggest themselves and be modified by the
particular circumstances as well as the therapist’s own style.


What is unique in family therapy is not so much the specific
approach but rather the overall focus and strategy that aims to evaluate and
produce a beneficial change in the entire family system.


Models of Family Therapy


The different models of family therapy can be distinguished by their
data base, goals, treatment techniques, selection criteria, explanatory
concepts, and the stance of the therapist. Over time there has evolved a
differentiation of three distinct but overlapping orientations to family
treatment, with each one closely related to a different theoretical
orientation. These are:


1.
The
insight-awareness approach: Observation, clarification, and interpretations
are used to foster understanding (and presumably change).


2.
The
structural-behavioral approach: Manipulations are devised to alter family
structure and conduct.


3.
The
experiential approach: Emotional experience is designed to change the way
family members see and presumably react to one another.


Insight-Awareness Model


The insight-awareness orientation has also been known as the
“historical,” the “psychodynamic,” or the “psychoanalytic school.” In a real
sense, this is the oldest school of family therapy since it grew naturally out
of the psychoanalytic tradition. One of the earliest family therapists was a
child analyst, Nathan Ackerman, who utilized his analytic background to inform
and lend substance to his approach and understanding of families. One has only
to read the transcripts of his sessions to appreciate the influence that
analytic thinking and techniques had upon his work with families and couples.


By changing the transference distortions, correcting the projective
identifications, and infusing insight and new understanding into the arena of
interpersonal turmoil and conflict, this school of family therapy attempts to
change the functioning and interrelationships of the various members of the
family or marital system. The data base is derived from historical material of
the current and past generations, from transference/countertransference
phenomena, unconscious derivatives, and resistances. A basic assumption is that
intrapsychic conflict, interpersonal problem foci, and defensive and coping mechanisms
are modeled and taught within the family system. Portions of the data base that
are of paramount interest to the practitioners of this model are dream and
fantasy material, fantasies and projections about other family members, and
transference distortions about other family members and the therapist.
Understanding the history and mutations over time of these dynamics is
considered crucial to understanding current dysfunction. A broad use of the
terms “transference” and “countertransference” is used here. Such phenomena can
be understood in terms of transference on at least five levels: (1) man to
woman; (2) woman to man; (3) woman to therapist; (4) man to therapist; (5)
couple to therapist. Just as there are multiple transference reactions, there
are multiple countertransference responses. It is assumed that understanding of
unconscious derivatives and their resistances is usually necessary to effect
change.


The theoretical underpinnings of this model are the familiar ones of
psychoanalytic thinking, including especially topographical concepts of
conscious, preconscious, and unconscious; constructs of the id, ego, and
superego; and concepts that focus on the interaction of individuals, such as
secondary gain, transference, and projective identification. While early
analysts, who opted for a more interactional model (for example, Nathan
Ackerman), criticized this model for its lack of attention to, and language
for, interactional data, more recent authors in the analytic tradition of
object relations (for example, Henry Dicks) have applied these concepts to the
understanding and analytic treatment of these interactional problems.


The major techniques of this model include clarification,
interpretation, exploration of intrapsychic as well as interpersonal dynamics,
and development of insight and empathy. Using such analytic techniques with an
individual in the presence of a spouse or other family member represents a
unique development. At the very least, it is possible that while the therapist
is addressing an interpretation to one individual, the other members of the
family can utilize the interpretative method to explore their own conflicts and
difficulties, as well as to begin to understand the family member more fully
with the input from the therapist.


The goal is to foster understanding and insight in order to effect
change in individuals as well as in the family unit.



 
  	MODEL (APPROACH OR SCHOOL)
  	REPRESENTATIVE THERAPISTS
  	PRIMARILY DERIVED FROM A MODEL OF LEARNING
  &/OR CHANGING
  	DATA BASE
  	GOALS
  	TECHNIQUES
  	STANCE OF THERAPISTS
 

 
  	1. Insight-Awareness (also known as
  Historical, Psychodynamic, or Psychoanalytic)
  	Ackerman; Nagy & Spark; Paul;
  Nadelson;
  	Understanding
  	1. History

  2. Unconscious derivatives

  3. Transference/
countertransference
  	Foster understanding and insight to effect
  change
  	1. Observation

  2. Clarification

  3. Interpretation
  	1. Listener
 
 2. “Therapeutic distance”

  3. Tries to form a therapeutic alliance
 

 
  	2. Strategic-behavioral (also known as
  Systems, Communications, or Structural)
  	Palo Alto Group (Jackson, Bateson, Haley,
  Satir); Sluzki; Bowen; Minuchin; M. Erickson; Palazzoli
  	Observing
  	1. Sequences

  2. Communication

  3. Rules

  4. History

  5. Behavior
  	Change family structure, communication
  pattern, and roles, which changes perception and behavior
  	1. Strategies desensitize and/or condition
  patient to alter family structure and behavior

  2. Observe and transform using directives
  	Therapist observes and moves in and out of
  process
 

 
  	3. Experiential (also known as
  Existential)
  	Whitaker; Bowen; Nagy
  	Imitation (via the experience) and
  identification
  	1. Observed

  2. Shared feelings (including the
  therapist’s feelings)
  	Change ways family members experience and
  presumably react to each other
  	1. Therapist designs and/or participates
  with family in the emotional experience

  2. Empathy
  	Therapist offers himself for interaction to
  minimize distance between family and himself
 





The Strategic-Behavioral Model


This school of family therapy emphasizes understanding sequences,
patterns, and structure, with the emphasis on manipulation as a technique to effect
change. The data base is derived from elements of the structural school,
systems theory, behavioral theory, and communications theory.


The orientation that is unique to the family movement and that has
given it impetus is the systems understanding of family function and
dysfunction. The family systems approach uses the metaphor of communication
theorists such as Gregory Bateson and the computer metaphors of our modern age,
such as feedback loops, communication exchange, and so forth. These explanatory
concepts lead the practitioner to focus on a data base composed of repetitive
interchanges between individuals in a marriage or family that occur in the here
and now (as opposed to the interest in the history of the relationship in the
psychoanalytic model), and that define, limit, and structure the behavior and
experience of the individuals in the system. While the assumption of the
psychoanalytic model is that individuals in a family group can perceive and
distort the working of the group, the assumption in this model is that the
group is greater than the individuals who compose it, and that the individual
is governed and regulated by this greater entity (the family or the marital
dyad). This model works on the assumption that there is no such thing as non-behavior—even
silence is a means of communication. There is a focus on syntax (ways of
communicating), semantics (the meanings of communicative acts), and pragmatics
(the effects of communication).


The treatment techniques (or strategies) in this model include: (1)
changing family transactional patterns; (2) marking boundaries; (3) escalating
stress; (4) assigning tasks both within and outside of the therapy session; (5)
focusing on, exaggerating, deemphasizing, or relabeling symptoms; (6)
reframing; (7) manipulating mood; (8) clarifying communication; (9)
interrupting repetitive interactional patterns; and (10) prescribing
paradoxical injunctions. In one way or another, the techniques are intended to
interrupt current repetitive interpersonal behaviors and introduce new
interactional patterns that will result in the creation of new and more mature,
or less symptomatic, interactions and inner states.


The behavioral component of the model grows out of the behavioral
orientation that has historically flourished parallel, and in reaction, to the
psychoanalytic tradition. The data base for this orientation is quantifiable,
measurable behavior, whether internal (thoughts) or external (actions).
Explanatory concepts are those of the behavioristic tradition; for example,
stimulus, response, and concepts of learning theory such as classical
conditioning, operant conditioning, schedules of reinforcement, and so forth.
With the behavioral model becoming increasingly applied to interactional
systems such as the family, other concepts have been introduced to expand the
model into the interpersonal sphere. Perhaps the most influential has been the
behavior exchange model of John Thibaut and Harold Kelley, in which it is
postulated that the benefit and cost ratio for each individual is an exchange
situation (for example, marriage) has a major influence on the course and
outcome of that relationship. The goal in this model is to effect change in
discrete, observable, measurable behaviors that are considered problematic by
the individuals seeking assistance. As opposed to the psychoanalytic model,
which often seems to have more ambitious goals of character change and
“insight,” this model tends to focus more on discrete problem areas defined by
clear behavior patterns. Thus, treatment in this model tends to be briefer and
more circumscribed. Emphasis is placed not on pathology but upon behavioral
deficits and excesses that are to be changed. If undesired behaviors are
eliminated (for example, husband hitting wife), it is not assumed that more
social behaviors will necessarily spontaneously emerge, but rather that the
therapist might be required to teach new and more adaptive behaviors to the
spouses or family members.


Techniques include helping family members learn means of effecting
the desired behavior in another member. Some of the major tactics utilized are
behavioral contracting based on good faith or quid pro quo agreements (if you do this, I will do that), training
in communication skills, training in effective problem solving, and combining
positive reinforcement with a decrease in destructive interchanges.


The stance of the therapist is quite active since he sees his job as
a means to introduce behavior change into the repertoire of the family members.
While in the past behaviorists have written little about how they handle
individual and family resistance to their suggestions, making them sometimes
appear somewhat naive to the experienced clinician, they are increasingly
paying more attention to resistance and at times suggest the use of paradoxical
injunctions more typically enunciated by the systems theorists. Indeed, it has
been suggested that there is a congruence, if not a growing similarity, between
the techniques of the behaviorists and the systems interventionists.


This school of family therapy avoids the traditional techniques of
individual therapy. It does not concentrate on eliciting historical material,
it is not particularly interested in fostering increased awareness or expression
of buried feelings, and it does not engage in interpreting psychodynamics. It
does not consider understanding and insight to be important or essential in
producing change. Instead, this group of family therapists manipulates
variables such as the participants and rules of therapy by active suggestion
and direction. They may utilize paradoxical commands and clearly attempt to
alter the arrangement and intensity of family coalitions.


The ultimate goal of this technique is not so much to foster understanding
and insight as to change family structures, the communication patterns, and
roles—changes that will presumably change perception of the individuals in the
family unit and ultimately change behavior.


Experiential-Existential Model


This school believes that it is vital for the therapist to be aware
of and take into account not only the experience of each member of the family,
but also the therapist’s experience as an outsider entering the family. Empathy
is the key here—that is, the ability of the therapist to experience what a
particular family member feels at any given moment in the context of the
family. The data base is not only what the therapist sees, but what he and/or
the family feel.


The data base is derived from situations that the therapist designs,
permitting him to participate with the family in an emotional experience. If a
subject cannot be discussed, the therapist brings it up. His use of empathy
enables him not only to understand what an individual family might be feeling
but allows him sometimes to serve as a model for identification. He may be a
role model for a family or an advocate and help the family achieve something.
If a family is starving, the family therapist helps change the family by going
with them to get food stamps.


Thus, in this form of therapy the therapist offers himself as a real
person in order to minimize the distance between himself and the family. He is
always on the side of the family, but his behavior is different from any other
family member and is designed to promote more functional behavior.


The goal is to change the way family members experience and
presumably react to each other. A secondary goal is growth and differentiation
of family members.


Relationship of Theory to Therapy


It is important and interesting to note that there is often not a
one-to-one match between a practitioner’s theoretical position and his
therapeutic techniques and performance. This is true, of course, for all fields
of therapy and not just family therapy. However, the field of family therapy
has been noted for its vigor rather than rigor, as well as for its energetic
deployment in all kinds of human problems. There has been less attention to the
development of a theoretical understanding of family functioning and family
pathology. It follows, then, that while we can isolate three theoretical
schools of family therapy, the practitioners and what they do in a family
session can be classified from points of view other than that of their
theoretical metaphors or concepts. For example, in one of the earliest and
still useful classifications of family therapists, Chris Beels and Andrew
Ferber talk of conductors (therapists who take charge and direct the family
sessions) and reactors (therapists who wait for stimuli to arise from the
family interaction before beginning to shape those interactions with subtle and
increasingly direct intervention. In this schema, Nathan Ackerman, Norman Paul,
and Murray Bowen can be seen as conductors, while Carl Whitaker and Ivan Nagy
are reactors, and Jay Haley and Don Jackson are described as reactors who are
also systems purists, a reference once again to the theoretical stance. Both
points of view —the theoretical stance of the practitioner and a more
descriptive term relating to his style while working with families—are useful
in the conceptualization and teaching of this field.


Other Approaches


Certain approaches are associated with innovative therapists. Don
Jackson and others of the Palo Alto group focused much of their attention on
pathologic communication. Together with Gregory Bateson and others, Jackson
wrote about the “double bind” as playing a prominent part in family
difficulties. Jay Haley, originally a member of the same group, has recently
become more interested in the paradoxical intervention approach of Milton
Erickson. Virginia Satir, long interested in the communication frame of
reference, has recently moved into the area of family growth enhancement. A
current member of the Palo Alto group, Paul Watzlawick, believes that
“illogical,” unreasonable action can produce the desired change. He borrows
from the concepts of communications, double bind, and action-oriented
techniques of problem resolution.


Murray Bowen, a family therapy pioneer, concerned himself on one
hand with ideas about the lack of differentiation of various family subsystems
and, on the other hand, with the extreme disengagement of many individuals in
families—individuals who hardly seem to participate meaningfully in the family.
He has used a variety of techniques over the years, including seeing in therapy
only the healthiest family member and using that person as the agent, or model,
of family change. He has used letters written from one family member to another
as an indirect method for stirring up change in family systems.


Carl Whitaker believes in the technique of paradoxical intention and
manipulates the family members into believing the therapist has to overpower
them, as if they are all engaged in a battle. He believes that the therapist
has to deprogram himself and advance his own growing edge in order to conduct
effective family therapy. In many ways Carl Whitaker appears to see family
sessions in experiential terms with a good deal of emphasis on “feeling states”
during the session and during immediate feedback.


Jerry Lewis, Robert Beavers, and their coworkers have found that
well-functioning families may have particular attributes that are lacking in
dysfunctional families. A family therapist can apply this knowledge in his work
as follows:


1.
The
therapist works as collaborator, implying respect for the other’s subjective
world view. He demonstrates with the treatment family an affiliative rather
than an oppositional attitude, and a commitment to negotiation as the basis for
treatment.


2.
The
therapist conveys a belief in complex motivations, especially with respect to
the reciprocal nature of human interactions, paying special attention to (and
including himself as being involved in) the interactions that occur in the
family-treatment setting.


3.
The therapist needs to be a model of clarity,
spontaneity, non-intrusiveness, and permissiveness with respect to the
expression of all types of affects, frequently expressing empathic comments,
acknowledging other people’s views, and demonstrating a caring attitude.


An authoritarian style of treatment, in which the therapist sets
himself up as the all-knowing and all-powerful manipulator of the family’s
interactions and goals, may at times prove to be helpful, even though it
contradicts the model just outlined. People in some sociocultural settings are
accustomed to a directive style and may be left confused or unconvinced by an
invitation to share authority and responsibility. This directive style may be
needed at times with the most dysfunctional families, aiding them in becoming less
chaotic and enabling them to move to an intermediate “adequate” stage.


We believe it is wisest to employ a pluralistic approach; that is,
tailoring the approach to the problem, rather than using a single approach in
all situations.


Specific Techniques


Many specific techniques (in addition to the basic three that have
already been described) can be employed during the course of treatment.


Family Tasks


Family therapy focuses on behavioral change. Accordingly, many
family therapists routinely prescribe various tasks for the family to perform
during the session and, more commonly, between sessions. The rationale for this
is to have the family work out and repeat behavior patterns outside the
session. The therapist (rather than the family) takes control of the symptom or
problem and helps realign coalitions. For example, family members that have not
had any recreational activity together in several years may be asked to take a
vacation together, or a husband and wife may be instructed to discuss a family
secret.


Special techniques have been devised for helping lower socioeconomic
class families, ghetto families, and highly disorganized families. The work of
Salvador Minuchin and others indicate that it is both necessary and possible to
help these families deal with some of their basic needs by using indigenous
populations as family advocates when dealing with social agencies; by
mobilizing the most constructive forces in the family system; and by providing
training in basic task performance. Such tasks might involve getting the family
registered with a housing agency. This serves to train and strengthen the
family unit’s ability to handle its problems in concrete terms; it also helps
to solidify the often shaky and inadequate manner in which the family provides for
its elemental needs. In this way the family can gain the experience of
accomplishing something meaningful for itself during its daily struggle for
existence and stability. These methods may be more useful than the more
symbolic, attitudinal, psychological techniques appropriate for middle- and
upper-class families.


Prescribing the Symptoms3



Don Jackson, John Weakland, and Jay Haley have written about a
therapeutic technique in which the therapist “prescribes the symptoms.” After
the therapist “orders” the family members (or individual) to intensify effect
and the frequency of the symptoms, the symptoms begin to lose their autonomy,
mystery, and power. Whereas they previously seemed to have been out of control,
they now appear to come under the therapist’s control. The participants in the
behavior become more conscious of them, and often the disruptive behavior
lessens or disappears. A marital couple that has engaged in nonproductive
arguing may be told to continue fighting and even to increase it; for example,
the couple may be ordered to fight about the menu before dinner, so that they
can enjoy the food. This injunction jars the continuing process, and they may
rebel against the outsider’s orders (which is often a necessary step to
change).


The therapist is obligated to follow through to make sure that the
directions have been followed in the way that was intended. The therapist does this
by seeing the family in his office on an ongoing basis, by asking more than one
family member what changes have taken place, or by visiting the family at home.


Some therapists write a family prescription after the initial
session, telling the members they will receive a message about what the
therapist thinks is wrong with the family and what needs to change. This gives
the therapist time that is not available in the heat of the session and creates
an opportunity for a more accurate formulation of the family’s problems. The
prescription is a typewritten letter sent separately to each family member. It
may describe what is happening in the family and ask each member to continue
his course of action. For example, the therapist agrees with Joe (the identified
patient) that he should not move out of the house at present. His parents,
however, are told that they should continue to vacillate by alternately
supporting his moving out and undermining it. This prescription was sent to a
family with a thirty-two-year-old son who kept “messing up” each time he left
home, so that he was always forced to return to the family. The prescription
had the effect of making Joe angry, of shifting him out of the house, and of
identifying what his parents were doing. For some families there is something
quite powerful about a well-thought-out message that is “official” and to the
point.


Family Reconstruction


An in-depth exploration of family background is believed to improve
the therapeutic outcome. All family participants explore their own life
histories, learning about themselves and one another in the process. Such
techniques as role playing and psychodrama can be used to bring out
significant past events in the lives of families. A “family map” or genogram is
used to diagram the family of origin.


Humor and Banter


With the technique of humor and banter, the therapist intentionally
makes humorous comments in order to ease a tense moment or to highlight a
problem area in the family. The therapist exaggerates aspects of an individual’s
or a family’s behavior. Prerequisites include, but are not limited to, the
family and the therapist having a sense of humor and being able to maintain a
good rapport.


Including the Family of Origin


James Framo believes that involvement of the family of origin is one
of the most effective techniques in family therapy. It is based on the accepted
rationale that current family problems are grounded in part on reenactments of
previous problems that the husband and wife have had with their own families of
origin. The therapist routinely has at least one session with each marriage
partner, together with that partner’s own family of origin. The individual’s
spouse and children are not present in order to minimize emotionalism. This
enables the therapist to discuss the here-and-now “corrections” with the aim of
increasing present relatedness to the spouse’s current family. There is usually
a great deal of resistance to this technique.


Coaching


With the coaching technique, the therapist acts like a coach in helping
the family member make changes. For example, the therapist may explain concepts
and theories, give examples, draw diagrams, ask questions, make predictions, or
suggest alternatives. The therapist can get up from a chair and stand behind
family members whispering instructions or a supervisor can phone instructions
into a specially equipped room.


Mourning and Empathy


With the technique of mourning and empathy, the therapist elicits
unresolved grief for a parent, child, or relative in order to effect change.
This technique is borrowed in part from Gestalt therapy, in which there is an
attempt to release long-hidden feelings, expectations, and emotions.


Visits


With the voyages technique (modeled on the home-visit techniques)
the therapist travels wherever necessary to bring leverage to the family
problem. For instance, he may go to schools, homes, housing projects, churches,
clinics, bars, hospitals, and so forth. He meets with individuals or agencies
that influence the family (for example, the principal of a school).


Self-Disclosure


In individual psychotherapy the therapist usually does not reveal
much information about himself. The therapy is focused on the patient’s
problems, feelings, and behavior rather than on those of the therapist’s. Some
family therapists prefer, however, to use themselves as a major instrument in
changing the family by revealing material about themselves, their nuclear and
extended families, job philosophy, conflicts, goals, and plans.


This technique has not been accepted for most training programs
because of the belief that it may create more problems than it solves.


Guided Fantasy


With the technique of guided fantasy, the therapist helps the
individual share his internal system of fantasies and thoughts with other
family members. The rationale is that “daydreaming” can provide people with a
powerful tool for their growth and problem solving. It is important to have
each member share his or her inner thoughts with the rest of the family, so
that they can be empathic in helping the individual grow.


Family Sculpture


Family sculpture is a technique in which the therapist asks one or
all of the members of the family to create at a given moment a physical
representation of their relationships by arranging their bodies in space.
Alliances and estrangement can be concretized by such an exercise. The
technique can be used as part of the diagnostic workup to generate hypotheses
or to represent a concept being worked on concretely during the course of
therapy. Both the content of “the sculpture” and the way “the sculptor” (that
is, family member) uses mass and form are examined. It is an excellent
technique for nonverbal families.


Multiple-Family Group Therapy


The technique of multiple-group therapy brings together several
family units into a group just as traditional group therapy brings together
individuals. These groups may meet on a regular basis. The size of such groups
may vary from three to eight families at any one time. Groups can include
infants and those old enough to be living independently, as well as significant
others such as grandparents, in-laws, and fiancés. The duration of the
treatment on an outpatient basis can be from three months to one year, whereas
on an inpatient basis the family might participate in treatment usually only as
long as the identified patient remains hospitalized.


This technique seems to work best when there is a good balance
between the families who have been in the group previously (that is, more
experienced families) and those that have not. A balance between interfamily
and intra-family interaction is also desirable.


As part of the process, there is a great deal of mutual disclosure
and sharing, as well as peer review and evaluation of what has gone on.
Socializing between these families outside of the group formal sessions has
been used but with uncertain results.


Gould has summarized the process of such groups as follows:


1.
They are
sharing and interactional rather than analytical.


2.
They are
fast moving, experiential, often hectic, and very much in the here-and-now.


3.
There is a great deal of crucial interfamily
contact that makes it possible for families to learn from one another.


It has been claimed that multiple-family therapy groups, in contrast
to individual family treatment sessions, have very few dropouts. They are
thought to be especially useful when the family expresses a great deal of
denial.


Network Therapy


Ross Speck and his associates have described a novel approach to
help the identified patient. Members of the kinship system, friends of the
family, and all significant others who bear on the problem, are brought
together to work on the problem. This adds healthier voices to the mix. These
groups meet for three to six biweekly sessions lasting about four hours. The
meetings are held usually in the identified patient’s home, and thirty to
forty-five people can be involved.


Psychodrama and Role Playing


Psychodrama and role playing techniques have also been used to help
families enact family problems and work out new patterns. They are especially
useful in nonverbal families. In role playing or reverse role playing, one
partner either plays himself in a hypothetical situation or takes on the role
of his partner, often switching roles back and forth and commenting on the
observations, feelings, and behavior elicited. Role reversal is believed to be
useful for developing empathy in family members.


Gestalt Therapy


In adapting Gestalt therapy to family problems, the therapist
stresses that the only real time is the present, and he does not rehash the
past. He stresses that each individual is responsible for his or her own
behavior (countering the familiar resistance, “I did it only because he or she
made me do it”). He stresses that symptoms and conflicts are the here-and-now
expressions of unresolved situations of childhood that can be finished in
treatment. Significant attention is paid to nonverbal behavior.


Weekend Family Marathons


Weekend family marathons have been reported in which one or several
entire family units get together for extended periods (anywhere from eight to
twelve hours or longer) with leaders (“facilitators”) for a variety of
intensive types of encounters, usually including affect catharsis and nonverbal
experience.


Behavioral Approaches


Behavioral approaches deal with the means by which certain behaviors
can be learned, reinforced, or extinguished, irrespective of the original
causes for such behavior. Even relatively minor changes in the behavior of one
family member, or in a dyad, may bring about a significant alteration in the
behavior and feelings of other family members. External behavioral change may
precede internal attitudinal change.


Techniques of behavioral therapy include assertiveness training,
operant conditioning, relaxation and desensitization, contingency reinforcement,
and cognitive behavior modifications. Family members can be utilized as co-therapists
in various behavior modification exercises that are rehearsed initially in the
therapist’s office and are assigned for practice at home.


Videotape


Therapists often find it beneficial to review their sessions and to
have a record of an entire course of therapy. Immediate playback of a videotape
helps families attain some psychological distance, makes them increasingly
self-aware, helps to correct distortions or conflicts about communication, and
is invaluable in revealing the important nonverbal aspects of interactions that
might otherwise be lost. Families often comment constructively while viewing
their own videotaped interactions and see things that they might deny when a
therapist points them out.


Audiotape


Audiotape has also been used as an adjunct to family therapy. A tape
of a session can be made and the family can take it home and listen to it, or a
tape can be made at home and then played at the session.


One-Way Mirror


The family meets in a room equipped with a one-way mirror. The
therapist can leave the family alone and observe its members through the
one-way mirror or have one or more selected members, including an estranged
member, observe the interactions. The family member comes out of the “heat of
battle” and is presumably then able both to distance himself from what is going
on and to change the unwanted behavior in the family system.


Some co-therapists find it useful for one therapist of the team to
be in the room with the family while the other therapist observes (alone or
with selected family members). The therapy can be interrupted at any time, so
that the co-therapists can confer and plan. The therapist who functions
primarily as an observer can be very objective, and this will facilitate
treatment.


Conclusion


Family therapy is an approach rather than a single technique. It is
a group of therapeutic interventions, all focusing on the family, but directed
toward a variety of specific therapeutic goals. Therefore the relative
importance of a particular guideline depends in large part on the extent to
which the therapist uses the family model. For instance, if the therapist
treats all problems with family
therapy, then guidelines are not important. Conversely, when different problems
are treated in different ways, then guidelines become crucial.


Until about ten years ago, indications and contraindications for
family therapy had been based on ingenious hunches regarding treatment efficacy
in a specific situation and on clinical experience (a term once defined as
“making the same mistake for thirty years”). More recently there have been some
controlled outcome data that define situations in which family or marital
therapy might be the treatment of choice. These situations include:


1.
Marital
therapy for a marital problem.


2.
Marital
therapy for sexual dysfunction.


3.
Family
therapy for certain childhood and adolescent behavior problems.


4.
Family
therapy for the “chronic patient” (i.e., those in need of long-term continuing
care and rehabilitation).


Any final authoritative pronouncement as to when and which family
therapy approach should be used must be withheld until more controlled data are
available comparing family therapy with other types of treatment.
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Notes


1
Parts of this chapter were abstracted from: Glick, I.D., and Kessler, D. R. Marital
and Family Therapy, 2nd ed. New York: Grune & Stratton, 1980, with the
permission of the publisher.


2
Sources: M. Gill, R. Newman, and F. Redlich. The Initial Interviews in
Psychiatric Practice. New York: International Universities Press, 1954; and
Group for the Advancement of Psychiatry. The Case History Method in the Study
of Family Process. Report no. 76. New York: Group for the Advancement of
Psychiatry, 1970.


3
Also called “paradoxical prescription [or] intention,” “symptom scheduling,”
“negative practice,” or “reverse psychology.”


CHAPTER 21

CURRENT CONCEPTS OF HUMAN SEXUALITY


Helen Singer Kaplan


The last decade has witnessed intense activity and rapid development
in the area of human sexuality. The intellectual and moral climate regarding
sex has become increasingly rational, humane, and nonjudgmental to the point
where the human sexual response has become a legitimate topic for scientific
study. As evidence, people all over the world are openly seeking help for their
sexual difficulties. This has led to the accumulation of extensive clinical
experience, substantially changing traditional concepts about sexuality and
sexual disorders. At the same time, clinical techniques have been greatly
improved and extended.


The Triphasic Concept of Human Sexuality and
Sexual Dysfunction


In the past, it was believed that human sexual response was a single
entity beginning with lust and ending with a climax. But this monistic view is
wrong and has hampered the quest for theoretical clarity and for the effective
treatment of sexual problems.


Probably the single most important recent theoretical advance in
this field has been the emergence of the triphasic
concept of the sexual response, which is based on the discovery that the
male and female sexual response is made up of three interlocking, but neurophysiologically
separate, phases: desire, excitement, and orgasm. This separation of the three
phases, in addition to its theoretical importance, is also of great practical
significance. Each of the phases can be impaired separately, and inhibitions of
the specific phases produce the clinical dysfunction syndromes of orgasm phase,
excitement phase, and desire phase dysfunction. Each of these phase
dysfunctions is associated with related, but distinct and different,
psychopathological patterns, and each responds to related, but specific
treatment strategies. The new classification of sexual disorders as described
in the DSM-III is organized according to this concept.


The Physiology of the Three Phases and the New Classification of
Psychosexual Dysfunctions


The male excitement and orgasm phases were first clinically
differentiated by James Seaman. In 1956, he developed a specific treatment for
premature ejaculation, a condition that had previously been located, under the
label of impotence, in the undifferentiated mass of male sexual difficulties.
This distinction substantially improved the outcome for premature ejaculation,
which had, until this time, a very poor prognosis. A similar distinction
between the female excitement and orgasm phase disorders was proposed by the
author in 1971. This met with similar results. When anorgasmia is
differentiated from other forms of “frigidity,” the effectiveness of treatment
is significantly improved. Recently, a third and separate sexual phase has been
recognized—the phase of sexual desire. The separation of desire phase disorders
from the disorders of the phases of the sexual response has clarified some of
the conceptual confusion between libido and genital reflexes; it also shows
promise of contributing to clinical advances of comparable significance.


Desire


Desire in both genders is the experiential concomitant of specific
neural activity in the brains “sex circuits.” The generation of desire is analogous
to the process that governs the other drives serving biological purposes; for
example, the need for food. We feel hungry only when the “hunger circuits” of
the brain are activated. The usual trigger for this is the need for nutrients.
If these centers are not active; that is, if they are inhibited by satiety or
by psychic conflict, or biologically by appetite suppressant medication, there
is a loss of appetite or anorexia.


The sex centers of males and females normally are activated
rhythmically by hormones, or they may be stimulated by an attractive sexual
opportunity. When such neural activation occurs, we feel, in popular
terminology, “sexy,” “horny,” or “hot,” that is, sexually hungry.


If the sex centers are inhibited by psychic events or suppressed
biologically, we are not sexually receptive. We lose our “sexual appetite” or
suffer from “sexual anorexia.”


The anatomy and physiology of the sex circuits of the brain have not
yet been delineated with precision. However, enough is known to permit
inferences regarding the general model of their structure and function. It is
known that sexual circuits are located in the limbic brain and have important
way stations or nuclei in the hypothalamic and preoptic regions. Both genders
require adequate amounts of testosterone for the proper functioning of the sex
centers and therefore for the experience of libido. Testosterone is the “the
libido hormone” for both men and women. It is also known that the
neurotransmitters serotonin (5HTP) and dopamine act in an inhibitory and
excitatory capacity respectively.


Sexual desire may be inhibited by psychological and physical
factors, presumably because of their inhibitory effect on the sex centers. In
clinical practice, anger, depression, stress, psychological conflicts about
sex, and certain illnesses and drugs are commonly associated with low libido
states.


A person who suffers from a low level of sexual desire has little or
no spontaneous interest in sex, and cannot easily be aroused. He does not
masturbate, has no fantasies, and when approached sexually experiences little
pleasure. He may react with extreme avoidance, repulsion, boredom, or merely
with tolerance and a mechanical genital response. Clinically, inhibited sexual
desire (ISD) may be described along two axes, producing four clinical subtypes.
ISD may be primary, or a life-long
condition, in which a patient has never experienced much of a sex drive or
interest in sex, or it may be secondary,
occurring after a period of normal desire later on in life. The parameters of
sexual desire can also be described as being global, referring to a complete loss of libido, or situational, meaning a loss of libido
only in specific situations; for example, the absence of desire for a spouse or
lover. The former is often seen in depression, while situational ISD is typical
when the inhibition is based on psychological conflict.


Emergency emotions such as fear or anger have biological priority
over the procreative drives. In physiologic terms, it may be inferred that the
activity of the sexual centers and circuits of the brain (upon which the
experience of sexual desire depends) is suppressed when brain mechanisms that
subserve the “emergency” emotions and that insure personal survival are
activated. In other words, fear and rage of sufficient intensity are incompatible
with sexual desire, and attention to a dangerous situation will take priority
over an amorous one. On a clinical level this means that when a person is
sufficiently angry, anxious, in conflict, depressed, or under stress, his
libido will be diminished. This can occur regardless of whether the source of
stress is sexually related.


The paraphilias may be regarded as special instances of situational
ISD. Traditionally, the emphasis in these disorders has been placed on the
variant object or aim, or on the content of the fantasy or fetish that arouses
desire in these individuals. But perhaps the essential point involves the
pattern of inhibition and not the
nature of the arousing stimulus. For such patients only mature heterosexual
expression represents a “danger,” whereas the variant situation is symbolically
“safe.” Thus desire is inhibited only in the threatening heterosexual
situations. But in “safe” circumstances, such as those created by the fantasy,
fetish, or other paraphilic devices, which symbolically “circumvent” the threat
of heterosexuality, the genital reflexes can function normally, and the
conflicted individual is free to experience erotic desire and pleasure.


Excitement


Physiologically, excitement is caused in both genders by the reflex
vasodilatation of the genital blood vessels. This produces a swelling which
changes the shape of the genital organs to prepare them for their reproductive
functions.


In the male the vasodilatation of sexual excitement is marked by
erection. More specifically, erection is produced when the reflex
vasodilatation of penile arteries increases the flow of blood to the penis,
while concomitant reflex constriction of the penile veins impedes the blood’s
outflow. This traps blood under relatively high pressure in the corpora
cavernosii of the penis, distending that organ and making it erect and hard and
capable of penetration.


In the female, analogous reflex vasodilatation of the genital organs
occurs during the excitement phase. The female genital anatomy is simpler.
Women do not possess specialized valves that trap the blood in the area, nor do
they have special distensible caverns that produce erection. Therefore,
vasodilatation of the female genitals produces a diffuse swelling around the
vaginal and labial areas, which has been termed the orgasmic platform. This genital vasodilatation is also responsible
for the characteristic deep coloration of the labia during excitement. In
addition, transudate from the engorged tissues escapes into the vaginal cavity,
producing lubrication.


The genital reflexes that subserve excitement (genital
vasodilatation) and those that control orgasm (genital myotonic contractions)
are controlled by separate spiral reflex centers. These are richly connected
and receive inflow from various levels of the central nervous system (CNS). The
multiple neural contractions provide the biological infrastructure that make it
possible for erection and orgasm to be enhanced or inhibited by a wide range of
experiences and emotions.


Penile erection in the male, and by analogy genital
lubrication-swelling in the female, are primarily parasympathetic responses.
The neural centers and circuits that govern penile erection are distributed on
all levels of the CNS. All these influences finally impinge on two lower reflex
centers that are located in the thoracolumbar portion of the spinal cord. One
of these centers mediates psychogenic erection, while the other mediates
erection attained on the basis of local tactile stimulation.-


The vasodilatory reflexes that produce the genital swelling of the
excitement phase of males and females are subject to inhibitory influences from
the higher brain. If the individual should become frightened or inhibited by
conflict or even mildly startled, the penile blood vessels immediately
constrict while the polsters and venus valves, which have retained the blood
within the cavernous sinuses, relax. These reflex physiological responses to
fear result in the instant drainage of blood from the penis, producing
detumescence. When this occurs on a regular basis in appropriate sexual
circumstances, the clinical syndrome of impotence
(excitement phase dysfunction) results.


The patient’s specific pattern of impotence will depend on which
aspect of the sexual experience evokes anxiety of sufficient intensity to
produce detumescence. Thus, some men have difficulty attaining an erection in
the presence of a partner, some lose it at the moment of penetration, while
others become anxious and consequently impotent inside the vagina before they
ejaculate.


Excitement phase inhibition of the female produces a clinical
syndrome that in the past has been mislabeled frigidity. Such women feel sexual desire and may be orgastic, but
they are unable to feel pleasurable sensations or show the physiological
response of lubrication and swelling. Impotence is common, but excitement phase
inhibition of females is a rather rare clinical syndrome.


Orgasm


Orgasm in both the male and female is produced by the reflex
contraction (myotonia) of certain genital muscles. The experiential concomitant
of these muscle contractions constitutes the pleasurable sensations of orgasm.


The male orgasm consists of two subphases: emission and ejaculation.
After rhythmic stimulation of the shaft of the penis, which produces excitement,
the orgastic threshold is reached. This
triggers a discharge of the sympathic nerves to the internal male reproductive
organs (which are of Wolffian origin): the vasa differentia, the seminal
vesicles, and the prostate gland. This discharge stimulates the smooth muscles
of the organ to contract and causes a bolus of semen to be deposited in the
posterior urethra. This response, which is mediated by the sympathetic nerves,
is called emission. Emission is perceived by the male as a signal that ejaculation
is about to occur. This phase of the orgasm response is not accompanied by
pleasurable orgastic sensations. In the
normal male, emission is followed a split second later by the 0.8 per second
rhythmic contractions of the striated bulbo and ischio cavernosi muscles at the
base of the penis. This contraction propels the semen through the urethra out
of the penis in squirts. This phase is termed “ejaculation,” and it is
accompanied in the unconflicted and healthy male by pleasurable orgastic
sensations. The male refractory period is associated with the first phase,
emission; this means that after emission occurs a period of time must elapse
before the male is responsive again. The second phase, the contractile or
ejaculatory phase, does not seem to be associated with a significant refractory
period.


Female orgasm lacks the first, or emission phase, because the female
does not possess the Wolffian-derived internal male reproductive organs.
However, female orgasm is clearly analogous to the second phase of the male
orgasm. Upon tactile stimulation of the clitoral area, which is the anatomic
and neurophysiologic analogue of the tip and shaft of the penis, the orgastic
threshold is reached. This causes a discharge of nerve impulses to the striated
muscles in the female perineum (the ischio and bulbo cavernosi muscles)
producing rhythmic 0.8 per second contractions.-' In the normal female these
contractions are experienced as the pleasurable sensations of orgasm.


The understanding of the physiology of female orgasm has made it
clear that (1) female and male orgasms are highly analogous, and (2) there is
no dichotomy between clitoral and vaginal orgasm. The affector arm of the
female orgasm reflex is located in the sensory nerve endings of the clitoral
area, while its effector expression is executed by contractions of the muscles
surrounding the vagina. Thus all female orgasms are both “clitoral” and vaginal. The lower centers, which
constitute the final common pathway for orgasm, are located in the sacral portion
of the cord near the reflex centers that govern defecation and urination. They
are close to, but definitely separate from, the nerve pathways and nuclei
serving sexual excitement.


Again, the orgasm reflex is subject to multiple inhibitory and facilitatory
influences from higher neural centers. Thus, when a person is in a negative
emotional state, is frightened, angry, or ambivalent, the orgasm reflex may
become blocked, or, conversely, escape from voluntary control.


Inhibition of the orgasm reflex is the most prevalent clinical
complaint of females. Anorgasmia may
be a part of general sexual inhibition or it can occur in women who feel strong
sexual desire and who lubricate and function well during the excitement phase.
Inhibition of the orgasm phase can occur with various degrees of severity. It
is estimated that 8 to 10 percent of women in the United States have never had
an orgasm at all. At the other end of the spectrum of orgastic threshold are
those women who are easily orgastic during coitus and who do not require direct
clitoral stimulation. Between these extremes on the orgasm continuum lie
various degrees of stimulatory intensity or thresholds for reaching orgasm.
There is some controversy about where the clinical demarcation between the
normal and the pathologically blocked female response should be drawn. Some
authorities—particularly those influenced by Freudian concepts about vaginal
versus clitoral orgasm—will define any woman who requires direct clitoral
stimulation as suffering from an inhibition. More recent concepts and attitudes
regard a woman as normal as long as she can experience a pleasurable orgasm
together with her partner regardless of whether this requires direct clitoral
stimulation.


This concept makes sense when it is recognized that coitus is not as
intensely stimulating in the physical sense as is the direct stimulation of the
clitoris. The orgasm threshold is multiply determined. Both psychic and
physiological elements contribute to the final threshold. According to the
classical analytic view, all woman who are free of sexual conflict should be
able to reach a climax in response to the stimulation provided by coital
thrusting alone. The need for clitoral stimulation is taken as evidence that
the threshold has been elevated by inhibition. An alternate view holds that
while psychic conflict can raise the threshold of the orgasm reflex, many
unconflicted and normal women also need clitoral stimulation in order to
experience orgasm; in other words, this pattern of orgastic release is a normal
variant of the female sexual response.


There are two orgasm phase dysfunctions of the male, premature and retarded ejaculation. The syndrome of premature ejaculation, or inadequate ejaculatory control, is
produced by a man’s failure to learn voluntary control over his ejaculatory
reflex, with the result that he climaxes reflexively and rapidly as soon as he
reaches a high level of sexual excitement. Inadequate orgastic control is also
occasionally seen in females, but does not represent a clinical problem.


The opposite orgasmic syndrome of males, retarded ejaculation, is analogous to female orgasm inhibition in
that the ability to release the orgasm is inhibited. With males, as with women,
the syndrome may occur with various degrees of severity. Men with mild
retardation simply require an unusually long period of stimulation before they
can ejaculate. Men who are somewhat more inhibited can reach orgasm on manual
or oral stimulation but not within the vagina. Still more severely inhibited
patients can only ejaculate upon masturbation by themselves, and in the most
severe forms of this disorder males may not be able to ejaculate at all.


An interesting sub-variety of retarded ejaculation is seen in men
who experience emission but not the expulsive phase of the ejaculatory
response, which is specifically inhibited. Clinically, such patients experience
a pleasureless seepage of semen, but not the 0.8 per second contraction of the
perineal muscles nor the attendant pleasurable sensations.


Other Sexual Syndromes


Sexual phobias and psychophysiologic sexual problems associated with
painful spasms of genital muscles are not related to the impairment of one of
the three phases of the sexual response. They are included here because they
share a similar etiology and respond to similar treatment strategies with
regard to the psychosexual dysfunctions just described. Specifically all these
disorders are associated with sexual anxiety and all are amenable, at least in
some cases, to sex therapy methods.


Disorders Associated with Genital Muscle Spasms


In the female, the reflex spasm of the muscles surrounding the
vaginal introitus, when severe, produces a syndrome called vaginismus. This condition accounts for many unconsummated
marriages because penetration is impossible while the muscles are in spasm.
Lesser degrees of vaginal muscle spasm produce various intensities of dyspareunia or pain on sexual
intercourse.


A certain kind of male
dyspareunia is also associated with spasms of the genital musculature.
These patients experience acute ejaculatory pains, which may be caused by
painful spasm of the cremasteric and perineal muscles or of the muscles of the
internal reproductive organs at the point of ejaculation or a moment later.


Sexual Phobias


The previously described syndromes fall into the category of psychophysiologic
disorders in that they represent disturbances of physiologic processes caused
by psychological determinants. But often sexual problems are not
psychophysiological; instead they are the products of sexual phobias and sexual
avoidances. Patients may suffer from phobias of the entire sexual experience or
of its various aspects. Kissing, touching, erotic feelings, intimacy,
penetration, the genitals, semen, vaginal secretion, oral and anal sex, and so
forth, may evoke anxiety and an attendant avoidance response. Instead of
pleasure, such patients experience discomfort and panic in the sexual
situation. The sexually phobic patient requires specific treatment. When the
avoidance is based on a simple phobia, sex therapy can be modified to fit the requirements
of in vivo desensitization. When sexual avoidance is a manifestation of an
underlying panic or phobic-anxiety syndrome, appropriate medication combined
with sexual therapy may be indicated.


Etiology


All the sexual symptoms described in this chapter, with the
exception of the sexual phobias, can be caused by psychological conflict, or
they can all result in part or entirely from depression, severe stress, certain
medical illnesses, drugs, or substance abuse. Impotence in the male is especially
likely to be caused by organic determinants such as the vascular and neurogenic
pathology associated with diabetes, arteriosclerotic vascular disease of the
pelvis, endocrine deficiencies, antihypertensive medication, and alcoholism..
Such medical factors may be subtle and difficult to diagnose except with
specialized procedures, which are not yet widely available. Consequently, the
specific organicity may not be detected on a routine medical or urologic
examination. Organicity must, of course, be ruled out before psychiatric
intervention is planned. Also, sexual dysfunctions, especially the low libido
states, are frequently secondary manifestations of primary psychopathological
states such as depression and severe stress reactions. In such cases, intervention
on the level of the underlying psychiatric condition is indicated, and not sex
therapy. The following discussion of etiology applies only to primary
psychogenic sexual disorders and not to sexual disorders secondary to medical
factors or to primary psychopathologic states.


Past beliefs regarding the etiology of psychosexual disorders
contained two major errors: (1) that all psychogenic sexual disorders are
variants of a single psychopathologic entity, and (2) that these have only one
cause: serious and unconscious sexual conflict that was acquired during early
childhood, usually by the fifth year of life. This view, a derivative of
psychoanalytic theory, had been until recently widely accepted in the field.
Accordingly, the conflict responsible for sexual problems of males centers
around the unconscious fear of injury or castration. Unconscious fear of injury
was also thought to play an etiological role in female sexual problems, as was
unconscious competition with males and “penis envy.” It was believed that
conflicts acquired early in childhood were reactivated in the adult sexual
situation, impairing the patient’s sexual adequacy.


It followed from this theoretical position that the treatment of
choice for sexual disorders of all kinds—prematurity, anorgasmia, the
paraphilias, libido disorders, impotence, and so on—was held to be
psychotherapy, which has the capability to foster insight into and resolve the
presumed underlying sexual conflicts.


In the last decade this view of a serious and specific universal
cause of sexual disorders has been challenged by the work of Masters and
Johnson and also by some behaviorists. These clinicians demonstrated that
sexual problems do not invariably originate in deeply unconscious neurotic
conflict but are, in fact, frequently the product of superficial anxieties such
as the simple fear of sexual failure; that is, performance anxiety. This “minor
etiologies hypothesis” was supported by the high success rate of the brief
Masters and Johnson treatment regime, which was designed essentially to modify
the relatively minor forms of sexual anxiety.


The clinical experience of the past decade suggests that both points
of view have validity. It appears that there is no specific etiologic agent
associated with sexual dysfunction. Multiple factors can produce the same
sexual problems. Sexual conflict or sexual anxiety may be considered the
ultimate cause of all psychosexual disorders. Anxiety evoked by sex is the
“final common pathway” that leads to all psychosexual disorders. But the
intensity and source of the sexual anxiety vary widely, even in those patients
who display identical symptoms.


Clinical experience suggests that at this time the largest
proportion of sexually dysfunctional patients suffer from the kinds of minor,
superficial, or mild anxieties described by Masters and Johnson. These patients
respond well to the brief sex therapies. But at the other end of the causal
continuum there are patients, a smaller but substantial group, whose sexual
symptoms originate in the more complex—the major or “deeper”— and usually
unconscious kind of psychopathology postulated by psychoanalytic theory. Such
patients, although their presenting symptoms may be identical to those of performance-anxiety
sufferers, usually require more intensive and more psychodynamically oriented
therapy for the relief of their problems.


A Psychosomatic Concept of Sexual Dysfunctions


The observation that the same sexual symptom can be associated with
a broad spectrum of causal factors makes sense when sexual dysfunctions are
conceptualized as psychophysiological or psychosomatic disorders. Such
disorders are produced when the normal physiological processes are disrupted by
the physiological concomitants of emotional arousal, by fear, and by rage.


Multiple Levels of Causes


The disruptive effects of adversive emotion on the reflexes that
comprise the sexual response are independent of their source or cause. In other
words, the physiological concomitants of sexually disruptive anxiety are
identical whether this anxiety is caused by a simple anticipation of failure to
perform sexually or by an unconscious identification of the sexual partner with
the mother. In either case, the penile arterioles will constrict, the polsters
that impede the outflow of blood from the corpora cavernosii will open, and the
patient will experience an involuntary and unwelcome detumescence. According to
a psychosomatic conception the same symptom can result from a variety of causes
as long as the anxiety reaches an intensity that is sufficient to impair the
reflex in question. In some cases, this will result from simple consciously
recognized stimuli, while in others deep unconscious conflicts may be
responsible.


Specificity


The psychosomatic concept of sexual disorders does not answer the
question of specificity or symptom choice, or why one patient with sexually
related anxiety fails to learn control over ejaculations while another loses
his libido. While the question of specificity remains in many respects a
mystery, some interesting hypotheses have been advanced.


Psychoanalytic theory postulates that unconscious psychodynamic
conflicts related to disturbances of specific developmental periods produce
specific symptoms. For example, premature ejaculation has been related to the
disturbances of the urethral substage of development, and retarded ejaculation
to unconscious hostility toward women deriving from oedipal and preoedipal
conflicts. However, experimental and clinical support for these interesting
hypotheses is lacking.


From a physiological perspective one determinant of symptom choice
is “physiologic response specificity.” This hypothesis holds that people have a
highly individualistic physiologic response to stress. A person’s
characteristic physiologic response pattern is evident from infancy.
Accordingly, some vascular responses in an individual are particularly reactive
to emotional arousal. These individuals will tend to develop hypertension or
impotence or vascular headaches in response to various stresses. Persons with a
different pattern might respond to the identical stressor with anorgasmia,
another with a loss of libido, and still another will develop peptic ulcer or
an allergy. Experimental and clinical evidence supports this hypothesis; and it
is likely that such individual response patterns constitute one determinant of
specificity.


Observations of the specific and immediate experiences of patients
who suffer from sexual dysfunctions have yielded some additional insights
regarding the determinants of the various specific sexual symptoms. More
specifically, three variables can play a role in the “choice” of the sexual
symptom: (1) intensity or depth of
the underlying anxiety; (2) the precise time
at which this anxiety is evoked during the lovemaking experience; and (3) the specific adaptation to or defense against this anxiety employed by
this individual.


Quality of Conflict


It is difficult to define the intensity or depth or quality of
anxiety in a clinical situation with any degree of precision. However, despite
this unfortunate ambiguity, there is consensus among clinicians who have
experience with sexually dysfunctional patients that their underlying anxiety
encompasses a wide range of intensities or complexities. Some patients suffer
from minor anxieties that can be diminished, to a point at which sexual
functioning will resume, by simple reassurance and training in sexual and
communication skills. Others suffer from severe and major marital and/or
intrapsychic problems that require extensive and complex therapeutic
intervention.


The clinical study of the sexually dysfunctional patient population
suggests that the severity of sex-related anxiety is not evenly distributed
among the various sexual syndromes. As a group, but with many exceptions,
patients who suffer from orgasm phase problems (that is, those who have desire
and erections but whose orgasms are either blocked or uncontrolled) tend to
suffer from the mildest and most easily modifiable sexual anxiety. Such
patients, as a group, have the best prognosis with the brief sex therapy
methods. They often have no other discernible psychological problems, enjoy
good marital relationships, and frequently improve without gaining significant
insight into underlying problems, if, in fact, these exist.


By contrast, dysfunctional patients with the severest and most
tenacious types of sexual conflicts and relationship problems tend, again with
individual exceptions, to develop ISD. These patients have the poorest
prognosis with brief therapy, and treatment tends to be stormy, with
resistances arising even when the outcome is eventually successful. Severely
conflicted patients generally do not improve merely in response to counseling
or educational and behavioral methods. Usually they must gain at least some
measure of insight into underlying conscious intrapsychic and/or relationship
difficulties before improvement occurs. Such patients usually require longer
and more insight-oriented therapy than is provided by the standard
fourteen-session, behaviorally focused treatment that is the traditional
Masters and Johnson mode.


Impotent patients (that is, those with excitement phase problems) as
a group fall in between. Some, who suffer from secondary impotence, are
clinically like the premature ejaculators and anorgastic females in that they
harbor minor or superficial, and often consciously recognized, performance
anxiety. Such patients have an excellent prognosis with rapid sex therapy.
Others, usually those with life-long potency disturbances, are more like the
typical ISD patient in the complexity of their underlying sexual conflicts.
They will have a poorer prognosis and more difficult course of treatment.


It should be emphasized that the preceding conceptualization refers
only to trends and not to individual patients. There are many anorgastic
patients who suffer from severe and complex intrapsychic and/or relationship
problems; while some low libido patients need only relief of performance
anxiety or improved communication with their partner in order to regain their
desire.


Timing


The time at which anxieties are evoked during lovemaking also
influences the nature of the symptom. When anxiety occurs near the end, after
considerable pleasure has already been experienced, orgasm-phase problems tend
to occur. When anxiety disrupts the sexual experience during the excitement
phase, the patient is likely to develop impotence. When negative affect is
evoked early on, at the time when lovemaking is just contemplated or initiated,
then desire tends to become suppressed.


Specific Defenses


It has been emphasized that the source of the sex-related anxiety
that produces sexual symptoms is not specific. Such anxiety may derive from
intrapsychic and/or relationship difficulties, and it may be “minor” or
“major.” Its genesis could be found in any or all stages of early development
or else it might be the product of current stress. The patient or couple may be
perfectly aware of what is upsetting him or her in the sexual situation, or the
sexual conflict may operate entirely on an unconscious, deeply defended level.
In this sense, the remote sources of sexual dysfunctions are not specific. On
the other hand, the immediate antecedents
of sexual symptoms appear to be highly specific. The study of the immediate and
specific experiences of sexually dysfunctional patients suggests that the
different dysfunctional syndromes are associated with specific defenses
against, or adaptations to, the anxiety that emerges during the sexual
experience. And it is the interaction of the specific defenses or adaptations
to anxiety with the physiologic process of the sexual response that produces
the specific sexual symptom.


More specifically, anorgastic women and men who suffer from retarded
ejaculations become anxious at high levels of sexual excitement. At the moment
when abandonment is appropriate they tend to “put on the brake.” Such patients
deal with their anxiety with an obsessive form of self-observation: “Will I
come?” or “Is it taking too long?” In this manner the orgasm reflex becomes
inhibited, just as any reflex that is under voluntary control can become
inhibited when scrutinized obsessively. Again, the underlying source of the
anxiety that arises as the patient makes love is highly variable and may
involve unconscious hostility toward the partner, guilt, fear of loss of
control, oedipal transferences, fear of rejection deriving from preoedipal
issues, unrealistic expectations about sexual functioning, and so on. And if
the patient deals with his anxiety obsessively (what Masters and Johnson call
“spectatoring”), the orgasm reflex will be inhibited and the syndromes of
retarded ejaculation or anorgasmia will result.


Similar specific antecedents may be observed with the other psychosexual
disorders. Vaginismus and the functional dyspareunias of males and females are
associated with painful spasms of the genital muscles. Again, this involuntary
spasm is the specific final cause of the syndrome and represents the response
to the sexual anxiety, which may have a variety of origins.


The syndrome of premature ejaculation is produced when a male
becomes anxious at high levels of sexual pleasure to the point of total
distraction or denial of these pleasurable sensations. This distraction is a
perceptual defense against erotic pleasure. It interferes with the normal
process of sensory integration, the process by which voluntary control over all
biological reflexes that are subject to such control is learned.


Excitement phase disorders, or impotence, represent the inhibitory
effect of undefended anxiety on the delicate parasympathetic genital vascular
reflexes. The source of this anxiety is highly variable. Frequently it involves
the anticipation of sexual failure, “performance anxiety.” Some impotent males
will unconsciously conjure up such performance fears in the service of deeper
and unconscious conflict about sexual adequacy; for others, performance anxiety
is “pure,” that is, not associated with deeper sexual difficulties.


The specific and immediate antecedents of inhibited sexual desire
are not yet completely clear. The study of the specific and immediate sexual
experiences of such patients suggests that many, if not most, ISD patients
unconsciously and involuntarily focus on depressing, frightening, and
frustrating thoughts and images when they are in a potentially erotic
situation. These “anti-erotic” mental processes may include focusing on
negative aspects of the partner, recalling stressful events in external life,
or evoking derogatory and depreciatory thoughts about themselves. In this
manner, such persons upset themselves to a point where sex is avoided. They tap
into the natural physiological mechanisms that suppress sexual desire in an
adaptive manner, much as a person does who finds himself in a dangerous or
sexually inappropriate situation. Such patients typically have no insight into
their active sexual self-sabotage.


Multiple Levels of Etiology


In some clinical situations no discernible pathology underlies the
immediate causes just discussed. For example, a woman has simply acquired for
no discoverable reason a condition spasm of her perivaginal musculature. No
underlying trauma or sexual conflict can be detected. When the spasm is
desensitized or extinguished, the patient functions normally, or is cured. In
other clinical situations, however, a variety of underlying or remote causes
are clearly operative. For example, the woman has acquired her vaginal spasm
because the prospect of coitus evokes unconscious guilt about pleasure, or
because of oedipal taboos, or because penetration has acquired the infuriating
symbolic meaning of submission to the male. Where such remote causes exist,
resistances to the removal of the symptom tend to be mobilized during rapid
treatment. These have to be circumvented or resolved for a successful clinical
outcome.


Among the remote etiological elements commonly seen with sexually
dysfunctional patients are guilt, or superego conflicts regarding sex,
competition, and pleasure. Unconscious fears of romantic success and intimacy
are also highly prevalent in these patients, as is unconscious rage at the
partner. Finally, severe psychopathology and serious difficulties in the
relationship may also produce sexual dysfunctions. This group of patients does,
in fact, suffer from severe problems. These are the deeply neurotic patients
whose early pre-sexual (preoedipal) and sexual (oedipal) development was
substantially pathological. Couples engaged in severe contractual
misunderstandings and power struggles, especially when these have their genesis
in primitive parental transferences, are also in this severe or major group.
Sometimes these deeper problems can be bypassed with behavioral means that
modify only the immediate antecedents of the symptom. In such cases the patient
is left with his major psychological problems, but his sexual functioning is
improved. Frequently, however, such severe underlying problems give rise to
tenacious resistances to behavior modification and are not amenable to brief
treatment methods.


Current Concepts of Treatment


Historical Perspective


In the past, insight therapy, that is, psychoanalysis (or one of the
modifications that falls under the rubric of psychoanalytically oriented
psychotherapy) was considered the appropriate modality for sexual disorders.
This judgment was based on the traditional premise that sexual problems are
reflections of unconscious conflict, and it was expected that resolution of
this conflict would result in the cure of the sexual symptom.


Marital or couples therapy approaches have also been employed for
treating sexual problems. Conjoint treatment presumes that conflicts and
problems in the marital system are responsible for some sexual problems. It is
thought that both partners participate in the genesis and maintenance of these
relationship problems and that, to some extent at least, the dynamics of the
struggle is usually beyond either partner’s conscious awareness. By fostering
insight into, and hopefully resolving, such interactional issues, the therapist
attempts to improve the couple’s sexual experience.


Patients undergoing individual insight therapy often appear to
derive considerable benefits in terms of insight, growth, and improvement in
other aspects of life. But even when significant unconscious conflict is
resolved, the actual sexual symptom is cured in only a relatively small portion
of patients.


Although systematic outcome studies are lacking, the same is
probably true regarding the outcome of conjoint treatment. With the resolution
of contractual disappointment, power struggles, communication problems, mutual
transference, and other difficulties in the couple’s interactions, the
relationship often improves, but it does not automatically follow that
concomitant sexual improvement will also occur. Often the couple gets along
much better, but he still climaxes too rapidly and she does not climax at all.


Sexual problems have also been treated by various behavioral
methods, based on the concept that sexual symptoms and sexual anxiety are learned
and can be unlearned. Accordingly, it is held that if the contingencies are
constructed so as to extinguish sexual anxiety and to foster the learning of
sexual skills and improved attitudes, sexual problems can be cured.


Some successes have been reported with the behavioral treatment
approaches, but these have been limited. There have been no reports of
large-scale successes comparable to the Masters and Johnson outcome study with
behavior therapy. It is my impression that strictly behavioral approaches to
sexual symptom are successful for only a limited patient population.


The most impressive results thus far reported are those of Masters
and Johnson, who reported an 80 percent cure rate. Extensive clinical
experience, accumulated since their study, has by and large confirmed the
original finding, and has made it clear that sex therapy represents a genuine
and significant advance in the treatment of sexual problems. Therefore sex
therapy, either in its classic form or in one of the modifications in current
use, is widely regarded as the treatment of choice for psychosexual
dysfunctions, with the possible exception of severe disorders of sexual desire.
Of course, sex therapy is indicated for the psychosexual dysfunctions only when
no contraindications exist in the form of organic etiologic factors, substance
abuse, depression, the presence of significant stress or crisis, active and
serious psychopathology in either partner, or severe problems in the
relationship.


Sex Therapy


It is interesting to speculate on the possible reasons for the
efficacy of sex therapy as compared to the other forms of treatment. Possibly
the limited success of the insight therapies that rely exclusively on verbal
interchange between the therapist and the patient or couple is due, at least in
part, to the neglect of these modalities as the specific antecedent or
immediate cause of the sexual symptom, in favor of focusing on the underlying
deeper or remote causes. Most psychoanalysts and couples’ therapists typically
do not clarify the details of the patient’s or couple’s sexual interaction or
immediate erotic experience, nor will they give suggestions regarding sexual
corrective experiences. Instead, the therapist will work to clarify and resolve
the underlying intrapsychic and/or interactional conflict in the hope that such
insight might be curative. However, clinical experience suggests that the
resolution of unresolved unconscious intrapsychic or marital conflict, will
frequently not per se result in
relief of the sexual symptom. In many clinical situations, specific sexual
difficulties persist even after excellent insight has been attained and will
only improve after the patient or couple’s sexual experiences are specifically
and adequately modified in addition to insight.


Behavioral techniques have an obvious advantage in treating sexual
dysfunction because these methods are exquisitely designed to illuminate and
modify the immediate and specific contingencies that ultimately produce the
sexual symptom. But these techniques are helpless in dealing with resistances
that typically appear during the rapid modification of sexual behavior, except
in those patients where the underlying causes are minor. Since the concept of
unconscious motivation has no place in behavioral theories, no behavioral
techniques exist for dealing with unconscious sexual conflict and with the
tenacious resistances to which they give rise.


Perhaps the great advantage of sex therapy lies in the fact that it
is integrated. It intervenes on both
levels: at the level of the immediate sexual symptom, and, when it is
necessary, at the level of deeper psychopathology. Integrated techniques employ
an amalgam of behavioral and psychodynamic modes. Sexual tasks designed to
modify the sexual symptom are integrated with the psychotherapeutic sessions,
permitting the therapist to deal with resistances and with the underlying
emotional conflict from which these arise.


Recent Modifications of Sex Therapy


The original sex therapy procedure that was described by Masters and
Johnson in 1970 has been extensively modified by many of the clinicians who
have been working in the field in recent years. The purposes of these modifications
have been to streamline treatment, that is, to eliminate those features that
are not necessary for therapeutic efficacy, and to extend the range of
therapeutic effectiveness to a greater and more troubled patient population,
that is, those who suffer from deeper conflicts and resistances and who tend to
fail to respond to classic sex therapy.


All modifications retain the two essential features of sex therapy:
(1) The focus on relief of the sexual symptom to the exclusion of other
problems, which are only dealt with to the extent that is necessary to improve
sexual functioning, and (2) The employment of an integrated combination of
corrective sexual tasks and psychotherapeutic sessions that are usually
conducted conjointly with both partners.


Procedural Modifications


Masters and Johnson originally felt that that the use of a dual
gender co-therapy team was essential to the success of their method. However,
no solid evidence has been presented attesting to the superiority of co-therapists
over a single therapist. Many therapists are currently working alone, and
clinical experience suggests that a single well-trained therapist, who is
sensitive to the sexual experiences of both genders, is as effective as a team.


The original Masters and Johnson format required that the couple
isolate themselves from the stresses and distractions of ordinary life, check
into a motel, and see the therapist intensely for daily sessions for a period
of two weeks. After this time, the patients were discharged regardless of treatment
outcome, with the assumption that if cure had not taken place by this time, the
couple was not amenable to the method. Although some clinicians and programs
still operate according to this model, most have modified this procedure so
that the couple remains at home and visits the therapist in their own
community.


The time frame of treatment has also become more flexible in most
programs. Masters and Johnson employed a fourteen-session treatment format for
all their patients—once a day for two weeks. In other programs, patients are
typically seen once or twice a week and length of treatment varies from three
sessions to as many as thirty. Clinical experience suggests that these
modifications have a more positive outcome for a wider range of patients.


Technical Modifications


Masters and Johnson’s original treatment program encouraged the
exchange of sensuous pleasure between the partners, deemphasized performance
pressures during sex, fostered open and authentic communication, promoted
attitudes of mutual respect and caring, and provided training in sexual skills.
This same treatment format was used for all the dysfunctions and for all
couples.


The recognition of three physiologically separate phases of the
sexual response, which ultimately differentiates between the three types of
dysfunctional syndromes, has led to the recognition that each syndrome is
associated with specific psychopathologic antecedents. Within this theoretical
framework, more specific and rational treatment strategies have been developed.
Thus many clinicians now employ different therapeutic techniques for each
specific syndrome. Descriptions of these are available in literature.


Basically, it is assumed that in order to cure the sexual symptom,
it is necessary to modify the immediate antecedents that gave rise to it. Thus,
the behavioral aspect of treatment is designed to modify the specific
antecedents or immediate causes of the sexual symptom. Since these are
different for the various syndromes, the “sexual exercises” or behavioral tasks
assigned to the couple are different and specific. For example, in anorgasmia
of females and retarded ejaculation in males, the exercises are designed to
maximize genital stimulation and at the same time reduce the obsessive
self-observation by which orgasm is retarded. Focus on erotic fantasy or on
physical attributes of the partner may be used in the service of this
intervention. By contrast, premature ejaculation is treated with techniques
that help the patient focus on the sensations premonitory to orgasm and to
accept the pleasurable sensations concomitant with high level of sexual
arousal. Both the “squeeze” and the “stop-start” methods have proved effective
in accomplishing this objective. By these means it is hoped that the patient’s
distraction, or tendency toward perceptual defense against erotic pleasure,
will be modified to the extent that he can attain voluntary control of his
ejaculatory reflex. Potency disorders, which are frequently associated with
performance anxiety, are often successfully dealt with by structuring the
couple’s erotic interaction so that it is reassuring and free from performance
pressures. In this manner the fear of sexual failure can often be diminished.
The improvement of desire disorders generally requires that the patient gain
some insight into his or her tendency to evoke or focus on negative images or
“anti-fantasies” when in an erotic situation. This is the hypothetical
immediate cause of ISD. To this end the tasks are structured: to help the
patient confront his or her defenses against sexual pleasure and the tendency
to turn off.


Tasks may be also modified in order to meet the specific and
individual dynamic requirements of the patient or the couple. Also, the pace of
treatment can be adjusted to accommodate the particular level of anxiety and
the patient’s tolerance for anxiety. Within such a flexible therapeutic
framework, sensitivity and creativity must be used to devise the specific
tasks. These should be structured so that they will enable the patient to make
progress, while at the same time these experiences must not evoke anxiety of
sufficient intensity to mobilize counterproductive resistances to treatment.


Thus, for example, a highly anxious couple may not be able to
tolerate the rapid tempo of standard treatment, and tasks can be assigned at a
slower and more gradual pace without sacrificing an eventual favorable outcome.
Or, if it appears that a specific sexual experience has acquired some
threatening symbolic meaning to the patient (and for this reason evokes
resistances), alternative tasks may be employed that will “bypass” this
obstacle. For example, if the female superior position, which is usually
employed during the treatment of premature ejaculation, female excitement phase
disorders, and some potency disturbances, is threatening on some symbolic level
(perhaps evoking fears of passivity and helplessness in the male, or concerns
with aggression or sexual responsibility on the part of the female), the
therapist has two choices. He may attempt to resolve the unconscious threat
evoked by this position during the therapy sessions, or he may decide to
substitute a side-by-side position or some other one that will still enable the
patient to carry out the appropriate and crucial exercise without having to
deal explicitly with the anxiety generated by the unconscious meaning of these
exercises.


Psychodynamic Emphasis


Masters and Johnson did not make reference to unconscious conflict
or motivation in the description of their treatment procedure. They relied on
education, training in sexual and communication skills, in vivo desensitization
of sexual anxiety, and on the construction of stimulating and reassuring sexual
tasks. These methods have helped numerous patients, and many competent therapists
still adhere to this essentially non-dynamic therapeutic model. However,
others, including this author, feel that sexual pathology gains clarity and
that the therapeutic process becomes effective for a greater range of patients
when sexuality and therapy are conceptualized in psychodynamic terms with
reference to multiple levels of etiology, including those that occur on an
unconscious level. This is especially true when dealing with patients whose
symptoms have deeper roots, symptoms that are the product of more serious
conflict than those produced by minor performance anxieties and lack of
communication. With minor problems such as the fear of sexual failure
(particularly when this disturbs only the orgasm phase), cure can often be
obtained, without insight, on the basis of behavioral modification alone. But
this is not true of more complex problems such as those seen with the more
serious potency disorders and with the majority of desire-phase problems. In
such cases, more emphasis needs to be placed on fostering insight.


The insight-promoting aspects of sexual therapy are emphasized
during the therapy sessions. These sessions may be conducted conjointly or with
either partner, as resistances arise.


In the attempt to develop more effective treatment procedures for
the more difficult dysfunctions, a variety of treatment styles or variations
are currently in use. In general, these can be thought of as modifications of
brief active crisis intervention forms of psychotherapy that have been especially
adapted for working with sexual problems. This author’s own method employs a
fine balance between support of the patient’s pleasure functions and active
confrontation with his resistances to the development of sexual adequacy. These
new approaches are promising and make sense from a theoretical perspective.
However, they still need to be objectively evaluated and compared to other
treatment approaches.
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CHAPTER 22

SLEEP DISORDERS: EVALUATION AND MANAGEMENT IN THE OFFICE SETTING


Anthony Kales, Constantin R. Soldatos, and
Joyce D. Kales


Introduction


The evaluation and treatment of sleep disorders constitute an
important area of psychiatric practice. Psychological factors are prominent in
the etiology of insomnia, certain cases of hypersomnia, secondary enuresis, and
in cases of adults who suffer from sleepwalking, night terrors, and nightmares.
In childhood the development of sleepwalking, night terrors, and nightmares is
usually related to maturational factors; psychiatric disturbances are
occasionally primary. In other sleep disorders such as narcolepsy, primary
enuresis, and sleep apnea, psychological factors are rarely causative. However,
since these disorders often have extensive psychosocial consequences, they are
frequently the cause of psychological disturbances.


Disturbance of sleep is a common symptom of such psychiatric
conditions as depression, mania, schizophrenia, or anxiety. Even when disturbed
sleep is associated with a medical illness, psychological factors such as
anxiety, depression, insecurity, lowered self-esteem, and fear of a more
permanent invalidism or death are often causative.


The prevalence of sleep disorders in the general population is quite
striking. In a survey of representative households in the Los Angeles
metropolitan area, the overall prevalence of current or past sleep disorders in
adults was 52.1 percent. The prevalence of specific sleep problems was as
follows: insomnia, 42.5 percent; nightmares, 11.2 percent; excessive sleep, 7.1
percent; and sleepwalking, 2.5 percent. In many cases, these conditions were
chronic, having started early in life. The prevalence of insomnia, nightmares,
and hypersomnia was higher among individuals with a lower socioeconomic status
or educational attainment. In addition, the presence of these disorders was
correlated with more frequent complaints of general physical and mental health
problems. Previous studies have reported that mental disturbances occur more
frequently in groups with limited education and lower income. Consequently, it
is not surprising that the development and persistence of sleep disorders in
adults is more prevalent among individuals of lower socioeconomic and
educational status.


Sleep disorders are frequently encountered in general medical
practice. A survey of nearly 5,000 physicians determined the prevalence of
sleep disorders seen within each major medical specialty. Physicians reported
that an average of 17 percent of their patients had insomnia; the highest
prevalence of insomnia, 32.4 percent, was reported by psychiatrists. The
estimated prevalence of the other sleep disorders was as follows: nightmares,
4.3 percent; hypersomnia, 2.9 percent; enuresis, 2.2 percent; night terrors,
1.2 percent; narcolepsy, 0.6 percent; and somnambulism, 0.6 percent. Insomnia,
nightmares, and hypersomnia were reported most frequently by psychiatrists and
child psychiatrists; narcolepsy was encountered most often by neurologists; and
enuresis, somnambulism, and night terrors were most often seen by child
psychiatrists and pediatricians. Areas of high-population density had a greater
prevalence of insomnia, hypersomnia, night terrors, and nightmares. These data
show that physicians, particularly psychiatrists, need to keep current with the
considerable clinical advances that are being made in the etiology, assessment,
and management of sleep disorders.


At the present time there is no official diagnostic classification
for sleep disorders. The proposed classification of sleep disorders, which is
included as an appendix in the Diagnostic
and Statistical Manual of Mental Disorders (DSM-III), has a number of major
shortcomings that seriously limit its usefulness. There are about seventy
diagnoses, many of which are either unsubstantiated or based on
electrophysiologic criteria that have relatively little clinical significance.
Also, this classification does not follow the DSM-III format. While the DSM-III
encourages the use of multiple, separate diagnoses within a multiaxial system,
the sleep classification consistently combines diagnoses—an approach that is
confusing and misleading. It is probably for these reasons that this “sleep
appendix” has limited applicability from a clinical standpoint and is therefore
uncoded.


The International
Classification of Diseases, 9th Revision, Clinical Modification (ICD-9-CM),
on the other hand, provides succinct and practical diagnoses for sleep
disorders, particularly in the section dealing with sleep disorders of nonorganic
origin. This chapter basically follows the format and most of the individual
diagnoses included in the ICD-9-CM. Included are discussions of insomnia,
disorders of excessive sleep (narcolepsy, the hypersomnias, and sleep apnea),
and episodic sleep disturbances (sleepwalking, night terrors, nightmares, and
enuresis).


Insomnia


Insomnia is the most frequently encountered sleep disorder. In
several national or regional surveys, the prevalence of insomnia has been
estimated at 30 to 35 percent.- Although the term “insomnia” literally denotes
a complete lack of sleep, it is used to indicate a relative inability to sleep,
that is, difficulty in falling asleep, difficulty staying asleep, early final
awakening, or combinations of these complaints.


Sleep laboratory studies demonstrate a positive correlation between
subjective complaints of insomnia and the objective measurements of sleep
disturbance. Compared with age-matched controls, insomniac subjects show
increased objective values for sleep latency, wake time after sleep onset, and
total wake time. However, the subjective estimates of their sleep difficulty
are usually exaggerated. Thus, the clinical complaint of insomnia, although
usually valid, is often overestimated. When compared with controls in terms of
sleep stages, insomniacs have less stage 4 sleep, and the amount of
rapid-eye-movement (REM) sleep they obtain is either similar or slightly less.
In addition, insomniacs vary considerably from night to night in terms of sleep
latency, wake time after sleep onset, stage REM, and stage 4 sleep.


The sleep of insomniacs is different qualitatively as well as
quantitatively from the sleep of normal subjects. Poor sleepers have higher
levels of physiological arousal both prior to and during sleep; heart rate,
peripheral vasoconstriction, and rectal temperature are elevated both before
and during sleep, and they have more body movements during sleep. Also,
insomniacs show a degree of physiological instability in the production of
sleep spindles from night to night.


Causative Factors


In most cases, chronic insomnia is secondary to psychological
disturbances. When medical conditions and aging are excluded, about 80 percent
of patients with chronic insomnia have one or more elevated Minnesota
Multiphasic Personality Inventory (MMPI) scales. These patients usually fall
within the diagnostic categories of the neuroses or personality disorders, and
have a history of chronic anxiety or depression, or both. The most frequently
elevated MMPI scales are depression, conversion hysteria, psychopathic deviate,
and psychasthenia.


Analysis of the MMPI patterns of insomnia patients strongly suggests
that many insomniacs characteristically internalize their emotions rather than
express them outwardly. The internalization of psychological conflicts may lead
to chronic emotional arousal, which in turn leads to physiological arousal and,
consequently, insomnia. The fact that poor sleepers have higher levels of
physiological arousal during sleep supports this hypothesis. During the day,
the insomniac typically tries to deny and repress conflicts. At night, however,
as external stimulation and distractions wane, attention is focused internally,
the individual relaxes, and regression occurs. Feelings of anger, aggression,
and sadness threaten to break through into consciousness and, as the insomniac
fights to ward off preconscious thoughts, sleeplessness worsens. Thus, in
addition to the underlying psychological disturbances, a fear of sleeplessness,
which is independent of the primary psychological causes, soon develops in
insomnia patients. Also, a chronic pattern of disturbed sleep eventually
conditions the patient to expect insomnia. The ultimate result is a vicious
circle of continued sleep disturbance, with an escalation of psychological
conflict, physiological arousal, sleeplessness, fear of sleeplessness, further
psychological arousal and still further sleeplessness.


Sleep disturbance is an extremely common complaint of patients who
have significant psychiatric problems; 70 to 75 percent of any given outpatient
or inpatient psychiatric population have some type of sleep disturbance. For
example, sleep disturbance is one of the most consistent symptoms of depressive
illness. During the acute manic phase of manic-depressive illness, the typical
patient has a marked reduction in total sleep, though he may not complain of a
lack of sleep. In schizophrenic patients, the degree of sleep disturbance
varies considerably, depending upon whether the process is acute or chronic.
Severe sleep disturbances are frequent in acute schizophrenic episodes and
often reach the point of complete sleeplessness.


Insomnia can also be caused by situational circumstances, medical
conditions, or pharmacological agents. Situational insomnia is most often
transient and related to major life events, such as difficulties with work or
family, or personal loss. It is a universal but highly individualized
phenomenon; almost everyone has experienced situational insomnia at one time or
another. Insomnia is frequently a symptom in medical conditions that are
accompanied by pain, physical discomfort, anxiety, or depression. Sleep
difficulties can also result from the use of various pharmacological agents,
such as amphetamines or other stimulants, steroids, central adrenergic blockers,
bronchodilators, or the caffeine contained in colas and coffee. Also, an
intense degree of insomnia, which is termed “rebound insomnia,” may follow the
withdrawal of certain short- or intermediate-acting benzodiazepine hypnotics,
even when they are given in single nightly doses for short periods.
“Drug-withdrawal insomnia” is produced by the abrupt withdrawal of large
nightly doses of non-benzodiazepine hypnotics after prolonged administration.


The elderly, especially women, frequently complain of insomnia.
Older people not only sleep less than younger persons and have many nocturnal
awakenings, but the amount of stages 3 and 4 sleep they obtain is markedly
reduced and may even be absent. The aging process itself may contribute to
sleep difficulty; the elderly often have medical illnesses, in which pain and
discomfort cause frequent sleep disturbance. Also, as the older person faces
the realities of declining function and inevitable death, he may become
anxious, fearful, and depressed. Fear of death and uncertainty about the “after
death” situation are more prominent during the night, when sleep is perceived
as a transient deathlike state. Consequently, the process of falling asleep
involves varying degrees of emotional regression.


Diagnostic Considerations and Procedures


Failure to take an adequate history is one of the most common
shortcomings in the management of insomnia. A complete history includes a
general sleep history, a psychological history, and a drug history.- It is
essential to thoroughly describe the sleep problem, including the type(s) of
insomnia, the nature of the onset of the problem and its duration (that is,
acute or chronic), the severity and frequency of the sleep difficulty, and the
circumstances that precipitate or accentuate the insomnia. Critical information
is obtained from the bed partner to rule out the presence of sleep apnea or
myoclonus nocturnus. Assessment of the sleep problem should not only focus on
an eight-hour, nightly period, but also cover the twenty-four-hour sleep-wakefulness
pattern.


A complete psychiatric history is essential and can usually point
out a relationship between the onset of sleep difficulties and psychological
conflicts or major life-stress events. In taking a psychiatric history, the
physician should be aware that insomniac patients tend to focus on symptoms
that are ego-syntonic and socially acceptable, such as the complaint of
insomnia itself, as opposed to such ego-dystonic symptoms as depression and
impotence. The psychiatric history should include a thorough sex history and
should assess for symptoms suggestive of endogenous depression or a
psychoneurotic disorder.


The drug history should evaluate the patient’s consumption of
coffee, colas, or alcohol. Excessive caffeine may result in difficulty in
falling asleep, whereas alcohol causes difficulty in staying asleep. The drug
history also assesses previous pharmacological treatment for insomnia or other
disorders. Therapy with a tricyclic antidepressant is often unsuccessful
because the daily dosage has been insufficient or excessive daytime sedation
has been caused by daytime administration of the medication. Overtreatment is
frequently a problem with hypnotic drugs and is in large part caused by the
relative ineffectiveness of these drugs over intermediate- or long-term use.
The loss of efficacy may cause the patient to increase the dose. Under such
conditions, drug-withdrawal insomnia may occur when abrupt withdrawal is
attempted.


Nonpharmacologic Management and Psychotherapy


Since transient insomnia is most often a reaction to physical or
psychological stress, it usually subsides when the individual adapts through
his own coping mechanisms. If elimination of the stress-generating situation is
impossible or impractical, the main therapeutic role of the physician in these
cases is to help the patient strengthen these mechanisms. In treating chronic
insomnia, however, the physician must be aware that the disorder is
multidimensional: Any approach that is directed to only one of the factors
involved will usually be inadequate or unsuccessful. In general, the most
effective treatment for the patient with insomnia combines the following
elements: (1) general therapeutic measures; (2) supportive, insight-oriented
and behavioral psychotherapeutic techniques; and (3) appropriate adjunctive use
of antidepressant or hypnotic medication.


General therapeutic measures may be applied in most cases of
insomnia. The patient should be encouraged to increase his physical activity
and exercise during the day, but not close to bedtime since exercise at that
time may heighten physiologic arousal. Complex mental activity, such as
studying, especially late in the evening, may aggravate insomnia; thus,
patients are instructed to avoid mentally stimulating situations and engage in
relaxing mental activities prior to bedtime. In addition, patients should
regulate their daily schedules and establish a regular bedtime hour, although
the patient’s sleep schedule should remain flexible so that he does not become
unduly obsessive about the schedule itself. The insomniac should go to bed only
when he is sleepy. If he is unable to sleep, he should get up, leave the
bedroom, and engage in some kind of relaxing activity. In this way, the patient
learns to associate the bedroom with sleep rather than with obsessive thoughts
and concerns. Naps during the day should be discouraged. Finally, cigarette
smoking and drinking beverages containing caffeine should also be discouraged,
particularly close to bedtime.


Support, education, and reassurance often help to minimize the
patient’s fear of sleeplessness and the consequences of insufficient sleep.
Patients are often obsessed with the fear that their insomnia will severely
affect their physical health and even cause their death. It can be very helpful
to explain to the patient how his own anxiety can become part of the vicious
circle that exacerbates and maintains insomnia.


Behavioral treatment approaches that minimize rumination and help
the patient to focus his attention can be beneficial. In this regard,
relaxation training combined with suggested pleasant imagery is therapeutic,
since it focuses the thoughts of the insomniac patient on a positive or neutral
theme, helping him to avoid rumination by shifting his attention from the
internal to the external. Accordingly, attention and patterned thought are
substituted for the ruminative concerns that maintain the insomniac’s high
levels of cognitive arousal. One advantage of behavioral therapy is that the
individual’s active participation reduces his feelings of passivity and
helplessness. The effectiveness of behavioral therapies in treating insomnia is
generally limited, however, to patients who have difficulty falling asleep. In
addition, behavioral approaches require a much greater degree of cooperation
and compliance by the patient.


In treating the psychological aspects of insomnia, the psychiatrist
needs to be active and direct in exploring conflict areas rather than using a
gradual, uncovering approach. Insomniacs deny the psychologic conflicts that
underlie their sleep disorder. Instead, they focus on the somatic aspects of
their problem and are mainly interested in symptomatic relief. If areas of
psychological conflict are delineated early in treatment, these patients are
more likely to become actively involved in therapy.


Psychodynamic techniques allow for delineating and resolving the
original conflict that underlies the insomnia and its development. A chronic
insomniac patient may fear going to bed because of suppressed memories of traumatic
events and experiences in childhood or adolescence that were associated with
sleep or bedtime (for example, parental drunkenness, domestic violence, or
incest). Insomniac patients often have difficulty expressing and controlling
their aggressive feelings. Going to sleep represents a loss of control, and
insomnia is a defense against this fear.


Insight-oriented psychotherapy thus provides a means for dealing
with current, unexpressed, psychological conflicts and emotions that predispose
the patient to emotional and physiological arousal at night. For the insomniac,
getting in touch with anger, overcoming binding inhibitions and apprehensions,
and restoring the balance of outwardly expressed versus self-restrained
aggression are important benefits from psychotherapy. This, of course,
minimizes the potential for emotional release and arousal at bedtime.


Sexual difficulties, such as avoidance of sexual relations and
unsatisfactory sexual relations, are frequent in patients with insomnia. These
problems may be related to general interpersonal difficulties with the spouse,
to fear of aggression, or attempts to control or manipulate the spouse through
the sexual aspects of their relationship.


Drug Treatment


When patients with transient insomnia are severely anxious,
prescribing anxiolytic medication as an adjunctive treatment for a short time
can be helpful. In treating chronic insomnia, the use of hypnotic medication
should be only an adjunct to the main therapeutic procedures. It is
particularly helpful in breaking the vicious circle of insomnia, fear of
sleeplessness, emotional and physiologic arousal, and further insomnia. The
issues involved in the pharmacological treatment of transient and chronic
insomnia are similar, except that the lack of continued effectiveness of the
medication is an important additional consideration when treating chronic
insomnia.


Barbiturates should generally be excluded from the adjunctive
pharmacotherapy of insomnia. They have many shortcomings, including interaction
with anticoagulants, and a high potential for drug-withdrawal insomnia and drug
dependence. Most important, the potential for a lethal overdose is very high
with barbiturates. The benzodiazepine hypnotics are preferred over barbiturates
because they have a very wide therapeutic window and can be used with relative
safety. Most of them are effective for a period of one to two weeks, that is,
within the usual treatment period of transient insomnia. Nevertheless, all
benzodiazepines are not alike. Those with shorter half-lives have been shown to
produce rebound insomnia even after brief periods of nightly administration of
single, therapeutic doses. On the other hand, long-acting benzodiazepine
hypnotics may reduce performance during the day following their bedtime
administration. Certain benzodiazepines may also cause anterograde amnesia.


The clinician needs to be aware of the side effects of the
benzodiazepines he chooses to prescribe, and he should instruct his patient to
use the medication cautiously. With shorter-acting benzodiazepines, tapering of
the dose before complete withdrawal is necessary to minimize difficulty with
rebound insomnia. The potential for impairment of memory or daytime performance
should be dealt with by educating the patient about the possibility of their
occurrence with certain benzodiazepines and cautioning him to avoid tasks that
necessitate heightened memory or performance capabilities.


Although L-tryptophan has been proposed as a sleep-inducing agent,
the hypnotic efficacy of this compound has not been proven. This failure to
demonstrate effectiveness may be due to methodological problems, since most of
the existing studies to date involve non-insomniacs. Similarly, the
effectiveness of over-the-counter “hypnotics” has not been established, and these
compounds should not be used. Sleep-laboratory assessment of these drugs
suggests that they are ineffective. Moreover, over-the-counter drugs containing
scopolamine can be hazardous since even in the recommended dose range they may
precipitate acute glaucoma, especially in elderly patients who have a narrow
corneal-iris angle. Also, a dose of two to three times the recommended dosage
may produce transient disorientation and hallucinations.


To date, only two hypnotics, nitrazepam and flurazepam, have been
found to be effective for more than a two-week period. However, only flurazepam
is available in this country. With most patients, treatment should be initiated
with a dosage of 15 milligrams (mg) of flurazepam at bedtime. If after one to
two weeks the 15 mg dose does not sufficiently improve sleep, the dosage should
be increased to 30 mg. When administering flurazepam, the physician should
alert the patient to possible decrements in his daytime performance. Also, the
physician should avoid increasing the dose in the elderly and in individuals
with impaired metabolic systems, since active metabolites of the drug are more
likely to accumulate in these individuals.


Withdrawal of flurazepam is facilitated by its carry-over
effectiveness. On the first and second nights following withdrawal of
flurazepam, sleep is still significantly improved, whereas upon withdrawal of
most hypnotic drugs, sleep difficulty returns immediately to predrug levels
and, in some cases, rebound insomnia occurs.


When anxiolytics or antidepressants are properly used in the
pharmacotherapy of insomnia, they reduce the anxiety or depression underlying
the insomnia, and their sedative side effects help to ameliorate the
sleeplessness itself. When insomnia is secondary to anxiety states, the use of
anxiolytic benzodiazepine drugs (for example, clorazepate, chlordiazepoxide,
diazepam, or lorazepam) is indicated for both the daytime anxiety and, in an
increased bedtime dose, the sleep difficulty. Insomnia associated with agitated
depression should be treated with an antidepressant (for example, amitriptyline
or doxepin). Administration of most or even all of the daily dose of the
sedative antidepressant at bedtime not only alleviates sleeplessness, but also
reduces daytime sleepiness.


Insomnia associated with retarded depression may be treated with an
energizing tricyclic antidepressant, such as imipramine, which may be used in
divided doses during the day together with a benzodiazepine hypnotic, such as
flurazepam, at bedtime. When the therapeutic effects of the tricyclic have been
established, which takes about two to three weeks, flurazepam can be
discontinued, since relief of insomnia usually accompanies improvement of the
underlying depression.


A sufficient dose level is critical to the effectiveness of
antidepressant medications. A major problem with the tricyclic antidepressants
that have sedating side effects is that many patients are given too much of
their medication during the day rather than at bedtime. The sedative side
effects of the tricyclic antidepressants are immediate, while the
antidepressant effect is more likely to occur after about ten days. Confusing
the side effects of these drugs with their basic action may account for much of
the difficulty in attaining a sufficient total daily dosage, and also in
appropriately adjusting the daytime-to-bedtime dose ratio.


On the other hand, the administration of a large bedtime dose of a
sedative tricyclic antidepressant should be implemented gradually. In this
manner, the psychiatrist can avoid severe decrements in performance the
following day, as is often the case when a sedative tricyclic is initiated in a
bedtime dose of 75 to 100 milligrams.


For the treatment of insomnia associated with schizophrenic
psychosis or the manic episodes of manic-depressive psychosis, neuroleptics
with sedative properties, such as chlorpromazine and haloperidol, are
indicated. Since a large bedtime dose is usually effective in controlling the
patient’s sleeplessness, administration of hypnotics can be avoided.


Narcolepsy


The disorders of excessive sleepiness are narcolepsy and the various
hypersomnias, including those associated with sleep apnea. About 7 percent of
the general adult population has had a complaint of excessive sleep at some
time in their lives.


Recognition of the narcolepsy syndrome has important psychiatric
implications since a lack of a definite diagnosis and therapy may have serious
psychosocial consequences for the patient. In addition, problems arising from
prolonged administration of stimulant drugs when treating narcolepsy are of
special interest to psychiatrists. Daytime sleep attacks, the primary component
of the narcoleptic tetrad, may be associated with one or more of three
auxiliary symptoms: cataplexy, sleep paralysis, and hypnagogic hallucinations.
Narcoleptic sleep attacks may be as short as a few seconds in duration or as
long as thirty minutes. In milder forms of narcolepsy, sleep attacks are
precipitated by boring, monotonous, and sedentary situations; whereas in severe
narcolepsy, sleep attacks may occur under circumstances which are quite
stimulating or exciting, for example, work or sports activities and even sexual
intercourse. Cataplexy, a sudden loss of muscle tone without loss of
consciousness, may be complete, causing the patient to fall as if fainting. In
less pronounced situations, the cataplexy may be partial, with simply a
buckling of the knees or sagging of the facial musculature. Cataplectic attacks
are generally quite brief, lasting from seconds to one or two minutes. The
attacks are characteristically precipitated by strong emotions such as
laughter, anger, or surprise. The remaining auxiliary symptoms of sleep
paralysis and hypnagogic hallucinations occur during the transition between
wakefulness and sleep. Episodes of sleep paralysis last from a few seconds to
one or two minutes and may occur in normal individuals, leaving the individual
fully conscious but unable to move. The hypnagogic hallucinations of narcolepsy
are visual, auditory, or tactile perceptions that, in general, are more vivid,
emotionally charged, and unpleasant than those that sometimes occur in normal
individuals.


Narcolepsy is not a rare disorder. The prevalence of narcolepsy is
estimated to be from 0.02 to 0.07 percent of the general population. The actual
prevalence is most likely higher than reported, however, since the disorder is
frequently misdiagnosed. The incidence in men and women is about equal.
Narcolepsy usually appears between the ages of ten and thirty, and in 90
percent of the cases, onset is prior to age twenty-five.


The narcoleptic tetrad, especially the auxiliary symptoms,
corresponds to manifestations of REM sleep. Narcoleptic patients who also have
cataplexy have REM periods at or close to sleep onset, rather than after the
normal seventy to ninety minutes of non-REM (NREM) sleep. Also, sleep attacks
are about as long as REM periods, that is, fifteen to thirty minutes.
Furthermore, the loss of muscle tone in cataplexy is a reflection of the motor
inhibition of REM sleep, and hypnagogic hallucinations correspond to the dream
activity associated with REM sleep. In those narcoleptic patients who do not
have associated auxiliary symptoms (independent narcolepsy), sleep-onset REM
periods do not usually occur.


Disturbance of nocturnal sleep is common in narcolepsy. The sleep
disturbances may consist of generally restless sleep, frequent nocturnal
awakenings, or less total sleep time. Since sleep attacks are reported to be
more frequent after a night of poor sleep, the physician needs to be concerned
about the patient’s nocturnal sleep and especially how it may be adversely
affected by stimulant medication taken late in the day or in the evening.
Excessive nocturnal sleep is not characteristic of narcolepsy.


Causative Factors


Genetic factors are important in the development of narcolepsy;
narcoleptic patients frequently have positive family histories either for
narcolepsy or hypersomnia. In a study of narcoleptic probands, it was found
that the prevalence of narcolepsy among relatives was 2.5 percent, a rate about
sixty times greater than the estimated prevalence in the general population.


The exact pathophysiology of narcolepsy/cataplexy has not been
determined; however, it is clear from the absence of epileptic discharges in
the electroencephalogram (EEG) that narcolepsy is not related to epilepsy.
Narcoleptic patients show a high degree of psychological conflicts, but these
generally appear to be consequences of the disorder rather than causative
factors.


Diagnostic Considerations and Procedures


A thorough history is important in establishing the diagnosis of
narcolepsy and initiating treatment. The physician must determine the age of
onset for narcolepsy, the frequency and duration of episodes, the time of their
occurrence, the circumstances precipitating the symptoms, and the general
daytime behavior and adjustment. If cataplexy and other auxiliary symptoms are
present, the diagnosis is easily made on a clinical basis. If sleep attacks are
the only symptom, an all-night hypno-polygram and a daytime-nap EEG recording
may confirm the diagnosis by detecting a sleep-onset REM period. If the hypno-polygram
and the nap EEG are negative, the physician again proceeds on the basis of the
clinical symptomatology.


A thorough history is usually sufficient to differentiate narcolepsy
from other disorders. Narcolepsy is frequently misdiagnosed as hypersomnia,
hypothyroidism, hypoglycemia, epilepsy, myasthenia gravis, or multiple
sclerosis. The characteristics that differentiate narcolepsy from hypersomnia
are the presence of auxiliary symptoms (cataplexy, sleep paralysis, or
hypnagogic hallucinations), usually shorter daytime sleep episodes, an absence
of post-sleep confusion, and an absence of prolonged nocturnal sleep.
Narcolepsy is differentiated from epilepsy by the presence of auxiliary
symptoms, the absence of bladder or bowel incontinence and tongue biting, and
the lack of clinical EEG abnormalities characteristic of epilepsy.


Therapy


Nonpharmacologic Management and Psychotherapy


Narcoleptics often are considered by their family, friends, fellow
employees, and employers as being lazy, malingering, or psychologically
disturbed.- The physician should inform the patient and the people who comprise
his family, social, and occupational lives that the sleep attacks and other
symptoms are beyond the patient’s control. Since it is not uncommon for
narcoleptic patients to be terminated from employment, it is sometimes helpful
to suggest to the employer that he allow the patient one or two short naps
every day. Such naps often significantly improve work performance.


Narcoleptic patients should be advised of the potential dangers of
long-distance driving or other activities that would expose them to danger if a
sleep attack or cataplectic episode were to occur. The physician has to be
judicious whenever advising restriction of activities to the narcoleptic
patient. Warnings should not exceed those warranted by the clinical course of
the illness before, and especially after, treatment.


Psychotherapy alone, of course, is not effective in treating
narcolepsy itself, since accompanying psychological difficulties are secondary
rather than primary. Supportive psychotherapy is helpful, however, as an
adjunct to the pharmacological treatment of narcolepsy, since alleviation of
the serious psychosocial consequences of the disorder facilitates the overall
treatment.


Drug Treatment


The sleep attacks of narcolepsy can be effectively treated with
stimulant medication such as the amphetamines and methylphenidate.''
Methylphenidate has been recommended as the drug of choice for the management
of narcoleptic sleep attacks because of its prompt action and the relatively
low incidence of side effects. Since this drug has a short duration of action
and is effectively absorbed only from an empty stomach, patients should take
the medication at least forty-five minutes before, or more than one hour after,
eating. Initially, patients take 5 mg upon awakening in the morning, at midday,
and again at 4 P.M. Depending upon the patient’s initial response and the time
of day when sleepiness is worst, one or all of the three doses may be increased
as high as 30 to 40 mg.


Methamphetamine is the most tolerated of the amphetamines since it
causes fewer sympathomimetic side effects. Initially, patients may be given 10
mg upon arising in the morning. They are then assessed so that the
effectiveness and approximate duration of action of a single dose can be
determined. Subsequently, this dose can be gradually increased until the
appropriate dose level is reached, at which point a regimen is developed to
ensure alertness throughout the day. Many patients require only a single dose,
others may need two doses, and a few may require three doses a day. The total
daily dose of methamphetamine may be as low as 20 mg for mild narcolepsy, or
higher than 100 mg for severe narcolepsy.


Treatment of narcolepsy with amphetamines, and to a lesser degree
with methylphenidate, is complicated by the many problems that are associated
with these drugs. For example, psychiatric syndromes may complicate amphetamine
treatment; a syndrome of irritability, paranoid tendencies, and even psychosis
may develop with prolonged amphetamine use. The incidence of these side
effects, however, even with high doses of amphetamines, is lower in narcoleptic
patients than it is in other individuals taking these drugs. Stimulant drugs
may also disturb nocturnal sleep, particularly if they are taken in the late
afternoon or early evening. This may cause the patient to take more drug in the
daytime in order to ward off sleep attacks, which occur more frequently when
disturbed nocturnal sleep is present.


Recent data suggest that propranolol in a dose range of 240 to 480
mg may be effective in treating the sleepiness and sleep attacks of narcolepsy.
In most cases, however, the beneficial effects do not extend beyond several
months.


When the auxiliary symptoms of narcolepsy are present, the drugs of
choice are antidepressant medications such as the tricyclic drugs. The most
frequently used drug for treating the auxiliary symptoms has been imipramine.
In managing cataplexy (the most frequent and disturbing auxiliary symptom),
imipramine has a rapid onset of action (within hours in some cases) and is
effective at lower doses than those used to treat depression. While it is
extremely effective in relieving auxiliary symptoms, imipramine is only
minimally effective in decreasing sleep attacks.


When the patient complains of both sleep attacks and auxiliary
symptoms, treatment with the analeptics and imipramine may be combined. Since
this combination may produce serious side effects such as hypertension, dose
increments must be carefully titrated and monitored. As suggested by the
manufacturer, methylphenidate may inhibit the metabolism of tricyclic
antidepressants so that downward dosage adjustment of imipramine may be
necessary.


Hypersomnia


Hypersomnia is generally characterized by periods of excessive
daytime sleepiness and sleep attacks that usually are longer than narcoleptic
sleep attacks; episodes of hypersomnia may last from one to several hours, f
Nocturnal sleep is often prolonged in hypersomnia; otherwise it is not usually
disturbed. Hypersomnia usually begins later in life, often between thirty to
forty years of age. Approximately one-third of patients with hypersomnia
experience sleep drunkenness, which consists primarily of difficulty in fully
awakening in the morning and lasts from fifteen minutes to an hour.


Hypersomnia may be idiopathic, psychogenic, periodic, associated
with sleep apnea, or secondary to other organic conditions.* In the idiopathic
type there is often a positive family history. About 40 percent of the primary
probands among hypersomniac patients have a family history of hypersomnia or
narcolepsy, suggesting that there is an autosomal dominant mode of genetic
transmission for this disorder.


In the sleep laboratory, hypersomniacs average close to nine hours
of total sleep time. The sleep-stage distribution is similar to normal, and
although a decrease in autonomic functioning would be expected in these
patients, their heart rate is actually higher than that of controls.


Psychological factors are quite important in the hypersomnias,
specifically in the psychogenic type.- Psychogenic hypersomnia is usually
secondary to a depressive disorder and is characterized by nocturnal sleep that
is not only prolonged but also restless and generally disturbed. These patients
also feel worse upon arising in the morning, but their symptomatology is
distinct from that of sleep drunkenness. In psychogenic hypersomnia, the
underlying depression may be “atypical” and therefore difficult to diagnose.
More often, it may represent the depressive phase of a bipolar affective
disorder.


The Kleine-Levin syndrome, which is the most frequent type of
periodic hypersomnia, is nevertheless an extremely rare condition. The
excessive sleepiness and sleep usually last two or three days, occur once or
several times a year for several years, and then terminate. This condition is
usually associated with excessive appetite and is most common in adolescent
males.


Sleep apnea is frequently associated with excessive daytime
sleepiness or hypersomnolence. f In patients with sleep apnea, there may be
sleep attacks, which are often indistinguishable from narcoleptic sleep
attacks.


There are three types of sleep apnea: central, peripheral, and
mixed. Central apnea is a cessation of air flow through the nares and mouth
accompanied by a cessation of thoracic and abdominal respiratory efforts. In
peripheral or obstructive sleep apnea, no air flow is recorded at the entrance
to the upper airway in spite of persistent thoracic and abdominal respiratory
movements. In mixed apnea, a brief period of central apnea is quickly followed
by a longer period of obstructive apnea.


When hypersomnia is related to sleep apnea, the polygraphic sleep
recording typically shows repetitive respiratory pauses in both REM and NREM
sleep. The apneic episodes are usually of the peripheral type, indicating
obstructive rather than central sleep apnea. The exact pathophysiologic
mechanism of the upper airway obstruction associated with sleep apnea is
unclear.


Organic hypersomnia is usually secondary to tumors, vascular
lesions, or trauma involving the mesodiencephalic area of the brain stem,
resulting in a disturbance of the reticular activating system. Other causes of
organic hypersomnia include infectious and toxic encephalopathies as well as
several endocrine and metabolic disorders.


Diagnostic Considerations and Procedures


The history from the hypersomnia patient should include the age of
onset, the frequency and duration of episodes, their time of occurrence,
precipitating circumstances, the ability to resist sleepiness, the presence or
absence of auxiliary symptoms and sleep drunkenness, the duration and quality of
nocturnal sleep, the presence or absence of snoring or interrupted breathing
during the night, and the patient’s general daytime behavior and adjustment.


Questioning the spouse, parent, or other family members for the
presence of snoring with interrupted nocturnal breathing is important in
diagnosing sleep apnea. The physician determines if there are frequent periods
of interrupted nocturnal breathing associated with snoring, gasping, gurgling,
choking, periodic loud snorting, or morning headache. The snoring associated
with sleep apnea is unique: There are ten- to forty-second periods of suspended
respiration followed by very loud and abrupt snorting sounds that are two to
four seconds in duration. The common type of snoring in non-apneic individuals
is not as loud, fluctuates in intensity, and is continuous without any gaps of
appreciable duration.


It is important to differentiate hypersomnia from narcolepsy. In
hypersomnia, there are no auxiliary symptoms, the daytime sleepiness usually
begins later in life, there are generally fewer but longer episodes per day,
and nocturnal sleep is often prolonged but not disturbed. A detailed
psychiatric history is necessary in order to rule out depression as a causative
factor. Also, whenever hypersomnia is suspected, it is important to rule out
thyroid disease, hypoglycemia, and diabetes mellitus.


Therapy


Nonpharmacologic Management and Psychotherapy


The physician should educate the hypersomniac patient and his family
regarding the symptomatology of hypersomnia and clarify any misconceptions they
may have about the disorder. Supportive, and less frequently, insight-oriented
psychotherapy may be therapeutic for certain patients with hypersomnia. For
example, when the patient sleeps excessively in an attempt to deny and escape
from life stresses, the physician might advise him to adopt a more assertive
life style. If psychological difficulties arise from the patient’s family
relations, family therapy may be more appropriate. In hypersomnia secondary to
depressive illness, psychotherapy may be applied as an adjunct to the use of
antidepressant medication.


In overweight patients with sleep apnea, weight reduction is first
indicated and, at times, results in improvement. However, many patients will
not maintain their diet. Patients with obstructive apnea may require
tracheostomy, which is almost invariably effective in alleviating both the
sleep apnea and the excessive daytime sleepiness.-' At present, an effective
treatment of central sleep apnea has not been well established.


Drug Treatment


Stimulant drugs are indicated for treating the excessive daytime
sleepiness, the prolonged nocturnal sleep, and sleep drunkenness of idiopathic
hypersomnia.- Methylphenidate is the drug of choice, primarily because of its
prompt action and fewer side effects. For sleep drunkenness, the drug is either
given at bedtime, or the hypersomniac patient is awakened and given the
medication thirty minutes before the desired time of awakening. For excessive
daytime sleepiness, drug administration is scheduled according to the patient’s
needs for full awareness.


In psychogenic hypersomnia, when endogenous or characterological
depression is the primary difficulty, non-sedating tricyclic antidepressants
such as protriptyline are indicated. Lithium can be used to treat the
hypersomniac patient who is in a depressive phase of a bipolar disorder. The
patient with an “atypical” depression, however, may respond more favorably to a
mono-amine oxidase inhibitor. The sedating tricyclics are contraindicated in all
cases.


Sleepwalking


Sleepwalking, or somnambulism, is not uncommon in childhood, but it is
rather infrequent in adults. It is a state of dissociated consciousness in
which phenomena of the sleeping and waking states are combined. The episodes
occur out of stages 3 and 4 sleep, when dream recall is less frequent, rather
than out of REM sleep, when dreaming is most likely. Sleepwalking is therefore
not the acting out of a dream, as was once commonly believed.


Somnambulism commonly begins in childhood and less often in early
adolescence. When sleepwalking is outgrown, its onset was almost invariably
before age ten, whereas individuals who continue to sleepwalk as adults have a
significantly later age of onset. In addition, those who do not outgrow
sleepwalking have more frequent events, experience episodes earlier in the
night, and have more intense clinical manifestations of their events.


The typical somnambulistic episode occurs within the first three
hours of sleep; the patient sits up, rises out of bed, and moves about slowly
in a poorly coordinated, automatic manner. Sometimes there is more complex
activity, which is clearly out of context and reflects the patient’s lack of
awareness. Effort is usually required to awaken the patient. Unless fully
aroused the patient is usually amnesic toward the episode.


Causative Factors


Sleepwalking is a disorder of impaired arousal. In addition to the
somnambulist’s general confusion and lack of responsiveness during an episode,
reactions to even strong stimuli are impaired.


Etiological factors in sleepwalking appear to include both physical
and psychological components. An increased familial occurrence of sleepwalking
has been identified. Families of sleepwalking probands also show a higher
prevalence of night terrors. These data appear to fit a two-threshold,
multifactorial model of inheritance in which sleepwalking is the more prevalent
condition.


Maturational/developmental delay is considered a significant
etiological factor in sleepwalking because most sleepwalkers outgrow the
disorder before adulthood. Furthermore, it has been found that an “immaturity
factor” in the sleep EEG (that is, sudden, rhythmical, high voltage, slow
activity) persists to a later age in child somnambulists than in normal
children. Child somnambulists, however, do not show appreciably more
psychopathology compared with normal children.


Adult sleepwalkers may have been affected by a delay in central
nervous system (CNS) maturation, but psychological factors also appear to play
an important role in the condition’s development and, particularly, in its
persistence. Sleepwalkers who do not outgrow their disorder show much more
psychopathology compared with both past sleepwalkers and normal controls. Their
MMPI profiles are consistent with active, outwardly directed, aggressive
behavioral patterns. Individuals with this type of profile commonly struggle to
deal with life frustrations and become extremely angry when frustrated.
Excessive anger in response to frustration, failure, or loss of self-esteem is
outwardly directed rather than being self-directed, as is the case in
depression.


Diagnostic Considerations and Procedures


Evaluation of the child or adult who presents with a complaint of
sleepwalking should begin with the taking of a thorough history. This includes
determining age of onset, frequency of episodes, time of occurrence, behavior
during the episode, length of episode, degree of recall of mental activity,
general daytime behavior and adjustment, major life-stress events associated
with onset, and the effects of stressful situations on frequency of episodes.


Much of this information has to be obtained from the parents or, in
the case of adult somnambulists, from the spouse or roommate. A detailed
history will often help to determine whether the disorder is due to underlying
organic factors or psychopathology. Underlying psychopathology is suggested
when sleepwalking begins after about age ten; when it occurs frequently over a
period of six months to a year; when there is a negative family history of
sleepwalking; when daytime symptoms suggest a functional disorder; and when the
onset of sleepwalking appears to be related to major life events or when mental
stress increases the frequency of episodes.


On occasion, it may be necessary to differentiate sleepwalking from
other conditions, such as dissociative states or nocturnal wanderings. In
contrast to sleepwalkers, individuals in dissociative states are much more
alert and are capable of performing more complex activities. Their episodes may
last for periods of hours to days. A complaint of sleepwalking in the elderly
may actually represent a nocturnal wandering episode, which can be easily
differentiated from sleepwalking by the history. Nocturnal wandering episodes
most frequently occur in patients who have organic brain syndromes with
associated intellectual impairment, and they may occur at any time during the
night.


Drug-induced, somnambulist-like episodes have been observed to be
relatively frequent in psychiatric patients who have taken lithium together
with neuroleptics. These patients did not have a prior history of somnambulism.
Also, febrile illness has been found to induce somnambulistic episodes. When
the episodes persist long after the febrile illness, there is usually a
positive family history for sleepwalking or night terrors.


Therapy


Nonpharmacologic Management and Psychotherapy


An important aspect of the management of a sleepwalker is to
recommend appropriate safety measures. These may include sleeping on the ground
floor and providing special bolts or locks for windows and doors. The
sleepwalker generally returns to his room on his own, but if he does not, he
usually can be gently led back. The sleepwalker’s episodes should not be
interrupted, however, if it is known that such intervention may lead to more
confusion and fright.


Any groups or agencies, such as summer camps, that are responsible
for children’s’ safety on overnight outings away from home should be made aware
of a patient’s sleepwalking and the need for safety measures.


Sleepwalking poses special problems in the armed forces; thus a
number of studies have been conducted in this setting.'' In general, the
nocturnal behavior of the sleepwalker is inconsistent with military standards
of discipline. The sleep of fellow soldiers may be disturbed by the
sleepwalker’s activity, there may be an uneasy feeling that there is an “odd”
comrade in the barracks, and there is a risk that the somnambulist may be shot
by failing to halt at a guard’s command. In the navy, a sleepwalker may fall
overboard during an episode.


Most children grow out of the sleepwalking condition, particularly
if it has an early age of onset. Thus, the parents of children who sleepwalk
need to be reassured that, in most cases, sleepwalking does not reflect a serious
psychological disorder. On the other hand, adults who sleepwalk often have
significant psychiatric disturbances that require psychotherapeutic
intervention.


Since adult sleepwalkers typically cope with frustration in an
externally directed manner rather than struggling with internalized distress,
insight-oriented psychotherapy involves developing the patient’s ability to
constructively react to stressful life events. Thus, a major therapeutic goal
is to help the patient identify and then discharge his feelings of frustration,
anger, and aggression, and thereby relieve the need for aggressive responses.
The sleepwalker can be taught to think of a sleepwalking episode as a cue or
indication of an important, current life frustration with which he is not dealing
appropriately. He might say, “I sleepwalked last night. What is it that is so
frustrating as to provoke an episode, but is also so troublesome and
distressing that I do not want to cope with it?”


Drug Treatment


The physician needs to be very cautious in prescribing psychotropic
medication for children who sleepwalk. It should be used only when absolutely
necessary and for a very limited period, since the long-term effects of psychotropic
drugs on children’s’ development are not known. The use of stage 4 suppressant
drugs in treating adult somnambulism is being investigated. Certain drugs,
primarily benzodiazepines such as diazepam and flurazepam, markedly suppress
stages 3 and 4 sleep. However, these drugs have not yet been shown to result in
a clear-cut decrease in the frequency of sleepwalking episodes.


The effectiveness of imipramine in reducing the frequency of
sleepwalking episodes has been suggested but has not been demonstrated in
controlled studies. The mechanism for this effect of the drug is not related to
its psychotropic action in alleviating depression, since depression is not a
primary problem in patients with sleepwalking. In addition, this effect of the
drug is not mediated through any changes in stage 4 sleep, since imipramine
does not significantly alter this sleep phase. It may be that imipramine’s
effectiveness in reducing sleepwalking or night-terror events is related to the
fact that the drug has increased the arousal levels of patients with
sleepwalking and night terrors. In this way, the drug would minimize the
arousal disorder that would ordinarily occur out of stages 3 and 4 sleep.


Night Terrors


Night terrors are nocturnal episodes of extreme terror and panic
that are associated with intense vocalization and motility and high levels of
autonomic discharge. The episodes are of relatively short duration, lasting
from one to several minutes. During a typical episode, the patient is confused
and disoriented and has little or no recall of the event either immediately
following it or the next morning.


While night terrors are not as frequent as nightmares, they are not
rare. In one survey of approximately 1,000 children, the incidence of night
terrors was reported to be 2.9 percent. In another survey of 1,000 children
seen consecutively in a child psychiatry clinic, the incidence was 1.5 percent.


In most cases, night terrors can be easily differentiated from
nightmares by their clinical characteristics. The nightmare is accompanied by
much less anxiety, vocalization, motility, and autonomic discharge than the
night terror. In addition, the sleeper is more easily aroused, and there is
usually vivid and detailed dream recall. Most night terrors occur in the first
few hours of sleep and arise out of stages 3 and 4 sleep. In contrast,
nightmares are related to REM sleep, which is more predominant during the latter
part of the night.


Causative Factors


Night terror events are often accompanied by sleepwalking activity.
A patient may actually present with both conditions, or he may initially have
somnambulism and later develop or switch to night terrors. The two disorders
share many of the same clinical and psychological characteristics. In addition,
patients with either disorder frequently have a family history for either
sleepwalking or night terrors. Pedigrees studied appear to fit a two-threshold
multifactorial model of inheritance, in which night terrors are the least
prevalent condition. Other similarities are that both sleepwalking and night
terrors start in childhood and are usually outgrown before adulthood, and in
both cases, episodes occur out of slow-wave sleep and are typically associated
with impaired arousal. Further, both disorders are usually due to a
maturational/ developmental lag. However, when they persist or start in
adulthood, psychological factors are more prominent. Thus, the two conditions
have been considered as two different manifestations of the same
pathophysiological substrate.


In addition to the etiological role that genetic and developmental
factors may play, psychological factors also contribute considerably to the
development and/or persistence of night terrors in adulthood. Night terrors are
more likely to persist into adulthood when their age of onset is after age
twelve, when the frequency of the episodes is high, and when there is a major
life-stress event at the time of onset. The primary role of psychological
factors is underscored by the high levels of psychopathology in adult
night-terror sufferers. Their MMPI profiles show an inhibition of outward
expression of aggression, a predominance of anxiety, depression, and
phobicness, and a secondary “schizoid” self-negativity in the absence of overt
psychoticism. The inability to express aggression in night-terror patients may
lead to the aggression being directed inward, thereby precipitating night
terror events marked by extreme defensiveness and fighting behavior, which
further frighten the patient.


Diagnostic Considerations and Procedures


Complete evaluation of the child or adult who appears to have night
terrors begins with a thorough history. In addition to a carefully taken family
history, important data to obtain include the age of onset, frequency of
episodes, time of occurrence, behavior during the actual episode, length of the
episode, degree of recall of mental activity, general daytime behavior and
adjustment, and the relation of the onset of night terrors to any major life
stress event. Since the patient is usually amnesic for the episodes, much of
this information is obtained from the parents, or in the case of adults, from
the spouse or roommate.


A thorough history is essential in evaluating the contribution of
organic factors, psychopathology, or both, in the development and persistence
of the condition. It is quite unusual for night terrors to begin during or
after middle age; if they do, underlying organic pathology such as a brain
tumor is suggested. The possibility of organic pathology should therefore be
carefully evaluated.


It may be necessary to differentiate night terrors from other
disorders. They are easily differentiated from hysterical dissociative states,
such as amnesia, fugue states, and multiple personality, since the individual
in a dissociative state is more alert, more capable of complex behavior, and
has longer episodes with much less violent or agitated activity. It may be
necessary occasionally to distinguish the bizarre and explosive behavior of
night-terror episodes from that associated with schizophrenia, which is
characterized by disturbed daytime behavior.


Contrary to previous reports, there does not appear to be a
relationship between night terrors and epilepsy. In differentiating night
terrors from epileptic disorders, the latter are characterized by more
repetitive and stereotyped behavior. Also, the duration of epileptic events is briefer,
often lasting only a period of seconds. Night terrors may be confused with
temporal lobe epilepsy, but it is rare for this condition to occur only at
night. In a patient who is thought to have night terrors, a clinical sleep EEG
should be obtained if there are similar daytime attacks or other episodic
behavior.


Therapy


Nonpharmacologic Management and Psychotherapy


In the management of the patient with night terrors, safety measures
are often necessary. Such measures include sleeping on the ground floor and
providing special bolts for windows and doors. The spouse, bed partner, or
roommate should understand that forcibly interrupting a night-terror episode
may aggravate the patient’s violent behavior. As with sleepwalking, those
groups and agencies that take responsibility for the safety of children with
night terrors when they are away from home should give special consideration to
the safety of these patients.


Since adult patients with night terrors are often psychologically
disturbed, psychotherapy is usually indicated. Night-terror patients commonly
inhibit expression of their feelings of aggression and anger and may as a
result direct these feelings inward. Such internalization may precipitate
night-terror events that consist of extreme defensiveness and fighting behavior
that further frightens the patient. Thus, while the sleepwalker is conditioned
to respond to stress outwardly both while awake and during sleep, the
night-terror sufferer is conditioned to react with fear and apprehension. As a consequence,
insight-oriented psychotherapy, by actively exploring fears of failure and
hostility as well as of the night-terror event itself, can be beneficial. It is
also helpful to strengthen the patient’s self-assertiveness. This helps to
counteract fears of hostility as well as anxieties over how others would react
if the patient were to experience failures in life.


Assuming that night terrors are a type of discharge of accumulated
anxiety and fear, the patient should appreciate the importance of dealing with
the anxiety, however distressing, in psychotherapy rather than discharging it
during sleep. If the fear involves a specific phobia, then behavior therapy
using desensitization or implosive techniques may be useful.


Drug Treatment


Benzodiazepine drugs (diazepam) that suppress slow-wave sleep are
effective in reducing the frequency of night-terror events, but drug withdrawal
usually leads to a relapse. It is not clear whether diazepam’s effectiveness in
reducing night-terror events is related to its suppression of stage 4 sleep or
to its general anxiolytic properties.


As previously discussed, effectiveness of imipramine has been
suggested for reducing the frequency of sleepwalking and night terrors, but
this effectiveness has not been demonstrated in controlled studies.


Psychotropic drugs should be used only when a reduction in the
frequency of night terrors is absolutely necessary; that is, when special
consideration is needed for the safety of the night-terror patient. The use of
such drugs in children, however, should be discouraged.


Nightmares


Nightmares occur frequently in childhood, particularly in children
who are between the ages of three and eight. Nightmares are also fairly common
in adults. In the general adult population of Los Angeles, 11.2 percent of
those interviewed indicated that they had difficulty with nightmares at some
time in their lives; 5.3 percent reported a current complaint of nightmares and
5.9 percent had only a past complaint. In other studies, frequent nightmares
(at least one per week) were reported as 5 percent in college undergraduates
and 7 percent in a psychiatric population.


Nightmares are nocturnal episodes of intense anxiety and fear
associated with a vivid and emotionally charged dream experience. Nightmares
are often accompanied by some vocalization and increased autonomic activity.
They can be a serious cause of sleep disruption, since the events are most
often followed by lengthy periods of arousal. Typically, the individual has
detailed recall of the nightmare. The patient usually awakens easily, often
spontaneously, from a nightmare, is lucid following arousal, and usually
becomes quickly oriented to the environment, although it may take some time for
him to separate nightmare dream content from reality.


In most cases, nightmares, which occur in REM sleep, can be easily
differentiated from night terrors, which occur in slow-wave sleep, because of
their general clinical characteristics. The nightmare is accompanied by much
less anxiety, vocalization, motility, and autonomic discharge, and there is
much greater recall of the event than in the night terror. Also, night terrors
usually occur during the first two to three hours of sleep, whereas nightmares
may occur at any time of the night.


Causative Factors


Childhood nightmares are most often related to specific phases of
growth, being most common during the preschool and early school years; they are
related both to ego development and psychological conflicts. Because the child
has an active fantasy life during this period of development, fears of
imaginary figures and misperceptions of shadows and objects frequently trouble
him while he is preparing to go to sleep. Consequently, the child often
develops a number of vague, imaginary fears or phobias that may be frightening
during the night, such as a fear of death, of the dark, of being alone, or of
monsters and ghosts.


Nightmares are also frequently reported during febrile illness,
especially in children. Since febrile conditions appear to suppress REM sleep,
nightmares may be more likely to occur after the fever subsides, when there is
a REM rebound consisting of longer REM periods. The confused and semi-delirious
state that often accompanies febrile illness could contribute to the child’s
inability to distinguish between dream material, fantasy, and reality, and thus
compound his anxiety and fear.


The onset of nightmares after adolescence and their persistence into
adulthood appear to be correlated with the presence of significant
psychopathology. MMPI data show that adults with chronic nightmares have
considerable psychopathology and specific personality characteristics. They are
typically distrustful, alienated, estranged, oversensitive, overreacting, and
egocentric. Their distrustfulness is not paranoid, however, since it is diffuse
and generalized rather than directed to a specific object. Chronic sufferers
may present with an underlying chronic schizoid pattern of adjustment, although
in general they are not overtly psychotic.


Chronic nightmares can be secondary to long-term difficulties in
dealing with interpersonal hostility and resentment. When the excessive
hostility resulting from intensely neurotic object relations is not entirely
discharged in everyday life, it may be carried over and released in the
nightmare. The nightmare serves not only as a vehicle for discharging
unreleased hostility, but also for the extinction of unfinished anger and
generally negative emotions. When these emotions are finally expressed in the
nightmare, they become anxiety-provoking.


The physiological basis for the occurrence of nightmares is not
entirely known. It is well documented, however, that nightmares occur out of
stage REM sleep and that an excess of REM sleep, as in REM rebound following
drug withdrawal, is associated with a temporarily increased incidence of
intense dreaming and nightmares.


Diagnostic Considerations and Procedures


In evaluating the patient complaining of chronic nightmares, the
physician needs to determine the age at onset, frequency of episodes, time of
occurrence, behavior associated with the episode, length of the episode, degree
of recall of mental activity, general daytime behavior and adjustment, and
relation of the onset or recurrence of nightmares to major life-stress events.
The age of the patient is important in deciding whether the nightmares are
related to a phase of development or whether they are due to psychological
conflicts. Underlying psychopathology is suggested if the nightmares begin
after about ten years of age, if they persist for several months without
decreasing in frequency, if daytime symptoms suggest a functional disorder, or
if there is a correlation between the onset or recurrence of nightmares with
major life-stress events.


It is also helpful to obtain a general sleep history from the patient,
since individuals with frequent nightmares tend to have a higher incidence of
other sleep disturbances, particularly insomnia.'' Similarly, patients with a
major complaint of insomnia frequently report difficulty with nightmares dating
back to childhood.


Since many drugs, including alcohol, induce marked changes in both
the frequency and intensity of dreaming, a complete drug history is essential.
Drug-withdrawal nightmares secondary to increases in REM sleep occur when
REM-suppressant drugs are abruptly withdrawn, but they can also occur on the
same night that the drug is given. Nightmares during nights when drugs are
taken are probably rare but may occur when short-acting hypnotics are used,
since REM sleep increases late in the night as the action of the drug
diminishes. Nightmares may also occur on drug nights when an individual sleeps
past the duration of action of the drug (nine to ten hours), as on a weekend.


Although most drug-induced nightmares are associated with REM
rebound following the withdrawal of REM suppressant drugs, the actual
administration of certain drugs may increase both the intensity and frequency
of dreaming and REM sleep. For example, reserpine, Thioridazine, and meso-Thioridazine
all produce increases in REM sleep and may intensify dreaming.


Therapy


Nonpharmacological Management and Psychotherapy


Education and reassurance are often necessary, since both the
patient and his family not infrequently consider nightmares as a psychotic
symptom. Parents of children with nightmares should know that children
frequently experience nightmares as part of their normal development and
usually “outgrow” the disorder within a relatively short time. Preventive
measures are also very helpful. Parents should know that terrifying experiences
such as watching violent television programs or listening to frightening
bedtime stories may be harmful. Other than eliminating these specific types of
potentially traumatic experiences, however, parents should allow the child a
normal range of activities and experiences.


If there is considerable psychopathology, as is commonly the case in
adults who have nightmares, the nature of the intrapsychic conflicts is
explored in psychodynamic psychotherapy. For example, the physician may
determine that early life experiences are causing concern and a preoccupation
with death. Mono-symptomatic psychiatric conditions, such as chronic fears or
phobias, may be responsible for nightmares in a limited number of cases. Most
often, however, a more global psychological disturbance underlies the presence
of nightmares in adulthood.


In the few instances in which nightmares appear to be an isolated
problem rather than symptomatic of a basic psychiatric disturbance, behavioral
therapies, such as systematic desensitization, have been successful.’
Nevertheless, since the underlying psychiatric condition is seldom mono-symptomatic,
behavioral treatment has only limited application; insight-oriented
psychotherapies are more likely to be effective in most cases.


The psychiatrist should be aware that the nightmare sufferer often
feels distrustful and alienated, and that he may consequently suddenly
terminate treatment. Thus, a major consideration at the beginning of therapy is
to develop a sound therapeutic relationship. A subsequent therapeutic task is
to have the patient achieve a better understanding of his emotions,
particularly his anger. This enables him to more efficiently cope with his
emotions, rather than become excessively frustrated and, as a consequence,
discharge incompletely expressed resentments in his nightmares. Finally, the
psychiatrist should be alert to the presence of depression, especially in men
who have nightmares, since the nightmare patient tends to avoid treatment and
suicidal potential may go unnoticed for lack of follow-up.


Drug Treatment


The physician should be aware of the schizoid adjustment in the
chronic nightmare sufferer’s life style, but he should also understand that the
patient’s coping mechanisms are neurotic in nature. When overt psychotic
behavior is associated with the presence of nightmares, however, the physician
should proceed with antipsychotic treatment. Antidepressant medication should
be used whenever depression is identified. Administration of REM-suppressant
drugs to decrease the nightmare frequency should be avoided, since their
withdrawal may lead to a REM rebound associated with an increase in dream
intensity and possibly nightmares.


Enuresis


Attainment of complete bladder control depends upon sociocultural
and developmental factors, personality characteristics of the child, general
emotional climate in the home, and parental attitudes toward toilet training.
Enuresis is the term most often used to refer to bedwetting after control of
the urinary bladder should have been acquired. Most children begin to develop
urinary control by eighteen months of age and achieve dryness between ages two
and three; some do not attain dryness until four to six years of age.


There are two types of enuresis: primary and secondary. In primary
enuresis, the child has never been dry for more than one or two weeks; in
secondary enuresis, he may be dry for several weeks, months, or years before
enuresis begins. Primary enuresis is also called functional or persistent
enuresis, and secondary enuresis may be referred to as acquired, regressed, or
onset enuresis.


After age three, about 10 to 15 percent of all children are
enuretic; at age twelve about 3 percent are enuretic. Studies of military
recruits indicate that in young adulthood, the prevalence of enuresis may be as
high as 1 to 3 percent.


Causative Factors


Enuresis appears to be related to time of night, not to sleep
stages. About two-thirds of all enuretic episodes occur in the first third of
the night, and most take place during NREM sleep.' However, the enuretic
episodes are distributed across the various sleep stages in proportion to their
rate of occurrence during each third of the night. Thus, since NREM sleep
predominates in the first third of the night, it is more likely for the
episodes to occur in NREM sleep. If the child is not awakened and changed after
wetting the bed, the sensation of wetness may be incorporated into a dream
during the next period of REM sleep and result in dreams of wetting or being
wet. This phenomenon accounts for the common misconception that enuresis occurs
while the child is dreaming.


In primary enuresis, genetic and developmental/maturational factors
underlie the disorder, while in secondary enuresis, psychological factors are
the most important. From a developmental standpoint, children with primary
enuresis have a smaller-than-normal functional bladder capacity. Secondary
enuresis is most often psychogenic. Psychological factors related to secondary
enuresis may reflect a need to regress or a need for excessive attention, for
example, when a new sibling is born. It should also be noted that bedwetting
may be a symptom of diabetes mellitus, diabetes insipidus, nocturnal epilepsy,
severe mental retardation, neurologic disorders, or other systemic conditions.


Diagnostic Considerations and Procedures


Since there are multiple causes and contributing factors in
enuresis, it is critical for the physician to thoroughly evaluate and treat
each patient individually rather than follow any single, stereotyped approach
to management. The evaluation of the enuretic patient includes a thorough
history, with specific attention paid to the history and course of bedwetting.
A physical examination and urinalysis are also important.


The physician first determines whether the enuresis is primary or
secondary; if secondary, he then determines the age of onset and its relation
to major life-stress events. Other factors to consider are: the family history
for enuresis, the child’s general sleep habits, the presence of other sleep
disorders, the attitude of the child and parents toward enuresis, and the
degree of psychopathology in the child and family.


The physician should be careful not to misinterpret any
psychopathology as the cause rather than the effect of enuresis. This is
particularly true for children with primary enuresis who are commonly
mishandled by their parents, sometimes with devastating psychological
consequences. On the other hand, in children with secondary enuresis, the
physician needs to distinguish between psychological difficulties that cause
bedwetting and the psychological problems the child may develop because of his
enuresis.


When conducting the physical examination, the physician directs
special attention to the child’s general growth and development. The urinary
stream is observed to see if it is full and forceful or if there is deviation,
narrowing, or dribbling. In the urinalysis, a urinary specific gravity of
1.024 ^" eludes renal disease. A
culture of the urine should be made when an infection is suspected. The
baseline functional bladder capacity is also determined by having the child
refrain from voiding as long as possible and then measuring the volume of the
urine voided.


Therapy


Nonpharmacologic Management and Psychotherapy


The type of treatment to be used for enuresis depends mostly upon
whether the disorder is primary or secondary. Education and reassurance for the
parents and the child are an important aspect of treating both types of
enuresis. Parents of children with primary enuresis should be counseled to be
tolerant, patient, and understanding of their child’s disorder. They should be
aware that overreacting with harsh and punitive behavior may cause their child
to feel guilty, angry, and anxious, and that their mishandling of the situation
may result in serious psychological complications.


Because children with primary enuresis often have a small functional
bladder capacity, bladder-training exercises are often used to expand the
bladder’s capacity. These exercises consist of three major elements: (1)
drinking fluids in unrestricted amounts during the daytime, (2) voluntarily
withholding urination as long as possible at least once a day, and (3)
recording the daily amount of urine passed after maximum holding. These
exercises give the child a feeling of mastery and, by stretching the bladder,
increase its capacity.


The treatment of primary enuresis in adolescents and adults starts
with bladder-training exercises that help achieve initial mastery of bladder
functioning. Subsequently, insight-oriented psychotherapy may help the patient
to attain permanent dryness.


Since psychological difficulties usually underlie secondary
enuresis, various psychotherapies are often employed in its treatment. The
proper assessment of the psychological basis of the problem determines the
therapeutic approach. Family therapy, seeing the parents and child separately
in psychodynamic treatment, behavioral therapy, or simply educating and
instructing the parents, are all helpful if appropriately applied by the
psychiatrist. When treating adults with secondary enuresis that is unrelated to
any organic factors, insight-oriented psychotherapy is most effective.


Drug Therapy


Imipramine has been proven effective in reducing enuretic frequency;
however, the relapse rate is high after the drug is withdrawn. Use of the drug
is recommended only in older children or adolescents, and then for only limited
periods of time and special situations.


The efficacy of imipramine in treating enuresis apparently is not
related to its antidepressant effect since there is no evidence to suggest that
enuretic children are more depressed than non-enuretic children. Also, sleep
laboratory studies have shown that the reduction in enuretic frequency with
imipramine is not related to any sleep stage alterations produced by the drug.
It was found that imipramine produces a significant increase in wakefulness
during the night. The hypothesis is that these heightened levels of arousal
during the child’s sleep allow a more conscious control of micturition. This
factor, together with a decrease in bladder excitability, results in greater
bladder capacity and fewer enuretic events, particularly early in the night
when enuresis is most frequent. This allows the child to continue to sleep
without micturition, and later in the night, when sleep is lighter, to be more
aware of stimuli from a full bladder. Children who are being treated with
imipramine, as well as their parents, should be advised of this effect of the
drug. In this way, the child is encouraged to get up and urinate when he
experiences wakefulness during the latter part of the night, rather than remain
in bed.


Imipramine should not be prescribed on a long-term basis since the
effects of long-term administration of psychotropic medication in children have
not been determined. Treatment with imipramine is initiated with a dose of 25
mg one or two hours before bedtime, and this dose is then gradually increased
to a therapeutic level. The FDA-approved dose for treating enuresis is 1 to 2.5
mg per kilogram per day, or 25 to 75 mg daily.


Conclusion


Sleep disorders are frequently encountered in medical practice.
Although the general physician is capable of diagnosing and treating most cases
of sleep disturbance, patients who have disorders that are chronic or that
present special difficulties are usually referred to specialists, most often
psychiatrists and, less frequently, neurologists. Psychiatrists will most often
be presented with cases of intractable insomnia, sleepwalking, night terrors,
nightmares, and secondary enuresis, while neurologists are more likely to see
patients with narcolepsy, the hypersomnias, and occasionally night terrors.


The clinical indications for sleep-laboratory diagnostic studies are
limited. Insomnia, enuresis, sleepwalking, night terrors, and nightmares rarely
require sleep laboratory evaluations because the diagnosis nearly always can be
established by taking a thorough history. In most cases, the psychiatrist’s
skills are far more useful in diagnosing sleep disorders than are
time-consuming and expensive sleep-laboratory procedures.


There are certain specific and limited situations in which nocturnal
electroencephalographic recordings or other sleep laboratory procedures can aid
the psychiatrist in formulating a diagnosis. In narcoleptics who do not have
cataplexy, diagnostic nap recordings to detect sleep-onset REM periods may be
helpful; such studies can be performed in a clinical EEG laboratory. If sleep
apnea is present or suspected, sleep-laboratory diagnostic studies are
indicated to quantify the number and duration of episodes, changes in blood
gases, and the degree of sleep disturbance. All-night sleep recordings may also
be useful in diagnosing nocturnal epilepsy when daytime clinical sleep EEG
recordings are not sufficient. Finally, psychogenic impotence can be
differentiated from organic sexual difficulty by recording the occurrence of
penile erections in relation to REM periods.
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CHAPTER 23

OBESITY


Albert J. Stunkard


OBESITY is a condition characterized by excessive accumulations of
fat in the body. By convention, obesity is said to be present when body weight
exceeds by 20 percent the standard weight listed in the usual height-weight
tables. This index of obesity, however, is only an approximate one at lesser
degrees of overweight, since bone and muscle can make a substantial
contribution to overweight. In the future, diagnosis will probably be based
upon newer and more accurate methods of estimating. Skin-fold calipers have
already gained acceptance because of their convenience and because half of body
fat is localized in subcutaneous tissue. But for most clinical purposes the
eyeball test is still the most reasonable: If a person looks fat he is fat.


Epidemiology


Strikingly little information is available about the prevalence of
obesity. Since most good diagnostic methods are too cumbersome for use in
large-scale studies, much of our information is derived from height and weight
data of poor quality, averaged over populations, and subjected to the criterion
of 20 percent over standard weight. Present data suggest that prevalence of
obesity reaches a peak at age forty when 35 percent of men and 40 percent of
women can be designated as obese. There have been studies of more limited
populations utilizing more reliable data that permit more valid inferences.
Unfortunately, these studies differ in their criteria of obesity, making their
data difficult or impossible to use for comparisons with other studies. These
studies show a striking effect of age, with a monotonic increase in the
prevalence of obesity between childhood and age fifty, and a twofold increase
between ages twenty and fifty. At age fifty, prevalence falls sharply, presumably
because of the very high mortality of the obese from cardiovascular disease in
the older age groups. Since these studies use the height-weight criterion, and
since the fat content of the body increases per unit weight with age, these
studies almost certainly underestimate the prevalence of obesity in older
persons. The increasing use of skin-fold calipers should soon provide far more
satisfactory data.


All studies comparing the sexes report a higher prevalence of
obesity among women; this discrepancy is particularly pronounced after age
fifty because of the higher mortality rate among obese men in this age group.


Social factors exert a powerful influence on the prevalence of
obesity. In many countries undernutrition limits the development of obesity.
Where there is no shortage of food, as in an affluent American society, many
ethnic groups show a marked increase in the prevalence of obesity in the first
generation. Thereafter, a variety of social influences combine to radically
reduce the prevalence of obesity. One study reported a fall from 24 to 5
percent between the first and fourth generations in this county.


The most striking anti-obesity influence is that of socioeconomic
status. Figure 23-1 shows that obesity is six times as common among women of
low status as among those of high status in New York City. A similar, though
weaker, relationship was found among men. Two findings suggest that a causal
relationship underlies these correlations. First, as figure 23-1 shows, the
social class of one’s parents is almost as closely linked to obesity as is the
subject’s own social class. Although obesity could conceivably influence a
person’s own social class, his obesity can hardly have influenced the social
class of his parents. Furthermore, obesity is far more prevalent among
lower-class children than it is among upper-class children; highly significant
differences are already apparent by age six. Similar analyses have shown that
social mobility, ethnic factors, and generational status in the United States
also influence the prevalence of obesity.



[image: Figure 23.1]

Figure 23-1. 
Decreasing prevalence of obesity with increase in
socioeconomic status (SES). (From Goldblatt, P. B., et al. By permission of the
Journal of the American Medical Association, 192 (1965)11039-1044.)




Genetics


The existence of numerous forms of inherited obesity in animals and
the ease with which adiposity can be produced by selective breeding make it
clear that genetic factors can play a determining role in obesity. For years,
textbooks of biology and medicine have included brief accounts implying that we
know a good deal about the topic and that genetic factors play an important
part in human obesity. It therefore comes as a surprise to realize the extent
of our ignorance about the heritability of human obesity. Not much research has
been done and we know very little about it.


Animal models of obesity have helped to put into perspective the
either-or controversy of nature versus nurture; these models have indicated how
several possible channels of influence can each have its own particular
interaction of genetic and environmental variables, including interactions
among and between genes. Genetic influences, for example, may be expressed in
determining fat cell number in response to different diets at different periods
of development, in regulating the efficiency of metabolic processes, and in
establishing the sensitivity of different parts of the nervous system to
nutrient depletion and repletion. Already a few such interactions have been
studied.


One of the most instructive examples of gene-gene interaction was
effected by Mayer’s breeding the “waltzing gene” into genetically obese (ob/ob)
mice. The increased physical activity of these mice prevented the development
of obesity. A similarly interesting example of gene-environmental interaction
is the different responses to a high-fat diet observed in two different strains
of mice. The C3H or A strain became fat while the C57BL or I Strain remained
thin or lost weight.


With problems of human obesity, there are probably examples of
single-gene obesity, comparable in some ways to the genetic obesity of the
ob/ob mouse or the Zucker obese rat. But such single-gene obesity in humans, if
it exists, seems confined to such rare conditions as the Lawrence-Moon-Biedl
and Prader-Willi syndromes. Most human obesity is probably of polygenic origin
and quite possibly encompasses a large number of different conditions. Efforts
to study this problem have utilized three methods: the study of familial
resemblance, of twins, and of adoptees.


Examining familial resemblance has provided strong support for the
familiar belief that obesity runs in families. But little progress has been
made in determining whether this phenomenon is the result of genetic or
environmental influences, and no progress has been made at all in determining
genetic-environmental interactions. Garn’s quantitative studies have been the
most revealing. He has established that there is a significant correlation
between the skin-fold thicknesses of those parents and children who share
common genes and environment (r=0.30). However, the correlation coefficient
between the skin-fold thickness of marital partners, who share only their
environment, is almost as high (r=0.25). These data have led Garn to propose
that human obesity is primarily of environmental origin.


The study of twins, the second method of investigating human
obesity, accords primary importance to genetic factors. Three studies utilized
estimates of heritability based on the difference between the intrapair
resemblances of monozygotic and dizygotic twins. All were high: 0.74 for 200
English twin pairs (meaning that 74 percent of the variance was accounted for
by heredity), 0.88 for 100 Swedish twin pairs, and 0.78 and 0.77 for 4,000
American twin pairs (studied by the author at the time of induction into the
Army and again twenty-five years later).


The results of the three major adoption studies, the third method of
investigating human obesity, are in complete disagreement with each other.
Withers reported findings that were originally interpreted as supporting a
genetic origin of human obesity. In fact, however, these results are probably
more supportive of an environmental origin. More recently, Garn posited a
purely environmental origin on the basis of his finding that the correlation of
skin-fold thickness between parents and adopted children was the same as that
between parents and biological children. Biron, on the other hand, proposed
that obesity is of genetic origin. He reported zero correlation between
measures of obesity of parents and adopted children and highly significant
correlations between parents and their biological children.


Etiology


What causes obesity? In one sense, the answer is simple: Fat is
accumulated when more calories are taken in as food than are expended as
energy. In another sense, the answer still eludes us. The regulation of body
weight in normal-weight organisms is understood only poorly, and in obese
organisms it is understood even less well. It does appear, however, that body
weight is regulated even by many obese organisms. This idea that body weight
may be regulated (even in obesity) rather than being the result of a number of
unconnected influences is relatively new. The evidence supporting it, however,
is strong.


The Regulation of Body Weight


It has been known for some time that the body weight of animals of
normal weight is regulated. After the body weight of most experimental animals
has been altered—lowered by starvation or raised by forced-feeding—it returns
promptly to baseline. Only recently, however, has it become clear that animals
suffering from a variety of forms of experimental obesity possess the same
capacity for regulation. Thus, in animals, at least, obesity need not be due to
a disorder in the regulation of body weight, as had been believed in the past.
Instead, it can be due to an elevation in the level about which the regulation
occurs, a level that has been viewed by some as a regulatory “set point.”


We know far less about the regulation of body weight in humans.
Their weight tends to be the same year after year, despite the exchange of vast
amounts of energy. For example, the average nonobese man consumes approximately
one million calories a year; his body fat stores, however, remain unchanged
during this time because he expends an equal number of calories. An error of no
more than 10 percent either in intake or output would lead to a thirty-pound
change in body weight within a year. There are only two studies of perturbation
of this system in humans, and each supports the idea of regulation. Sims found
that normal-weight volunteers who were fattened by overfeeding and
underactivity returned to their normal body weight without any special effort
soon after they resumed their usual patterns of eating and activity. Keys’
classic study of experimental semi-starvation showed that when subjects were
permitted free access to food, their body weight also rapidly returned to
normal. There are no similar studies of obese persons and we do not know
whether they regulate body weight. The evidence, however, suggests that they do
not.


Lifetime weight histories of obese persons rarely show a level about
which body weight appears to be regulated. How can we explain this curious
phenomenon? Why should obese people seem to be the only organisms that do not
regulate body weight?


Nisbett has proposed an ingenious explanation for this apparent
failure of regulation. According to his theory, obese people may well have the
capacity to regulate body weight. However, the set point about which their
weight would be regulated, if only biological pressures existed, is higher than
that which is tolerated by the society in which they live. As a result, such
people go on reducing diets. And even if their weight does not fall to normal
levels according to the height/weight charts, it still falls below what would
be biologically normal for them. The result is the paradox of people who are
statistically overweight and biologically underweight. Nisbett has described
seven ways in which the biology and the behavior of obese people resemble that
of people whose usually normal body weight has been reduced by starvation or
other caloric restriction. In brief, they act as if they are hungry.


Nisbett’s theory, attractive as it is, poses a major problem—it
cannot be tested, at least not directly. Such a test would require, first, that
obese people gain to their putative body-weight set point and, second, raise or
lower their weight to see if it would return to this (elevated) baseline. This
test is unfeasible on theoretical as well as on ethical grounds, since the
putative set point cannot be estimated.


Although Nisbett’s theory cannot be tested directly, indirect tests
are possible. One such test, which will be described, supports the theory at
least as far as some obese people are
concerned. It was the results reported by Björntorp of the treatment of obese
people who possess such an excess number of fat cells that they can reduce to a
statistically normal weight only by reducing the lipid content of their
individual fat cells below normal values.


The second test of Nisbett’s theory has been carried out by Herman,
who has shown that some obese people (and some nonobese people) who habitually
exercise restraint in the amount they eat share psychological characteristics
that distinguish them from persons who do not restrain their food intake. Such
“restrained eaters,” for example, may show “counter-regulation” of food intake
and eat to excess when their habitual restraint is disinhibited. The range of
such disinhibiters is impressive and includes dysphoric emotions such as
anxiety and depression, alcohol, and even a high-calorie preload in a
taste-testing experiment. Indeed, Herman has proposed that most of the
behaviors attributed to the “externality” of obese persons, as is suggested by
Schachter’s popular theory, is actually due to disinhibition of restrained
eaters, who are more common among obese than among nonobese populations. Since
this restraint may prevent obesity in persons of normal weight and mitigate its
severity in those already obese, it suggests that the body weight of these
people is below a biological set point.


A number of theories of the regulation of body weight have been
proposed. Most ascribe this regulation to the regulation of a single nutrient.
They start with the common-sense view that a person stops eating at the end of
a meal because of the repletion of some nutrient that had been depleted. And
one becomes hungry again when the nutrient, which had been restored by the
meal, is once again depleted. It seems reasonable that some metabolic signal,
derived from food that has been absorbed, is carried by the blood to the brain,
where it activates receptor cells, probably in the hypothalamus, to produce
satiety. Hunger is the consequence of the decreasing strength of this metabolic
signal, secondary to the depletion of the critical nutrient.


Four classical theories of the regulation of body weight have been
based upon this argument. They differ from each other only in the signal to
which they ascribe primary importance. The thermostatic theory, for example,
proposes that postprandial increases in hypothalamic temperature mediate
satiety, with hunger resulting from a decrease in temperature at this site.
Lipostatic, aminostatic, and glucostatic theories each assign the critical
regulatory role to blood-borne metabolites of fat, protein, or carbohydrate,
respectively.


Although each of these theories explains some of the many phenomena
involved in the control of food intake, Mayer’s glucostatic theory has had the
greatest influence on the field. According to this theory, depletion of
carbohydrate stores decreases the amount of “available glucose” in the
circulating blood; a fall in available glucose, signaled to hypothalamic
glucoreceptors, becomes the stimulus for hunger. An increase in available
glucose, with carbohydrate repletion, activates hypothalamic satiety areas and
terminates eating. For more than twenty years this theory has exerted great
organizational and heuristic power, and evidence for it continues to
accumulate.


Despite the attractiveness of the glucostatic theory, it shares with
all single-factor theories the general difficulty of encompassing the many
events that are involved in the regulation of body weight. In addition to this
difficulty, single-factor theories encounter two specific problems.


1.
How can a
mechanism of short-term, meal-to-meal control of food intake account for the
remarkable stability of body weight over long periods of time and in the face
of frequently marked short-term fluctuations? As a result of the problems of
single-factor theories in modeling such stability, the newer theories of the
regulation of body weight are multifactorial ones. They are achieving
increasing success in predicting food intake under a wide variety of
conditions.


2.
The
second specific problem of single factor, primarily physiological theories is
how they can explain the function of satiety. For satiety occurs so soon after
the beginning of a meal that only a small proportion of the total caloric
content of the meal can have been absorbed. If satiety were based solely upon
the limited information about food intake available at that time, it could
contribute little or nothing to the regulation of food intake.


If humoral factors do not terminate eating, what does? A “full
stomach” may be the answer. In addition to common sense and personal experience,
Jordan has added experimental evidence indicating that gastric filling, quite
irrespective of the nutritive value of the meal, is the major determinant of
satiety in single-meal experiments.


Although the nutritional value of meals plays little part in satiety
in single-meal experiments, humans learn, as do other animals, to change food
intake and even meal size in response to changes both in energy expenditure and
in the nutritive value of the food. Booth and Stunkard have proposed that this
learning is a special case of Pavlovian, or classical, conditioning. In this
theory, oral, gastric, and perhaps duodenal factors serve as conditioned
stimuli; humoral factors absorbed from the gastrointestinal tract serve as the
later, unconditioned stimuli. This sequence accounts both for the termination
of eating early in the process of food absorption from the intestine and for
the long-term adjustment of meal size to changing caloric needs. Booth has
extended this theory to encompass “conditioned hunger” as well as conditioned
satiety.


Until recently, it was believed that classical conditioning could
not occur when the interval between conditioned and unconditioned stimuli was
more than a few seconds. CS-US intervals longer than these have been reported
only in the special case of taste aversions. But taste aversions may simply be
special cases of a more general “alimentary learning.” It has been proposed
that this alimentary learning serves as the bridge between the long-term
physiological control of body weight based on humoral factors and the
short-term control of hunger and satiety based upon conditioning. If this view
is even approximately correct, impaired alimentary learning may lead to obesity
and, more important, therapies based upon classical conditioning may become
feasible.


General Determinants of Obesity


There are at least six known determinants of obesity. Social
determinants have been discussed under “Epidemiology,” and genetic determinants
under “Genetics.” The other four determinants are: developmental, physical
activity, brain damage, and emotional.


Developmental Determinants


A key to the understanding of obesity is provided by our growing
knowledge of the anatomy of adipose tissue. It has become clear that the
increased adipose tissue mass in obesity can result either from an increase in
fat cell size (“hypertrophic obesity”), from an increase in fat cell number
(“hyperplastic obesity”), or from an increase in both size and number
(“hypertrophic-hyperplastic obesity”). Johnson and Hirsch’s study of six forms
of experimental obesity in rodents reveals that most are either hypertrophic or
hypertrophic-hyperplastic, and it appears that obese humans also usually fall
into one of these two categories. These findings have important implications
for prevention and treatment.


Most people whose obesity began in adult life suffer from
hypertrophic obesity. When they lose weight it is solely by a decrease in the
size of their fat cells; fat-cell number does not change. Salans and colleagues
have elegantly illustrated the dynamics of hypertrophic obesity in their study
of human experimental obesity. When normal-weight men were induced to gain
forty to sixty pounds, they did so solely through an increase in fat-cell size;
when they lost the weight it was solely by a decrease in fat-cell size.
Fat-cell number remained constant.


Persons whose obesity began in childhood are more likely to suffer
from hyperplastic obesity, usually of the combined hypertrophic-hyperplastic
type. They may have up to five times as many fat cells as persons of normal
weight or those suffering from pure hypertrophic obesity. We still do not know
all of the reasons for the elevation in fat-cell number, and at the present
time the field is wracked with controversy. Recent research has challenged the
old orthodoxy that fat-cell number cannot increase after early childhood and
that events during a relatively brief “critical period” early in life is
largely responsible for adipose tissue hyperplasia. Instead, it has been
proposed that fat-cell hypertrophy is a major stimulus for fat-cell hyperplasia
and that this circumstance, and not a critical period, accounts for the common
association of hyperplastic adipose tissue and juvenile-onset obesity.


This view is compatible with Stern and Johnson’s review that
describes at least two periods when cellular proliferation is enhanced in
normal-weight children. One is before the age of two years and one is between
the ages of ten and fourteen. In obese, presumably overfed children, however,
the period of cell proliferation may extend well past two years of age, with
consequent development of pronounced hyper-cellularity even early in life.
Whether over-nutrition alone can account for this prolonged period of cellular
proliferation is not known; a genetic predisposition may also be required.
Johnson and Hirsch’s studies of the genetically obese Zucker rat suggest the
intriguing possibility that genetic factors may exert their influence by
extending the period during which proliferation is particularly susceptible to
the influence of over-nutrition. The hyper-cellularity of the adipose tissue of
these animals results from an ability to produce new fat cells well beyond the
period of regulated proliferation found in their nonobese litter mates.
Whatever the final outcome of this research, enough is already known to single
out the early years of life as particularly important in the genesis of
hyperplastic obesity. The public health implications are clear. To the
compelling psychological reasons for the prevention of childhood obesity must
now be added these compelling anatomical ones.


Our growing understanding of adipose tissue has clinical
implications of equal importance. They are highlighted in a report by Björntorp
and colleagues on twenty-six outpatients who lost thirty-three pounds on a
dietary regimen. Body weight and body fat content at the end of treatment
varied widely and had reached normal limits in only ten of the subjects.
Individual fat-cell size, however, was quite similar in all patients at the end
of treatment and had fallen to normal in twenty-three of them. Most patients
stopped treatment just at the point when further weight loss could be achieved
only by the reduction of their fat cells to subnormal size. It was as if
fat-cell size (perhaps particularly certain events at the cell membrane) had
set a biological limit to weight reduction. If this is the case, it would
explain the difficulty that hyperplastic obese persons experience in reducing
to normal body weight and their proclivity to regain the weight that they have
lost. More speculatively, it also suggests that reduction to a normal body
weight may not be as important a health measure for these patients as we had
believed. There is evidence that increased cell size, and not increased body fat
alone or increased cell number, is responsible for the malignant metabolic
sequence of insulin resistance, hyperinsulinemia, and lipid derangement.


Physical Activity


The only component on the energy-expenditure side of the caloric
ledger that both fluctuates and is under voluntary control is physical
activity. As such, it is a vital factor in the regulation of body weight.
Indeed, the marked decrease in physical activity in affluent societies seems to
be the major factor in the recent rise of obesity as a public health problem.
Obesity is a rarity in most underdeveloped nations, and not solely because of
malnutrition. In some rural areas, a high level of physical activity is at
least as important in preventing obesity. Such levels of physical activity are the
exception in this country. If the trend exemplified by automatic can openers
and mechanized swizzle sticks continues, we may succeed in reducing our energy
expenditure to near basal levels. Among many obese women, the trend is already
far advanced.


Figure 23-2 shows marked reduction of physical activity in a group
of Philadelphia housewives; this reduction is so great as to account almost
entirely for their excess weight. But such low levels of physical activity are
not present among all obese persons. Figure 23-2 shows that the differences in
physical activity among the men were so small that the additional energy
expended by obese subjects in moving their heavier bodies produced a caloric
expenditure equal to that of nonobese men.
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Figure 23-2. 
Comparison of the physical activity of obese and
nonobese men and women. Each point represents the average distance walked each
day by the subjects, as measured by a mechanical pedometer. Most obese women walked
shorter distances than nonobese women. Among men, there is less difference in
the distances walked. (From Chirico, A. M., and Stunkard, A. J. By permission
of the New England Journal of Medicine, 263 (1960): 935-946.)




Until recently, physical inactivity was considered to cause obesity
primarily through its restriction of energy expenditure. There is now good
evidence that inactivity may contribute also to an increased food intake.
Although food intake increases with increasing energy expenditure over a wide
range of energy demands, intake does not decrease proportionately when physical
activity falls below a certain minimum level, as shown in figure 23-3. In fact,
restricting physical activity may actually increase food intake. Conversely,
when sedentary organisms increase physical activity, their food intake may
decrease. The importance of this phenomenon is probably even greater than was
realized when it was first demonstrated by Mayer in Sprague-Dawley rats of
normal weight. Quite recently, studies of three forms of experimental obesity
in rodents have shown that activity controls food intake even more powerfully
in obese animals than in those of normal weight. The mechanism involved in this
intriguing control is still unclear, but it is great therapeutic potential
makes it worthy of careful study.


Brain Damage


Brain damage can lead to obesity, although it probably does so only
rarely in humans. Nevertheless, brain damage is of great theoretical interest
in understanding obesity. This discovery, during the 1940s, that destruction of
the ventromedial hypothalamus could produce obesity initiated the modern
investigation of the condition. Subsequent work has delineated two broad
anatomical systems mediating hunger and satiety—the former with special
representation in the lateral hypothalamus, the latter in the ventromedial
hypothalamus.



[image: Figure 23.3]

Figure 23-3. 
Calorie intake and body weight as functions of
duration of exercise in adult rats. Within the range of normal physical
activity, food intake increases with increasing physical activity and body
weight remains stable. In the sedentary range of activity, however, decreasing
physical activity is associated with increased food intake and an increase in
body weight. (From Mayer, J., and Thomas, D. W. By permission of the American Association
for the Advancement of Science, 156 (19671:328-337.)




The way obesity is produced by ventromedial hypothalamic damage is
particularly relevant to the thesis that obesity results from the level of
regulation of body weight rather than from a disorder of regulation itself.
Animals with such damage regulate body weight, but at a higher level. In the
course of maintaining their new fat stores and body weight, such animals
demonstrate interesting and potentially highly significant changes in behavior.
Many of the features of this behavior in obese rats with hypothalamic lesions
were described years ago by Miller and coworkers in their report on the paradox
of “Decreased Hunger and Increased Food Intake in Hypothalamic Obese Rats.”


The cardinal feature of the rats’ behavior was that they overate
when food was freely available; but when an impediment was placed in the way of
their eating, they not only decreased their food intake but actually decreased
it to a far lower level than that of control rats without hypothalamic lesions.
Furthermore, it seemed to make little difference what kind of impediment was
used; motivation to work for food was impaired in every manner of task that
could be devised. These rats seemed to be relatively unresponsive to all
physiological cues concerning their nutritional state, and they responded
imperfectly to signals both of satiety and of deprivation.


Nonetheless, the obese rats seemed hyper-responsive to the taste of
food and to its availability. They increased their overeating when fat and
sweet substances were added to their diet and radically restricted intake when
the palatability of their food was decreased by the addition of quinine.
Similar eating patterns have been reported in a wide variety of animals when
they became obese for natural reasons—for example, in the genetically
determined yellow obese mouse, in the rat when it becomes obese with aging, and
even in the dormouse during the hyperphagia that precedes its hibernation.
Experimental obesity of various types in animals thus seems to possess some
common behavioral correlates. Clinical research has revealed intriguing
parallels to the behavior of obese humans.


In the exceptional case, obesity in humans results from hypothalamic
damage from a strategically placed tumor or vascular lesion. Usually, however,
the cause of the impaired satiety exhibited by many obese persons remains
unknown. Such persons characteristically complain that it is difficult to stop
eating; it is the unusual obese person who reports being driven by hunger or
who eats in a ravenous manner. Instead, obese persons seem particularly
susceptible to the palatability of foods and find it difficult to keep from
eating if food is available.


Studying the problems of obese persons without brain damage, Bruch
has described their misperception of important visceral events. Some obese
persons, who are also neurotic, have difficulty in identifying hunger and
satiety. They frequently seem unable to distinguish between hunger and other
kinds of dysphoria. Bruch has linked this “conceptual confusion” to severe
deficits in identity and to feelings of personal ineffectiveness. She has convincingly
described the need on the part of these patients for external signals to tell
them when to eat and when to stop eating. Support for Bruch’s position has come
from studies that show that neurotic obese persons have a strong response bias
that impairs their perception of gastric motility. Unfortunately, correction of
the bias did not result in weight loss.


On the basis of a long series of experiments, Schachter has proposed
a theory of obesity compatible with these ideas, which has achieved wide
popularity. According to this theory, obese people are unusually susceptible to
all kinds of “external” stimuli to eating, while remaining relatively
unresponsive to the usual “internal” or physiological signals of hunger. At the
present time this theory is under revision. Although externality as a
personality trait seems well established, its relationship to obesity remains
inconclusive.


Emotional Determinants


Many obese persons report that they often overeat and gain weight
when they are emotionally upset. But it has proved singularly difficult to
proceed from this provocative observation to an understanding of the precise
relationship between emotional factors and obesity. The most clear-cut evidence
of how emotional factors influence obesity has come from two small subgroups of
obese persons, each characterized by an abnormal and stereotyped pattern of
food intake. About 10 percent of obese persons, most commonly women, manifest a
“night-eating syndrome” characterized by morning anorexia and evening
hyperphagia with insomnia. This syndrome seems to be precipitated by stressful
life circumstances and, once present, tends to recur daily until the stress is
alleviated. Attempts at weight reduction when the syndrome is present have an
unusually poor outcome and may even precipitate a more severe psychological
disturbance.


Bulimia, found in fewer than 5 percent of obese persons, is one of
the rare exceptions to the pattern of impaired satiety. It is characterized by
the sudden, compulsive ingestion of very large amounts of food in a very short
time, usually with great subsequent agitation and self-condemnation. It, too,
appears to represent a reaction to stress. But in contrast to the night-eating
syndrome, these bouts of overeating are not periodic and they are far more
often linked to specific precipitating circumstances. Binge eaters can
sometimes lose large amounts of weight by adhering to rigid and unrealistic
diets, but such efforts are almost always interrupted by a resumption of eating
binges.


Complications


Troublesome as obesity may be from a cosmetic standpoint, it is the
health hazards associated with it that have caused it to be described as the
nation’s greatest preventable cause
of death.


Effects on Mortality


Obesity has a strong adverse effect on morbidity and mortality
rates. The death rate from several diseases is significantly higher among obese
persons, and the rate increases in proportion to the severity of the obesity.
The most serious consequence of obesity is its impact upon the cardiovascular
diseases that now cause more than half of all deaths in this country. The
Framingham and Chicago Peoples Gas Company studies have shown a very strong
relationship between obesity and coronary artery disease.


This evidence of the direct effect of obesity on mortality is
matched by evidence of its indirect effect. Two of the most potent risk factors
for coronary artery disease—adult-onset diabetes and hypertension—are also
highly correlated with obesity. Weight reduction has a powerful effect: 75
percent of adult-onset diabetics may discontinue medication, and the blood
pressure of 60 percent of hypertensives returns to normal levels after
significant weight loss.


In recent years, arguments against the importance of obesity in
coronary disease have been raised, citing evidence that it is at best a weak
independent risk factor. Its powerful indirect effects, via diabetes,
hyperlipidemias, and hypertension, however, detract from the strength of this
argument.


Physical and Laboratory Abnormalities


The most serious physical manifestation of obesity, and the only one
that is life-threatening, albeit very rarely, is the encircling of the thorax
with fatty tissue, together with pressure on the diaphragm from below due to
intraabdominal accumulations of fat. The result is reduced respiratory
excursion, with dyspnea from even minimal exertion. In very obese persons, this
condition may progress to the so-called “Pickwickian syndrome,” characterized
by hypoventilation with consequent hypercapnia, hypoxia, and finally somnolence.


Severe obesity leads to a variety of orthopedic disturbances,
including low-back pain, aggravation of osteoarthritis, particularly of the
knees and ankles, and often enormous calluses over the feet and heels. Even
mild degrees of obesity are associated with amenorrhea and other menstrual
disturbances. Subcutaneous fat is an excellent heat insulator, and the skin of
obese persons is often warm and sweaty, particularly after meals. Hyperhidrosis
leads to intertrigo in the pendulous folds of tissue, making itching and skin
disorders common. Mild to moderate edema of the feet and ankles often occurs,
probably due to venous obstruction; diuretics are not indicated. What is most
notable about all of these complications is the ease with which they can be
controlled and eliminated by weight reduction, often of only a moderate degree.


Blood-pressure elevations are frequently found in obese persons,
often due to an artifact, that is, the presence of masses of subcutaneous
tissue between the blood-pressure cuff and the brachial artery. This problem
can usually be overcome by using a wider blood-pressure cuff.


Hyperuricemia is sometimes found in obesity, and it may reach a
significant degree in persons who fast intermittently. When obesity has
produced respiratory distress, hypercapnia may develop along with a respiratory
acidosis.


A particular problem in the laboratory evaluation of obesity is the
impaired glucose tolerance, and even the presence of fasting hyperglycemia,
that occurs in many obese persons without a family history of diabetes. The
high insulin levels in the fasting state and after a glucose load, usually
associated with obesity, are related to the presence of muscle and adipose
tissue resistance to carbohydrate metabolism. The precise relationship between
tissue resistance and insulin levels is not clear. It may be that tissue
resistance signals the pancreas to produce more insulin, or that a high-calorie
diet may increase insulin production, with tissue resistance a secondary
phenomenon. However these questions are finally resolved, the response to
weight reduction is highly gratifying. Most such abnormalities disappear
completely unless the patient is truly diabetic.


Plasma-lipid levels are often moderately elevated in the obese.
Weight reduction decreases both total cholesterol and triglycerides, and it is
one of the few measures that produces elevations (among men, at least) in the
protective high-density lipoprotein cholesterol.


Emotional Disturbances


Reports on emotional disturbances among obese people have flooded
the literature. The better the study the less the evidence for distinctive
psychological features and disabilities. The two most careful studies have
shown little differences in psychopathology between obese and nonobese people.
Moore and colleagues reported slightly higher levels of psychopathology among
obese people; Crisp and McGuiness reported slightly lower levels. Even
massively obese people do not seem to suffer undue psychiatric disability. The
view that obese persons have a specific personality pattern is no longer held.


Although the differences in psychopathology are relatively small for
the obese population as a whole, they may be quite significant for certain
subgroups. Prominent among these are young women of upper and middle socioeconomic
status. The reasons for the special vulnerability of these groups are of
interest. Both obesity and emotional disturbances are common among persons of
lower socioeconomic status; any association between the two conditions in
persons in this stratum is apt to be coincidental. Higher up on the
socioeconomic ladder, however, obesity is far less prevalent, and the sanctions
against it are far stronger. There is also far less emotional disturbance at
this level. As a result, when obesity and emotional disturbance coexist in this
group, the likelihood that they are associated is far greater. Among young,
upper-class women, obesity is usually linked to neurosis. What is the nature of
this linkage?


Of the various emotional disturbances to which obese persons are
subject, only two are specifically related to their obesity. One is overeating,
which has been discussed; the other is disparagement of the body image. Persons
suffering from disparagement of the body image characteristically feel that
their bodies are grotesque and loathsome and that others view them with
hostility and contempt. This feeling is closely associated with
self-consciousness and impaired social functioning. While it may seem
reasonable to suppose that all obese persons have derogatory feelings about
their bodies, such is not the case. Emotionally healthy obese persons have no
body-image disturbances and, in fact, only a minority of neurotic obese persons
have such disturbances. The disorder is confined to those who have been obese
since childhood; and even among these juvenile-onset obese, less than half
suffer from it. But in the group with body-image disturbances, neurosis is
closely related to obesity, and this group contains a majority of obese persons
with specific eating disorders.


The extent and severity of complications following weight-reduction
programs have been the subject of controversy in recent years. It now appears
that as many as half of the patients routinely treated for obesity by family
physicians may develop mild anxiety and depression. An even higher incidence of
emotional disturbance has been reported among morbidly obese persons undergoing
long-term treatment by fasting or severe caloric restriction even when carried
out in the hospital. These complications should be balanced against the
likelihood of a decrease in anxiety and depression among those who diet
successfully. Such newer treatments as behavior modification and by-pass
surgery carry far less risk of emotional disturbances.


Obese persons with extensive psychopathology, those with a history
of emotional disturbance during dieting, or those in the midst of a life crisis
should attempt weight reduction, if at all, cautiously and under careful
supervision. For others, the possibility of complications need not preclude
treatment when it is indicated.


General Considerations


Weight reduction confers such great benefits on obese persons and is
apparently so simple that we might expect it to be a common occurrence. Perhaps
the large number of women who try to reduce without medical assistance
(following diets and advice from the women’s magazines) have more success. But
“most obese persons will not enter outpatient treatment of obesity; of those
who do, most will not lose a significant amount of weight, and of those who do lose
weight, most will regain it.” Furthermore, these results are poor not because
of failure to implement any simple therapy of known effectiveness, but because
no simple or generally effective treatment exists. Obesity is a chronic
condition, resistant to treatment and prone to relapse.


The basis of weight reduction is utterly simple—establish a caloric
deficit by bringing intake below output. All of the many treatment regimens
have this simple task as their goal. The simplest way to reduce caloric intake
is by means of a low-calorie diet. The best long-term effects are achieved with
a balanced diet that contains readily available foods. For most people, the
most satisfactory reducing diet consists of their usual foods in amounts
determined by tables of food values available in standard works. Such a diet
gives the best chance of long-term maintenance of the weight lost during
dieting. But it is precisely the most difficult kind of diet to follow during
the period of weight reduction.


Many obese persons find it easier to use a novel or even bizarre
diet, of which there has been a profusion in recent years. Whatever
effectiveness these diets may have is due, in large part, to monotony—almost
everyone gets tired of almost any food if that is all he or she gets to eat. As
a consequence, when one ends the diet and returns to the usual fare, the
incentives to overeat are multiplied.


Fasting has had considerable vogue as a treatment of obesity in the
recent past, but it is now rarely used. Its importance lies primarily in what
it has taught us about radical dietary restriction in the treatment of obesity.
The great virtue of fasting is the rapid weight loss it engenders, often with
relatively little discomfort. After two or three days without food, hunger
largely disappears and patients get along well as long as they remain in an
undemanding environment. The main problem with fasting as a treatment is the
failure to maintain weight loss: Most patients regain most of the weight they
have lost. Furthermore, fasting, although surprisingly safe for such a radical
procedure, is not without complications and deaths have been reported.


The most important consequence of the experience with therapeutic
fasting has been the interest it has aroused in the idea that one can take advantage
of the benefits (rapid weight loss) while avoiding the complications. These
effects can be achieved by the administration of very small amounts of protein.
The so-called “protein-sparing-modified-fast” can effectively maintain nitrogen
balance by amounts of protein small enough to have only a negligible effect
upon the rapid weight loss. The diet of Genuth and others, for example,
contains no more than 320 calories (45 grams of egg albumen and 30 grams of
glucose). Vitamin and mineral supplements are necessary. These diets appear to
be safe and have the merit of being able to be carried out on an outpatient
basis.


The largest series of patients—1,200— treated by
protein-sparing-modified-fasts has been reported by Genuth and others.
Seventy-five percent lost more than 18 kilograms, and blood pressure was
reduced to normal in 67 percent of hypertensives. Few complications were
reported: mild hyperuricemia and occasional mild orthostatic hypotension, cold
intolerance, and anemia. The major problem of the protein-sparing-modified-fast
is that of all conservative treatments for obesity: failure to maintain weight
loss. The limited data on long-term follow-up are not encouraging.


An important distinction must be made between the carefully studied
protein-sparing-modified-fast and the spate of commercially exploited “liquid
protein diets” that have appeared in recent years. The best known of these is
Linn’s “Last Chance Diet.” Generally composed of hydrolysates of cowhide,
collagen, and gelatin, these “liquid proteins” are of low biological quality
and do not contain an adequate balance of essential amino acids. Not
unexpectedly, complications began to be reported soon after these diets were
introduced, and already a number of deaths have been reported. “Liquid protein”
diets have no place in the treatment of obesity.


Pharmacological treatment of obesity has been greatly altered by
recent directives of the Drug Enforcement Administration, which has
progressively restricted the use of amphetamines as appetite suppressants. A
variety of agents is taking their place: diethylpropion (Tenuate), fenfluramine
(Pondimin), and mazindol (Sanorex) are the common examples. The efficacy and
side effects of these agents are similar and their potential for abuse is
limited.


Pharmacotherapy of obesity is currently out of favor. Nevertheless,
its efficacy in weight reduction has been underestimated. In a recent study,
weight loss with fenfluramine was increased from thirteen to thirty-two pounds
simply by changing the circumstances of its administration from a traditional
doctor’s office format to a weekly group meeting. Patients regained weight
rapidly after medication was stopped. This finding suggests that tolerance to
the effects of fenfluramine did not develop and that this is not a reason for
restricting its use. It seems likely that pharmacotherapy of obesity has been
prematurely written off; new medications and new circumstances of
administration, however, may restore its popularity.


An interesting new treatment for bulimia (with or without obesity)
has been reported by Wermuth and coworkers. They administered phenytoin
(Dilantin) to nineteen obese and nonobese persons who suffered from eating
binges at least three times a week. Six patients reported a marked decrease in eating
binges during the double-blind trial, and two of the four who continued
treatment with phenytoin reported no binges in the next eighteen months. This
report of such a simple treatment of a distressing disorder is most promising,
and replication is sorely needed.


Thyroid or thyroid analogues are indicated for the occasional obese
person with hypothyroidism, but should be discouraged otherwise. Bulk producers
may help control the constipation that follows decreased food intake, but their
effectiveness in weight reduction is doubtful. Four controlled studies of
chorionic gonadotropin have found it to be ineffective.


Increased physical activity is frequently recommended as a part of
weight-reduction regimens, but its usefulness has probably been underestimated,
even by many of its proponents. Since caloric expenditure in most forms of
physical activity is directly proportional to body weight, obese persons expend
more calories with the same amount of activity than do people of normal weight.
Furthermore, increased physical activity may actually cause a decrease in the food intake of sedentary
persons. This combination of increased caloric expenditure with probable
decreased food intake makes an increase in physical activity a highly desirable
feature of any weight-reduction program.


Group methods, propagated by the burgeoning self-help movement, are
being used by increasing numbers of obese people. The two largest organizations
are the nonprofit Take Off Pounds Sensibly (TOPS) with over 300,000 members,
and the profit-making Weight Watchers, which is even larger. Costs for
attending meetings are small, and many people report that the group support and
frequent weighings are quite helpful. Objective assessment of these
organizations, however, has lagged. A recent report makes it clear that dropout
rates are very high. This problem is partly compensated for by high reentry
rates, but we know very little about the weight losses of representative
samples of participants. These organizations are unique in the weight-reduction
field in providing economical and readily accessible assistance, in making few
demands upon the participants, and in permitting them to leave and rejoin
without penalties. As such they should have an important place in an overall
approach to obesity.


Surgical treatments for obesity are relatively new but are highly
significant for that small fraction of people who suffer from “morbid” obesity,
that is, 100 percent over ideal weight. Four factors have made surgery the
treatment of choice for many such people: (1) recent demonstration of the
severity of the various physical complications often with profound psychosocial
disability, resulting in a twelvefold increase in mortality among younger
persons, (2) the inefficacy of conventional treatments; (3) the continuing
development of newer surgical measures; and (4) many health benefits at
acceptable levels of risk.


Although the prevalence of morbid obesity is very low—less than 1
percent—over half a million Americans suffer from this condition and many of
them seek psychiatric help at some time in their life. It is, therefore, worth
describing the newer surgical procedures and some of their surprisingly
favorable behavioral sequelae. Two operations currently dominate the treatment
of morbid obesity—jejunoileal bypass and gastric bypass. In the jejunoileal
bypass operation, fourteen inches of proximal jejunum is anastomosed to four
inches of terminal ileum, bypassing the remaining bowel and radically reducing
the absorptive surface. In the gastric bypass operation, a stomach pouch of 50
ml capacity is constructed with a 1.2 cm outlet to the proximal jejunum,
radically reducing the amount of food that can be consumed at one time. The
original rationale for the jejunoileal bypass was to decrease intestinal absorption
of nutrients. Although malabsorption occurs, most of the weight loss following
jejunoileal bypass (and all of the weight loss following gastric bypass) is due
to voluntary restriction of food intake. Weight loss following both procedures
occurs at a decelerating rate for twelve to eighteen months, during which time
at least 50 percent of excess weight is lost, although there is, of course,
considerable individual variability. This weight loss is accompanied by a
number of significant benefits; among them, relief of the Pickwickian syndrome,
reduction of elevated blood pressure and blood glucose to normal levels among
most hypertensives and diabetics, and correction of a wide variety of the
mechanical ill effects of excessive weight. One of the most gratifying results
is marked amelioration of the psychosocial disabilities that afflict most
morbidly obese persons. Against these benefits must be considered the risks of
bypass surgery. Mortality in the operative and postoperative period is below 3
percent for both procedures, if they are carried out as they should be by
skilled interdisciplinary teams able to provide continuing supervision.
Postoperative results, however, favor gastric bypass. Jejunoileal bypass is
often followed by severe diarrhea, fluid and electrolyte disturbances over the
short-term, and liver disease that is fatal in 2 percent of patients over the
longer term. Hyperoxaluria leads to nephrolithiasis in 10 percent of patients
and to serious focal nephritis induced by oxalate crystals in an undetermined
number of other patients. Complications of jejunoileal bypass do not seem to
decrease over the years and the long-term adverse effects have been serious
enough to cause surgeons to turn increasingly to gastric bypass. The only
common complications of this surgery are epigastric distress and vomiting;
these are readily controlled as the patient learns new eating habits.


Some unexpected behavioral consequences of both operations are of
interest for both theoretical and practical reasons. Five studies have reported
that bypass surgery is followed by unusually benign behavioral consequences,
but four of these studies have understated the benefits of this surgery. The
latter studies used what was probably an inappropriate control period. For comparison
with the emotional status after the surgery period, they used as a control the
time just before surgery. A more appropriate control period would seem to be
the time when the patient was attempting to lose weight (usually with far less
success) without surgery. During such times a majority of these patients had
experienced depression, anxiety, and a variety of depressive affects. By
contrast, during the weight loss that follows surgery patients rarely
experience such affects and, on the contrary, usually report enhanced feelings
of well-being. Furthermore, the restriction of food intake, which plays the
largest part in the weight loss, is achieved without particular effort and is
accompanied by a striking normalization of eating patterns. There is a marked
decrease in snacking, night-eating, and binge eating; the ability to stop
eating is also enhanced. Even more surprising is the effect upon the large
percentage of persons who until then did not eat breakfast: during a period of
rapidly falling weight, most of these people began to eat breakfast.


These phenomena are striking enough to suggest that far from merely
altering the mechanics of the bowel, bypass surgery brings about a major change
in the biology of the organism. It has been proposed that this surgery has the
effect of lowering the set point at which the body weight of obese people may
be regulated. According to this view, the lack of dysphoric reactions to weight
loss and the normalization of eating patterns result from the body adjusting to
this new, lower set point, since it no longer has to struggle to reduce against
the pressures of a higher set point.


Specialized Psychotherapeutic Techniques


Information about reducing diets is so widely available that only
those who have already failed to lose weight on their own come to the doctor’s
office. And only those who have failed with medical treatment seek out the
psychiatrist. This process of selection makes it understandable why there has
not been, until recently, a systematic study of the effects of psychoanalysis
upon obesity and why such an approach has fallen from favor in treating
obesity. No more than 6 percent of persons entering psychoanalysis do so for
treatment of their obesity, and analysts themselves have been skeptical of
their ability to deal with this problem.


Psychoanalysis


A recent study by Rand and Stunkard suggests that a more optimistic
view of the influence of psychoanalysis upon obesity may be justified. The
weight losses of a sample of eighty-four obese men and women treated by
seventy-two psychoanalysts compared favorably with those achieved by other
conservative methods. Thus, mean weight loss was 9.5 kg during treatment that
averaged forty-two months in duration. Furthermore, 47 percent of patients lost
more than 9 kg, and 19 percent lost more than 19 kg during this time. Analysts
reported a striking decrease in severe body-image disparagement in their
patients. At the beginning of treatment 40 percent reported severe
disparagement; at its termination this figure had fallen to 14 percent. Obese
patients were generally more difficult to treat than nonobese patients. For
example, more obese than nonobese patients terminated treatment prematurely,
and those who remained in treatment showed less improvement in psychological functioning
than did nonobese patients.


This study may reawaken interest in psychoanalytic psychotherapy of
obese persons. Some general observations are in order. First, there is no
evidence that uncovering putative unconscious causes of overeating can alter the
symptom choice of obese people who overeat in response to stress. Years after
successful psychotherapy and successful weight reduction, persons who over ate
under stress continue to do so. Second, many obese people seem inordinately
vulnerable to the over-dependency on the therapist and to the severe regression
that can occur in psychoanalytic therapy. Bruch has provided excellent
descriptions of measures designed to minimize such regression, to cope with the
“conceptual confusion” described earlier, and to increase the patient’s often
seriously inadequate sense of personal effectiveness.


Although psychoanalysis and psychoanalytic therapy are very
expensive ways to lose weight, they may be indicated for persons suffering from
severe disparagement of the body image. This condition has not been influenced
by other forms of treatment, even those which effect weight reduction.
Psychoanalysis and psychoanalytic therapy may also be indicated for treatment
of bulimia, another particularly resistant condition. Furthermore, obese people
may seek psychotherapy for reasons other than their obesity; helping them to
cope with their obesity may help them to resolve other problems. We have noted
that many obese people overeat under stress. If psychotherapy helps them to live
less stressful and more satisfying lives, then they are less likely to overeat.
As a result, they may reduce and stay reduced. These benefits are not less
significant for being nonspecific results of treatment.


Behavior Therapy


Behavior therapy was introduced into the treatment of obesity a
decade ago, and within five years the topic had achieved a popularity bordering
on faddism. The next five years, however, saw the appearance of over fifty
controlled clinical trials, and it is now possible to ascertain what has and
has not been accomplished by this vast expenditure of effort.


It is clear that behavior therapy represents an improvement over
traditional outpatient treatments for mild and moderate obesity, and it is the
treatment of choice for these conditions. It is also clear that its great early
promise has been only imperfectly realized. There is consensus on six issues:


1.
Dropouts
from outpatient treatment have been greatly reduced, from figures as high as 25
to 75 percent to not more than 10 percent.


2.
Emotional
complications of behavioral weight-reduction regimens are uncommon, in contrast
to rates as high as 50 percent among persons in traditional outpatient
regimens.


3.
Weight
losses, although greater than those achieved by alternate treatments in controlled
clinical trials, have been modest and of limited clinical significance. There
are many reasons for these limitations: Most of the programs were short-term,
many involved patients who were only mildly overweight, and a large number were
conducted by inexperienced therapists. Nevertheless, mean weight loss exceeded
fifteen pounds in only a minority of clinical trials.


4.
There is
great variability in weight losses and still no way to predict which patients
will do well and which ones will not.


5.
Weight lost
during behavioral treatment tends to be regained. However, weight losses are
probably better maintained than they are with other forms of treatment.


6.
The most
important aspect of behavior therapy may be the fact that its procedures can be
so clearly specified and so readily taught. Detailed instructions for the
conduct of behavioral weight-reduction programs for small groups and for
individuals have been provided by Ferguson, Jordan and colleagues, the Mahoney’s,
and Stuart. Brownell’s recent Partnership Diet Program describes an original
self-help program for couples.


There is a growing trend for the behavior therapy of obesity to be
carried out by persons with less and less formal training, and these services
are increasingly delivered by nonprofessionals. The most ambitious of these
efforts is that of Weight Watchers, which enrolls 400,000 persons a week in
classes taught entirely by lay persons. The program is outlined in a series of
“modules” that contain a brief written summary of the behavioral tasks to be
accomplished during the next two weeks, along with forms for recording progress
in this endeavor. Within the medical profession the lead in behavioral
treatment has been taken by the Society of Bariatric Physicians, many of whose
members carry out behavioral treatment programs, often with the aid of their
office nurses.


Obesity in Childhood


The obesity of persons who were obese in childhood—the so-called
“juvenile-onset obese”—differs from that of persons who became obese as adults.
Juvenile-onset obesity tends to be more severe, more resistant to treatment,
and more likely to be associated with emotional disturbances.


Obesity that begins in childhood shows a very strong tendency to
persist. Long-term prospective studies in Hagerstown, Maryland, have revealed
the remarkable degree to which obese children become obese adults. In the first
such study, 86 percent of a group of overweight boys became overweight men, as
compared to only 42 percent of boys of average weight. Even more striking
differences in adult weight status were found among girls: 80 percent of
overweight girls became overweight women, as compared to only 18 percent of
average-weight girls. A later study showed that the few overweight children who
reduced successfully had done so by the end of adolescence. The odds against an
overweight child becoming a normal-weight adult, which were 4:1 at age twelve,
rose to 28:1 for those who did not reduce during adolescence. An even more
recent study, which used a longer interval (thirty-five years) and,
unfortunately, different (more rigid) criteria for obesity, found the
difference in adult weight status continuing to grow: 63 percent of obese boys
became obese men, as compared to only 10 percent of average-weight boys.


It is widely believed that obese children are very inactive and that
their inactivity plays a major part in the development and maintenance of their
obesity. Recent research suggests that excessive food intake is a far more
important factor. At least four studies that used objective measures of
physical activity failed to reveal significant differences between obese and
nonobese children, while only one study reported that obese children were less
active.


A recent intensive study of energy intake and expenditure suggests
that excessive food intake and not decreased physical activity maintains
childhood obesity and may even produce it. Waxman and Stunkard directly
measured food intake and energy expenditure in four families at meals and at
play in three different settings. In each family there was one obese boy and a
nonobese brother whose ages were within two years of each other. The subjects’
oxygen consumption at four levels of activity was measured in the laboratory to
permit calculation of energy expenditure from time-sampled measures of observed
activity. The study showed that the obese boys consumed far more calories than
did their nonobese brothers. Furthermore, their levels of physical activity did
not differ greatly from those of the nonobese boys. When measures of activity were
converted into calories, it was found that the obese boys actually had higher
levels of energy expenditure than did their nonobese controls. These findings
need confirmation with larger samples and with studies of girls. Nevertheless,
the evidence that obese boys overeat is so striking that it justifies directing
treatment at this problem.


Reduction of food intake has been the major focus of behavioral
treatments of obesity in children. Although behavioral treatment of childhood
obesity has lagged behind the application of comparable methods to obese
adults, it is attracting increasing attention. Nine studies have already been
reported and more are currently underway. The results to date warrant a
cautious optimism; behavior therapy of children may well prove as effective
with children as it has been with adults.


Conclusion


Obesity, a condition characterized by excessive accumulations of
body fat, is widely distributed within the population, affecting one-third of
adult Americans. It has recently been viewed, not as the result of a
disturbance in the regulation of body weight, but rather as the result of an
elevation of the set point at about which body weight is regulated. At least
six factors may affect this regulation: genetic and developmental, social and
emotional, physical (inactivity) and neural (impaired brain function). The
relative importance of these different factors probably varies among different
obese persons. Recent studies suggest that the behavior of many obese persons
is affected by their efforts to restrain their natural inclinations to eat in
order to maintain socially approved levels of body weight.



[image: Figure 23.4]

Figure 23-4. 
Significantly greater calorie intake by obese boys at
home dinners compared with that of their nonobese brothers. (From Waxman, M,
and Stunkard, A. J. By permission of the Journal of Pediatrics, 96 (1980: 187-193.)




Obesity adversely affects morbidity and mortality, and the rates
increase in direct proportion to the severity of the obesity. Although obesity
is not a strong independent risk factor for cardiovascular disease, it is a
major determinant of hypertension and insulin-independent diabetes, and both
these conditions are markedly improved by weight reduction. Partly for health
benefits and partly for cosmetic reasons, large numbers of obese people try to
lose weight. Most are unsuccessful. The poor results of weight-reduction
efforts are not due to failure to implement any therapy of known effectiveness
but to the fact that no simple or generally effective therapy exists. Obesity
is a chronic condition, resistant to treatment and prone to relapse.


The unfavorable therapeutic outlook for obesity has been brightening
in recent years with the development of new treatments and renewed interest in
old ones. New pharmacological treatments together with new circumstances of
administration show promise of improving the results of pharmacotherapy;
phenytoin (Dilantin®) has been found to be effective in the management of some
cases of bulimia. Jejunoileal bypass surgery and, more recently, gastric bypass
surgery have begun to bring hope to some morbidly obese persons. Psychiatric
studies have shown favorable emotional concomitants of the large weight losses
achieved by surgical means. A recent study indicates that psychoanalysis may
have unsuspected merits in reducing body weight as well as in lessening body
image disparagement of some obese persons. A very large effort has been
expended in the development of behavioral therapies for obesity, making these
measures the treatment of choice for mild and perhaps also moderate obesity, as
well as providing a useful model for psychotherapy research. Furthermore, the
ease with which behavioral measures can be taught has resulted in the
increasing delivery of weight-reduction services by nonprofessionals. Lay
groups are providing valuable vehicles for the introduction of behavior therapy
to large numbers of people. But the main hope for the control of obesity lies
in a better understanding of the factors that regulate body weight. Fortunately
research into this problem is proving increasingly fruitful.
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CHAPTER 24 

SOCIAL MALADJUSTMENTS  


 Thomas Kreilkamp  


Social maladjustment was one of several specific diagnostic
categories under the general heading of “Conditions without Manifest
Psychiatric Disorder” in the Diagnostic
and Statistical Manual of Mental Disorders (DSM-II). Some of the other
categories under this heading were occupational and marital maladjustment. The
mere existence of this heading is already indication of the difficulties faced
by anyone who wants to provide a diagnostic manual that will be of use to
practitioners. Clinicians see a wide variety of people, for a wide variety of
difficulties, some of which are not psychiatric in any simple sense. This
occurs for many complicated reasons, but two important ones include (1) the
role of the psychiatrist in our society, which is vaguely defined and which
permits attempts to treat almost any manner of problem in living; and (2) the
ever-broadening notions of what constitutes mental illness, which in turn are
based on that form of psychiatric theory that points up the continuity between
illness and health, or that, as in some forms of Freudian theory, even erodes
the distinction between illness and health altogether. 


“Social maladjustment” does not appear in the same form in the new
edition of the Diagnostic and Statistical
Manual of Mental Disorders (DSM-III). There is instead a section called
“Codes for Conditions Not Attributable to a Known Mental Disorder that Are a
Focus of Attention or Treatment.” This includes, for example, malingering, childhood
or adolescent antisocial behavior, marital problems, parent-child problems, and
a residual category of “other interpersonal” problems. In addition, there is a
section called “Adjustment Disorders.” In describing this section, the new
manual states that “The essential feature is a maladaptive reaction to an
identifiable psychosocial stressor . . . It is assumed that the disturbance
will eventually remit after the stressor ceases. . . .” This attempt at
adumbrating the essential features of the “Adjustment Disorders” condition is a
good place to begin consideration of social maladjustment. 


First of all, it is clear that the emphasis here is on a
circumscribed maladaptive reaction. That is, it is not a chronic condition that
is being talked about, but instead importance of the life event that is assumed
to precipitate the maladaptive reaction. DSM-III goes on to make explicit that
this category of adjustment disorder must be distinguished both from “normal”
adjustment reactions (such as “Simple Bereavement”) and from more chronic life
problems (such as would be included under “Conditions Not Attributable to a
Known Mental Disorder”). Furthermore, the draft goes on to make explicit that
yet other diagnostic categories must take precedence, such as “identity
disorder” and “emancipation disorder,” both of which would presumably refer to
difficulties typical of those adolescents who are attempting to solidify a
sense of themselves as separate individuals, and who are engaged in moving away
from the family of origin toward some more independent status in the world. 


Second, we can see that this category of “adjustment disorders” is
not meant to include conditions that can reasonably be seen as exacerbations of
already existing mental disorders. This sounds perhaps an easier discrimination
than in fact it is. Sorting out various maladjusted reactions into different
groups based on whether those manifesting them were or were not previously
afflicted with a mental disorder is always a hazardous enterprise, since it depends
both on one’s theoretical stance with regard to all psychiatric disorders and
on an accurate knowledge of the past, which is not always obtainable. A
discussion of this difficulty will help to explore the implications of the
preliminary definitions of adjustment disorders. 


DSM-III is overly inclusive on purpose, according to those who have
created it, and the emphasis is not on either etiology or treatment, but rather
on descriptive completeness. Regardless of its attempt to eschew etiology for
description, any psychiatric practitioner, in order to be able to operate
effectively, must have some kind of theoretical orientation toward psychiatric
disorders, though it need not be one that specifies etiology for any or all
diseases. An example of a general orientation common in psychiatry is that
which sees mental disorders as characterizing individuals. The individual is
the site of the “disease” and the field within which it makes itself known.
However, psychiatrists must of necessity acquaint themselves with the larger
social field within which the afflicted individual lives, in order to determine
whether or not, for example, a depression is reactive or chronic. If the
psychiatrist finds that the patient’s spouse just died, then the diagnosis is
more likely to be simple bereavement than depression. Similarly, in all
psychiatric diagnostic endeavors, one needs to find out what has been happening
in the patient’s life in the recent and sometimes in the more remote past. 


This necessity is especially acute with regard to the category of
social maladjustment. In order even to consider such a diagnosis, one must know
what the patient might be reacting to, and what social world he might be having
difficulty coming into satisfying relation with; this necessity immediately
broadens the horizons of the psychiatrist. That is, the psychiatrist is no
longer simply examining a patient, but is assessing the nature of the fit
between an individual and a social realm with which the psychiatrist may or may
not be familiar. The less familiar he is with that social world, the harder it
will be, of course, to assess the nature of the difficulty the patient is
having in coming to terms with that world. Here the psychiatrist will want to
consider the nature of the patient’s coping mechanisms in general: the way in
which past difficulties have been coped with and the variations, if any, in the
nature of the patient’s social world (what changes have occurred, such as
moves, new jobs, additions to or subtractions from the family). The need to
consider all these matters makes the psychiatrist’s task a very broad one, and
this breadth is sometimes overwhelming. Take for example the so-called “mental
status” exam. An accurate carrying-out of this exam requires, minimally, some
cooperation from the patient. Some patients do not cooperate, or do so in such
a way as to cast doubt on the validity and/or reliability of their answers.
That is, they may neither be saying what they think nor answering the same way
today they might tomorrow, and this lack of cooperation may or may not be part
of a disease process. 


Ascertaining this probability requires immense skill, and
considerable familiarity with the patient being examined and with the
circumstances that have brought him to the psychiatrist. An angry adolescent
brought in by an equally angry parent is less likely to offer cooperation to
the psychiatrist (who is perceived as the parent’s ally) than a self-referred
adult who is bothered by some intrapsychic stress and wants some relief. 


In addition to considering such matters in doing a mental status
exam, the psychiatrist will need enough flexibility and scope to be able to
recognize the possibility that there may be a suspected mismatch between a
given individual, who happens to be presenting as a patient, and a given social
world. He will then have to consider whether that person is better off not
trying to adjust to the environment. This would be the case if adjustment to
the situation is not the best outcome in the long run. The psychiatrist might
make this assessment if the patient appears to be only temporarily in his
present situation. For example, a patient who finds he cannot keep up with his
workload may in fact be overworked by standards other than those of his present
situation. He might be best off considering the possibility of changing jobs
and thus reducing his workload, rather than trying to transform his character
to the degree necessary to find that heavy workload tolerable. Or in another
related example, there may be no good solution to a person who presents severe
anxiety that appears to arise out of a conflict between his work and family
demands. The problem here may not be so much social maladjustment—an inability
to deal with the kinds of conflicts and pressures that other people appear to
deal with—but rather a culturally determined conflict between changing
definitions of what a man’s role ought to include. Formerly, he would have been
expected to earn a living and make progress in a job or career; now he is
expected to do that in addition to spending more time with his children and
helping at home. Here there is indeed social maladjustment, but it is not
between an individual and society but between various facets of a complex and
changing social environment. 


Another case in which the psychiatrist may want to consider the
possibility that “adjustment” between an individual and his environment is not
possible, and where the problem is not entirely that of the patient, is when
the patient is a child whose family is not able to take care of him. In such a
case, the psychiatrist may want to explore the possibility of finding another
home for the child, perhaps temporarily with a relative or friend or perhaps on
a more permanent basis. 


The diagnostic category of social maladjustment, then, demands of
the psychiatrist not only a familiarity with conventional diagnostic nosology,
with psychopathology as it is conventionally construed, but an awareness of
social developments as well. In some cases the psychiatrist will want to
recognize the degree of stress in the patient, but instead of recommending
therapy for the patient, may want to recommend therapy for a larger social
system (a marital couple or a family) or may encourage the patient to think
about rearranging his social world so as to change either one or another aspect
of it, or to alter the degree of his involvement in a social sector that is
coming into conflict with another important social sector. 


 Coping and Adaptation  


Maladjustment is clearly in part a function of the complexity and
possibly conflictual nature of one’s social world; it is also, however, related
to one’s own means of coping with stress. When one examines the intrapsychic
(and interpsychic) measures that people develop for coping with stress, one can
begin to learn something about how people ordinarily manage the sorts of
conflicts and crises that are thought to be more or less routine. Ordinary
management of stress involves not just intrapsychic maneuvers that are
conventionally referred to as defense mechanisms, but other skills as well. As
Engel has pointed out, “In recent years there has been a marked shift in the
study of human adaptation from concern with intrapsychic defense mechanisms to
much greater emphasis on the skills and supports required to meet typical life
challenges.” Traditionally this has not been studied as intensively as neurosis
or difficulties in living, but there are several studies worth noting. In
Robert White’s The Study of Lives,
there is a section by Theodore Kroeber called “Coping Functions of the Ego
Mechanisms” that attempts to differentiate between the defensive (or unhealthy)
and the coping (or healthy) aspects of various ego functions. For example, he
says of the ego function of discrimination (the ability to separate one idea from
another, or a feeling from an idea) that this has a healthy form when it
involves objectivity, and an unhealthy form when it involves isolation. Both
objectivity and isolation involve separation of feeling from idea, but the
former is perhaps more voluntary, more flexible, more in the service of
adaptation to some requirement of external reality. 


A different approach, but one that is equally indebted to Freudian
ideas of ego functions and what are referred to as defense mechanisms, is
espoused by George Vaillant. He argues that one can arrange ego mechanisms in a
hierarchy, with the more mature ones at one end and the more pathological at
the other. Examples of those at the least healthy level include denial and
delusional projection. Examples of the healthiest mechanisms include
sublimation, humor, anticipation, and altruism. There are, of course, an array
of others between the two extremes. 


Vaillant proposes that the more mature mechanisms are found more
frequently in the more satisfied men in his study and also in those who are
better adjusted to their social worlds (and on the average, more successful).
He does not seem to be saying that mature ego functions necessarily lead to
more successful adaptation to one’s society, only that in his sample they
happen to do so. This is a very difficult argument to defend, since the data
are very difficult to untangle. But his general point of view is not uncommon
in psychiatry: Maturity and health, as reflected in psychological functioning,
accompany successful adjustment to one’s social world. Vaillant does not have a
simple-minded view of adjustment; rather he argues that success has objective
and subjective aspects, the former connected with worldly success, and the
latter with happiness or fulfillment; and he makes it clear throughout that his
ultimate support is his data, which are the lives of the men in the study.
Empirically, the men who scored best on the psychological measures (and the
scorers worked without knowledge of the social status and success of the
subjects) were also, on average, those who did better in worldly terms. Thus
for Vaillant, social adjustment appears to be connected with psychological
health. 


This, of course, is the conventional view upon which the psychiatric
nosology including the diagnostic category of social maladjustment is based.
However, there are alternative ways of looking at the whole issue, ways that
are equally rooted in Freudian and dynamic psychology. For example, Richard
Coan attempts to analyze the notion of “optimal” personality functioning. He
first provides an interesting review of the various concepts that have been
described by different writers as characterizing the healthy or mature or
normal person. He then argues that certain of these characteristics are
incompatible, so that for a given individual to rank high on one of them, he
would necessarily rank less high on another. To illustrate, one can examine a
characteristic that many psychologists regard favorably: being open to
experience, allowing one to experience the richness or fullness of events. Coan
argues that this capacity cannot increase indefinitely without adversely
affecting another highly thought of characteristic, namely the kind of
stability of personality organization that provides freedom from distress.
Similarly, he argues that other variables stand in opposition to one another:
(1) an orientation toward harmony; (2) toward relatedness; (3) toward unity
with other people and the world versus a sense of clear differentiation from
others; (4) striving for autonomy, self-adequacy, mastery and individual
achievement; and (5) an optimistic confident attitude toward the world versus a
realistic appraisal of world conditions. 


Coan’s argument raises an interesting question. Perhaps the
adjustment concept (referring to a condition of being where one achieves a
smooth existence, gets along well, and experiences a state of well-being in
which negative emotional states occur infrequently) is not the same as the
“healthy” or “optimum” concept. This in turn creates difficulties in our
conception of social maladjustment, and we are then led, perhaps, to consider
the possibility that a person might be socially maladjusted and yet, in one way
or several ways, still moving toward a healthy or “optimum” state of existence.
Or perhaps social maladjustment (the psychiatric nosological category) is
compatible with achievement in any of several realms: in art, in finance, even
in the psychological richness of one’s life. 


Part of the issue here is that of ascertaining what is the best
dimension on which to array examples of social maladjustment. This whole issue
would be clearer if psychiatry as a discipline were more certain about whether
there is an illness-health dimension or whether what is called mental illness
can be shown to be the opposite of what we might call health. Other possibly
relevant dimensions are those of good and bad or even happiness and
unhappiness. Until psychiatry has a more coherent view of how these different
aspects of experience and behavior are related, questions concerning the
definition of social maladjustment will seem bewildering. 


Another aspect of the same problem comes into view when one realizes
that people have greater or lesser abilities to find appropriate social niches
for themselves. If one can locate the appropriate social niche, in which one’s
deficits become advantages, then the question of maladjustment will never
arise. In our pluralistic world, there are numerous social levels, any one of
which might provide a comfortable habitation for a particular individual. We
each have considerable choice about where we live, what work we do, whom we
marry, which friends we have. These choices are never so numerous as perhaps
they may appear, nor so varied as perhaps we wish, but nonetheless there are
always real choices. 


There is an interesting question that psychiatrists do not often ask
but they well might consider: How do individuals manage to find a social world
for themselves that allows them comfortable adaptation? This would be another
vantage point on social maladjustment. Maladjustment can only arise, after all,
when an individual has not made a successful choice of habitation.
Psychiatrists are prone to think only in terms of coping styles, defense
mechanisms, and personality structure, as though all of these functioned
independently of social context once development has occurred. The prevailing
assumption is that “development” occurs when a person is young, but when the
person is “mature” he carries his personality around with him, applying his
coping style to whatever social situation arises. Social psychologists and
sociologists can contribute to psychiatry in this matter, since they are more
likely to invest energy in articulating ways in which particular social
networks provide support for, and give sustenance to, particular personality
constellations (while helping to discourage the expression of others).
Sometimes psychiatrists recognize this mode of thought when they discuss stress
and concede that almost anyone is vulnerable to certain forms and degrees of
stress. Implicit in this view is the notion that stress is less in some
situations and greater in others. Not much further thought is required to
recognize the ways in which certain people inhabit realms that generate less
stress than others, or even to recognize that what appears as “healthy”
well-adjusted functioning in one context may not appear so in another.
Psychiatrists who work with pairs or groups of people (for example, with
families) are more ready to recognize this, since they often have rich clinical
experience that forcefully brings home the fact that adjustment is always
within a context, and that the context (of the marriage, or the family, for
example) implicitly provides support for certain modes of functioning.
Psychiatrists who work with marital couples always have vividly before them the
fact that two individuals may have chosen each other mistakenly, that each
individual might do better in a different marriage. But at the same time there
is a pervasive trend in psychiatry toward insisting that a person who has
difficulty in one marriage (or job, or social world) is likely to have
difficulty in another. This is the strand of psychiatric thinking that overemphasizes
the extent to which the individual carries his personality around with him,
using it equally well in one situation or another. If psychiatrists stayed in
closer touch with sociology they would be less prone to make this mistake in
emphasis. The difficulty is not, of course, that psychiatrists are mistaken,
but simply that they do not give enough credence to another, different point of
view. 


 Sociological Contributions  


The concept of social maladjustments can be approached from a
clinical or from a sociological point of view. A clinical approach would first
consider, in a given patient, the degree of psychological discomfort. The
patient comes into the psychiatrist’s purview in part because of some form of
psychic pain. This pain may be connected with cognitive inefficiency, with
disturbances of bodily functionings, or with a vague kind of anhedonia that is
not specifiable. But in the case of patients who are likely candidates for the
category of social maladjustment, there is in addition some deviation in
behavior from social norms. This deviation may be only apparent to the patient
(and may, in fact, be illusory), or it may be so noticeable that various
community representatives become involved in the referral, bringing the patient
to the attention of the psychiatrist. If the deviations from social norms and
mores are particularly flagrant, they may lead representatives of the community
(whether they be people who live in close proximity to the identified patient
or are rather more remote cohabitants of the patient’s social world) to bring
the patient to the attention of the psychiatrist against the patient’s will, or
at least against his conviction about what is best for him. In such a
situation, the psychiatrist may come to feel that he is, to a greater extent
than usual, upholding the public interest, rather than (or in addition to)
ministering to a particular mind diseased. 


Thus, contemplating the use of the diagnostic category of social
maladjustment may quickly lead the psychiatrist to a consideration of the
social fabric and his part in maintaining it. Some sociologists argue that
categories such as social maladjustment are in fact mainly attempts on the part
of most of us to maintain some benchmarks against which we will compare
ourselves favorably. If we have no standards about what is proper and improper
behavior, then we are adrift in a sea of social relativity. But if we have some
standards, which we enforce against others, then we gain a sense of solidity
and substance. As Albert Cohen puts it, “each generation establishes benchmarks
for measuring wickedness . . . and one determinant of where those marks are
placed is interest in finding unfinished moral work that might provide
opportunities for earning moral credit.” For a psychiatrist, this may seem an
unconventional point of view. But one of the disadvantages of the inclusiveness
of the DSM-III is that it attempts to provide a category for everything a
psychiatrist is likely to see in the office. This necessarily means, in some
cases, that a psychiatrist will be attempting to assess cases where the social
dimension of the difficulty is preeminent. Social maladjustment is the category
that refers to such cases, and in order even to consider using such a category,
the psychiatrist must be assessing not just a patient’s own mental state but
the ways in which the patient’s behavior impact upon the lives of those around
him, and, further, the ways in which those around the patient view the
patient’s behavior. This involves assessment of social norm violation, and
insofar as psychiatrists are involved in trying to change the behavior of their
patients, they may well become involved in attempts to uphold social norms. 


Now most psychiatrists will not, ordinarily, describe themselves in
such terms. They will routinely and conventionally react with disapproval to
suggestions that in some countries psychiatry may become an arm of the police
establishment, used occasionally to suppress political dissent. And yet since
the revolution in psychiatry wrought by Freud and his followers (a revolution
that in part collapsed the distinctions between normal and pathological), all
of psychiatry has become vulnerable to being embroiled in very similar
situations. 


In order for a psychiatrist to gain as clear a view as possible of
this situation, some acquaintance with several aspects of sociological thought
is desirable. One trend in current sociological theory that is particularly
pertinent is referred to as labeling theory. 


 Labeling Theory  


One specialty within sociology is the study of deviance. And within
that specialty, one theoretical point of view that has been particularly
influential in the past twenty years or so is the labeling theory, or the
labeling perspective. This perspective is used, of course, to discuss various
forms of deviance, including the form of deviance ordinarily referred to as
mental illness. From this perspective, what is seen as crucial is not the act
committed by the patient, but rather the label that is applied to the act and
then, by extension, to the actor (the patient). The interest focuses on how the
label comes to be applied to some people and not to others. There is great
attention paid to the fact that only a small proportion (the exact ratio is
unknown) of deviant acts falling into any particular category come under the
scrutiny of professionals in that field. In psychiatry, for example, only a
small proportion of people who are unhappy or who do bizarre things come to see
psychiatrists. Why do these few come, rather than others? How are they
selected? What makes them, if you will, more open to the mental health
professionals than others, more susceptible to having the mental illness label
put on them? 


These are the sorts of questions asked by those espousing the
labeling perspective. Since psychiatrists are crucial in the process of making
the “mentally ill” label stick, the practice of psychiatry is of particular
interest to sociologists who find this point of view reasonable. However, many
of the studies of mental illness from this perspective emphasize the
hospitalization process, which, although of considerable importance, is far
from being seen by psychiatrists as the action that provides meaning to their
endeavors. Although psychiatrists do think some people could benefit from
hospitalization, they do not see committing them as their main justification
for existence. In fact, the influential psychiatrists who write articles and
books, who develop points of view that in turn win adherents, who help run
training programs, are less interested in the process of hospitalization than
in understanding what is going on with patients who are presented for
treatment. And many of these patients are outpatients, not in a mental hospital
or planning to spend time in one. 


But even when hospitalization procedures are not the focus, labeling
theorists still have ideas of potential interest to psychiatrists, since they
consider the processes through which people first come to define themselves as
having a mental illness, and because they often see therapy with a professional
as a reasonable route to pursue. Thus, the data they gather inevitably becomes
of interest to psychiatrists. Indeed, psychiatrists should take an interest in
using the same methods generated by the more sociologically oriented
researchers in order to study the question of how people who have entered
therapy come to see themselves as either having benefited or as having remained
the same. Rather than assuming, as we too often do, that there are patients
with diseases to whom we apply various methods of therapy, which then either
work (and produce cure) or do not work, we might instead become more
sociological and reflect on how all of these nouns (patient, illness, therapy,
cure) reflect very complicated social interactions. Too often, perhaps, we tend
to see them as so complicated that they cannot be studied, but the intricate
studies that labeling theorists have carried out make clear that this is not
the case. 


Social Construction of Reality 


Because psychiatrists are engaged in upholding ordinary reality,
they need to become sensitive to their role in maintaining social reality,
especially when they find themselves using diagnostic categories such as that
of social maladjustment. In order to comprehend the intricacy of the whole
process of defining social reality, some acquaintance with the tradition in
sociology that explores this question is desirable. Too often psychiatry relies
on a simple-minded notion of reality. The very concept of “reality-testing,”
which is presumably assessed in any psychiatric evaluation, reflects this sort
of simple-mindedness. If the reality we each want to be in touch with were
there in any simple sense, the entire question of whether we are indeed in
touch with it would not be so vexing. Patients who fall into some of the
residual categories in DSM-II or DSM-III force us to think more deeply about
our ideas of reality, since often they are not psychotically impaired in their
thinking but rather are engaged in some form of deviant reality that may or may
not warrant psychiatric intervention. In practice, of course, psychiatrists
recognize this, and they will usually only treat those who want to be treated,
who want therefore to change. But psychiatrists do become implicated in working
with non-voluntary populations, and whenever that happens—whether with prison
inmates, or with children, or with people who are being forced in more subtle
ways to seek out psychiatric consultation by their families, relatives, or job
associates—they run headlong into the dilemmas being discussing here. An
acquaintance with the sociological literature on what is called the “social
construction of reality” would at least serve to sensitize psychiatrists to
many of these issues, issues that are relevant to assessment of patients who
might fall into the category of social maladjustment. 


 Social Traps  


Ever since Darwin, the term “adaptation” has accrued a variety of
meanings within an evolutionary framework. That is, adaptive behavior tends
toward survival, either of the species or of the individual. Diagnosing
survival in the physical sense has never been acutely problematic for
psychiatrists (though, in fact, defining “death” is a difficult matter for
doctors in some situations). But ascertaining what psychological survival might
be is not so easy. 


Survival, of course, is a rather stark goal. Psychiatrists do not
ordinarily see themselves as trying to ensure bare physical survival. Rather,
they view themselves as promoting something more elusive, connected perhaps
with happiness or fulfillment or authenticity (no good word exists for this
elusive state). However, in any attempt to assess the degree of social
maladjustment present in any given individual, it would behoove psychiatrists
to be at least aware of a developing field of study that intersects other more
traditional fields. One landmark in this newly developing field is an article
by Garrett Hardin called “The Tragedy of the Commons.” Actually, his argument
is not unknown within the somewhat esoteric branch of social psychology known
as game theory (as outlined for example in the works of Anatol Rapaport and
Thomas Schelling). What Hardin points out, in compelling terms, is that
sometimes individuals pursue what they assume to be their own best
self-interest, only to find that, in the long run, they become less and less
happy, or even die (for lack of food). Much of the controversy generated by the
field of ecology is fueled at least in part by an awareness of this dilemma.
The example Hardin uses is that of a common grazing land to which each
individual member of a community has free access for his animals. As long as
not too many animals graze on the land, there is plenty of grass, which keeps
on growing and replenishing itself without much effort on the part of the
farmers. But if too many animals are allowed to graze on the land, then the
grass will be eaten up and be unable to regenerate. This tragedy—whereby each
individual citizen loses an entire flock for lack of grazing fodder—can be
prevented only if it is foreseen and if some form of mutual regulation is
arrived at, according to which, for example, each person is only allowed to
pasture a limited number of animals on the commons. 


Much of human society today is predicated on the existence of such
control mechanisms. There is a limit to many supplies or goods, so that
rationing the goods becomes, sooner or later, a problem. At present, this
problem may not be so acute as to threaten humanity so far as food, oil, water,
space, and air are concerned, but many people now foresee a time when all these
resources will be in such scarce supply that some control mechanisms will have
to exist for their allocation. 


What is the relevance of all this to psychiatry? John Platt makes
the connection, emphasizing that a social trap exists in the fact that “each
individual . . . continues to do something for his individual advantage that
collectively is damaging to the group as a whole.” What psychiatrists need to
keep in mind is the possibility that what looks like a coping mechanism in a
given individual, insofar as it enables him to thrive in his own current social
sphere, may not in the long run turn out to be optimal with regard to ensuring
survival of either the individual or of the species. For example, the ability
to commit oneself to both a family and a career may lead quickly to having
children and to doing work that, while well rewarded in terms of money, is not
truly productive in the sense of helping to create some worthwhile product that
will in the long run help to ensure the survival of the species. Much work is
not very productive (Paul Goodman’s polemic of more than twenty years ago, Growing Up Absurd, probably puts the
case as well as any). And there may be too many children already. 


Obviously, a psychiatrist is no better suited by virtue of his
training than anyone else to evaluate these issues. But having some awareness
of them would probably help broaden a psychiatrist’s perspective and at least
make him more open to considering the possibility that a given course of
action, while not adaptive in the sense of not being congruent with the social
mores of the world the patient lives in, might in some other context be more
beneficial, more valuable, more worthwhile. Making this judgment would not be
easy, but being aware that such judgments are always being made would, at
least, reduce the vulnerability of psychiatry to the charge that it is a
conformist institution that specializes in simply adjusting people to a society
that might not be worth adjusting to. 


Psychiatrists do not often consider openly whether there is such a
thing as over-adjustment. But sociologists raise this possibility in The Organization Man and The Lonely Crowd  and literary and cultural critics have also
explored this possibility. Psychiatrically inclined writers who explore this
usually do so only in their less technical writings (as Erich Fromm did in his
famous book Escape from Freedom). 


The whole issue is brought into clear-cut relief when one considers
a diagnostic category such as that of social maladjustment. For example, why is
there no opposite category (social over-adjustment)? The fact that there are so
many categories for people who cause troubles, and so few for people who get
along without making any fuss, is in itself a partial indictment of psychiatric
nosology. The issue is not whether psychiatrists think people who get along are
healthy; clearly no such opinion exists, and any immersion in the psychiatric
literature will quickly bear this out. Psychiatrists, in fact, are more prone
than most to see troubles everywhere, and whenever they take the time to work
closely with ordinary people who have not sought out help, they conclude that
even in such populations there is substantial illness or difficulty, well-hidden
perhaps but nonetheless real. And yet, psychiatric nosology does not take this
into account. Instead, the diagnostic manuals seem to restrict themselves
almost entirely to consideration of what enters through the psychiatrist’s
door. And while this approach is convenient from the point of view of enabling
a psychiatrist to find a category for most of the people he sees
professionally, it does not encourage psychiatrists to think in terms of such
problems as “over-adjustment.” 


 Social Change  


The whole question of social maladjustment becomes more complicated
when one considers not only the question of an individual’s adjustment to his
social world, but also the phenomena of social change (more rapid now than ever
before) and the fact that historically some societies have been known to thrive
and then disappear. The whole complicated question of what enables a society to
survive is far from clear, though of course there are many speculations about
this topic. For the psychiatrist who is engaged in daily work with patients,
most of these speculations are not directly relevant. But a psychiatrist might
do well to keep the matter in mind. The implication of social change and even
the disappearance of a society is that any trait that helps a given individual
survive today in his own society (traits that appear socially adaptive) may not
help him tomorrow or in the next decade, and that further, it may be helping to
create a situation that will eventually lead to the demise of the society. 


The fact of rapid social change has frequent impact on the work that
psychiatrists do, since they occasionally see patients who are having
difficulties adjusting to a change in their environment. Some of these changes
are common in certain life histories; for example, the change from having no
children to having children, and then from having children to living without
them. But even these normal changes have different meanings today than they did
fifty years ago. For example, when children leave the parental home, they are
more likely today to go farther away, given the ease of transportation and the
desire for job mobility. Thus, the skills a parent needs in order to promote a
smooth and healthy separation for his children may vary from one time period to
another. Similarly, the pressures on women today are different from those that
prevailed even as little as thirty years ago. Psychiatrists need to be aware of
these changes if they are to assess accurately the nature of the difficulties a
given patient is having with adjusting to some life change. 


The other question of whether a given society is adaptively
organized in the long run is more difficult to ascertain. There is no way to
know at present whether our society is doing well or poorly, whether it is on a
rising curve or a falling one. But it is worth keeping in mind that adaptation
today may not mean adaptation tomorrow. Population geneticists stress the value
of diversity in the gene pool for enhancing the ability of a given species to
respond adaptively to environmental changes. Perhaps there is a metaphor here
that is useful for considering social evolution. That is, perhaps a certain
amount of diversity in social adjustment patterns is valuable, not because the
diversity necessarily means that each individual is regarded as equally
successful by his peers, but because having diversity present in the society
makes it more likely that if and when conditions change, there may be
individuals around who have developed patterns of living and thinking which
will make them more capable of working out new ways of living, which in turn
can be taught to their more conventional fellows. Such individuals are often
labeled “geniuses.” Being a genius—that is, being able to see things in
different ways and to do things that turn out to be “better” than the things
others do—is often accompanied by considerable eccentricity. The word
“eccentricity” is an interesting one since it identifies a form of behavior
that is clearly at variance with accepted social norms, and yet its
connotations are not entirely unfavorable. There is a note of forgiving
acceptance in our use of the term, which is probably altogether reasonable. For
some people should be allowed, even encouraged, to be different from their
fellows; and psychiatrists need to be more attuned to this form of “adjustment”
and to do more to promote it. 


The essential questions to keep in mind, when addressing a given
patient’s desires for change, are why does this person want to change, and is
change really a good idea in this situation? Asking such questions, for
example, would have helped avoid some of the controversy surrounding the
American Psychiatric Association’s change of position with regard to
homosexuality. Psychiatrists might have thought to themselves, in considering
homosexuality, whether this kind of behavior really is harmful, and if so, to
whom. They might have considered its adaptive characteristics; for example, it
does not lead to reproduction, and thus acts as a population control. This is
admittedly an unconventional way to think about homosexuality, but almost any
deviation from the norm that might be labeled “maladaptive” may have beneficial
aspects. Psychiatrists would do well to be more attuned to this possibility
when considering the patients they are evaluating. 


Psychiatrists could broaden their scope by studying sociological
writing that emphasizes the adaptation required for anyone to work out any
coherent orientation to life, even if it be called a “deviant” orientation.
Many, though not all, “deviants” have adapted quite successfully to a
subculture that happens to be tangential to, or even in opposition to, the
mainstream culture. Thus, what looks on the surface like maladaptive behavior
(in terms of the mainstream culture) may, in fact, be adaptation in terms of a
smaller culture. Psychiatrists working with children are often forced to
recognize that a given child, who is identified by a school as “being in
trouble,” may on closer examination turn out to be rather well adapted to a
peculiar family, which in turn makes smooth and easy adaptation to the school
(with its different standards) quite difficult. 


Second, psychiatrists could benefit from a familiarity with the
thinking of those who are interested in the relationships between basic
personality structure and social organization. Certain societies, especially
more homogeneous ones than our own, often systematically reward certain kinds
of personalities (the kind identified as “well adjusted”). But this is not to
say that other personality types may not exist within that culture or that they
could not make contributions to the larger culture by virtue of their
“outsider” position. Keeping these matters in mind may not make the nosological
task of the psychiatrist any easier, but it will help to ensure his sensitivity
and flexibility in the use of the diagnostic categories. 


A central difficulty is that adaptation is judged by success, and
success is never a permanent fact but a contingent one. What appears to be
success today may turn out to be failure tomorrow. In a larger context, a
cultural group or even a nation may be overrun by another cultural group or
nation. Thus, the attributes that helped the tribe or nation prosper during one
era may, in fact, one day contribute to its defeat in another. In our own case,
if a nuclear disaster occurs, future historians (if there are any) may well
speculate about how those traits that enabled western civilization to be so
successful for centuries led to its demise. There is, of course, a certain vein
of contemporary writing, some of it psychological and psychiatric, that assumes
that our society is “mad” and that asserts that fitting into such a society is
not a desirable goal. “Thus, a feeling of lack of fit between self and social
structure is no longer perceived as pathological or even accidental. Such
contemporary works hypothesize that what is positive in the self can never fit
with society, which is, by its very nature, mad.” This position is certainly more
extreme than what most psychiatrists would be comfortable with, but it is
representative of one strand of contemporary thought about the relation between
the individual and society. And such considerations are germane when
considering the use of the diagnostic category of “social maladjustment.” 


 Developmental Psychology  


We might legitimately wonder how it is that people who are raised by
others manage to turn out in ways that are not consistent with the larger
society. Part of the answer lies in the fact of social complexity; not every
family that raises children according to its own lights has beliefs and values
congruent with those of the larger society. Another part of the answer is
inherent in the human’s potential for adaptation, the phenomenal plasticity
that exists at birth. Animals whose behavioral repertoire is more clearly
dictated by genetic factors have less capacity for maladaptation, since they
are .born with the equipment necessary for carrying out their lives. People, on
the other hand, are born with less of what they need, and must acquire many
skills in order to be able to survive in their social and cultural context. Our
phenomenal immaturity at birth is, of course, the reason we are able to learn
so much after we are born. In a sense, immaturity is the capacity for
adaptation. From the point of view of evolution, this is a tremendous strength,
but there are costs; one of them is our capacity to develop in ways not
directly encouraged by the society. Because we are so flexible at birth, we can
learn any of a multitude of languages, depending on what is being spoken around
us in our formative years. But by the same token, we are prey to various
disorders that have communication and language difficulties at their source.
Thus, adaptation and maladaptation are two sides of the same coin. 


Within developmental psychology there is a wealth of information
about how people develop. Much of this information illuminates some of the
possible sources of maladaptation. Research conducted, for example, by Louis
Sander and associates makes clear the exquisite delicacy of the mutual
adaptation that occurs between parent and child during the early weeks and
months of life. In this process of mutual regulation, there are many
possibilities for maladaptation. One of them arises when the parent’s tempo
does not match that of the child. This kind of mismatch between the capacities
of the child and those of the parent may be more common than we think, and may
in turn lead to more complicated kinds of maladaptation later. 


Another rich source of ideas regarding maladaptation is the
literature about marriages, since it often contains specific detailed examples
of interactions between husband and wife, which illustrate the varied ways in
which two people may work out adjustments to one another. All of these sources
of data make clear that adaptation is a dynamic process that occurs either
between individuals or between one person and a small group or a society. 


At present this point of view is not easily accommodated within the
psychiatric nosological system, but the existence of a category such as social
maladaptation makes clear the necessity of considering such interconnections.
Keeping this point of view in mind will help the psychiatrist assess the value
of alternative therapeutic strategies. In some cases, individual therapy for
the designated patient who is “maladapted” may be less appropriate than an
attempt to change the nature of the system within which the patient functions.
Thus, a psychiatrist might consider, in dealing with a younger patient, the
possible value of working with the family as well, or he might alternatively
consider the value of advising the parents of the patient how to adjust
themselves to their maladjusted child. A psychologist working in a school
setting might consider some alteration in the school program. Such a change
could provide a better environment for the needs of a particular child and thus
eliminate the maladaptation that previously had appeared to be in the child but
that was actually a feature of the relationship between a child and the school
system. 


 Conclusion


The term “maladjustment” is such a general one that it might, in
truth, be applied to nearly all the patients a typical psychiatrist is likely to
see. Most people who are neurotic, character disordered,, and psychotic are
likely to have a degree of maladjustment in some general sense. In addition,
many of those who do not consult a psychiatrist could be considered
maladjusted, in the sense that they are not perfectly adjusted either to the
outer society or to their inner natures. If adjustment means no conflict, then
maladjustment is everywhere. 


This chapter has focused on a more limited form of maladjustment,
one implied by the use of the diagnostic category of social maladjustment.
However, the distinction between a category of social maladaptation and other
categories of problems in living or illness is artificial. Making the
distinctions necessary to use this category in practice is difficult. However,
there are several issues that appear relevant to the kinds of evaluations a
psychiatrist would have to carry out in order to arrive at a diagnosis of
social maladaptation. Many of these considerations involve nonpsychiatric data
and theoretical orientations and approaches. That is as it should be, since the
category of social maladjustment arises when there is a clear lack of harmony
between an individual and society; and if the psychiatrist is to consider the
matter from both ends—from the individual or intrapsychic end, and from the
sociological or interpersonal end—then some familiarity with what are
ordinarily considered sociological issues is necessary. 


However, it bears remembering that a familiarity with such
sociological notions as labeling theory and the social construction of reality
does not necessarily make the psychiatrist’s task an easy one. But in spite of
the difficulties, it is possible to broaden one’s scope and deepen one’s
imagination by being aware of larger existential problems, and this cannot but
aid the therapist in his work. 


Bibliography 


 American Psychiatric
Association. Diagnostic and Statistical
Manual of Mental Disorders, 2nd ed. (DSM-II). Washington, D.C.: American
Psychiatric Association, 1968. 


----. Diagnostic and
Statistical Manual of Mental Disorders, 3rd ed. (DSM-III). Washington,
D.C.: American Psychiatric Association, 1980. 


 Bergen, B., and Rosenberg,
S. “The New Neo-Freudians: Psychoanalytic Dimensions of Social Change,” Psychiatry, 34 (1971): 19-37. 


 Berger, P., and Luckman,
T. The Social Construction of Reality.
New York: Doubleday, 1966. 


 Bruner, J. “The Uses
of Immaturity,” in Coelho, G., and Rubinstein, E., eds., Social Change and Human Behavior, Rockville, Md.: National
Institute of Mental Health, DHEW No. (HSM) 72-9122, pp. 3-20. 


 Coan, R. The Optimal Personality. London:
Routledge and Kegan Paul, 1974. 


 Cohen, A. The Elasticity of Evil. Oxford, Eng.:
Basil Blackwell, 1974. 


 Engel, G. “The Need
for a New Medical Model: A Challenge for Biomedicine,” Science, 196 (1977): 129-136. 


 Fromm, E. Escape from Freedom. New York: Farrar
and Rinehart, 1941. 


 Goode, E. Deviant Behavior. Englewood Cliffs,
N.J.: Prentice-Hall, 1978. 


 Goodman, P. Growing Up Absurd. New York: Random
House, 1960. 


 Gove, W. The Labelling of Deviance. New York:
John Wiley, 1975. 


 Hardin, G. “The
Tragedy of the Commons,” Science, 162
(1968): 1243-1248. 


 Lazarus, R. Personality and Adjustment. Englewood
Cliffs, N.J.: Prentice-Hall, 1963. 


 Lemert, E. Human Deviance. Englewood Cliffs, N.J.: Prentice-Hall,
1967. 


 Mannheim, K. Ideology and Utopia. New York: Harcourt,
1936. 


 Matza, D. Becoming Deviant. Englewood Cliffs,
N.J.: Prentice-Hall, 1969. 


 Mechanic, D. Mental Health and Social Policy.
Englewood Cliffs, N.J.: Prentice-Hall, 1969. 


 ----. Medical Sociology. Glencoe, Ill.: Free
Press, 1978. 


 Phillips, L. Human Adaptation and Its Failures. New
York: Academic Press, 1968. 


Platt, J. “Social Traps,” American Psychologist, 28 (1973): 641-651. 


Rapoport, A. Fights,
Games and Debates. Ann Arbor, Mich.: University of Michigan Press, i960. 


Riesman, D. The
Lonely Crowd. New Haven: Yale University Press, 1950. 


Sander, L. “Issues in Early Mother-Child Interaction,” Journal of the American Academy of Child
Psychiatry, 1 (1962): 141-166. 


----. “Regulation and Organization in the Early
Infant-Caretaker System,” in Robinson, R., ed., Brain and Early Behavior. London: Academic Press, 1969, pp. 311-332. 


 Scheff, T. Being Mentally-Ill. Chicago: Aldine,
1966. 


 ----. Mental Illness and Social Processes. New
York: Harper & Row, 1967. 


 Schelling, T. The Strategy of Conflict. Cambridge,
Mass.: Harvard University Press, i960. 


 Strauss, A., et al. Psychiatric Ideologies and Institutions.
New York: Free Press, 1964. 


 Vaillant, G. Adaptation to Life. Boston: Little,
Brown, 1977. 


 Vierick, P. The Unadjusted Man. New York: Capricorn
Books, 1962. 


 White, R. The Study of Lives. New York: Atherton
Press, 1964. 


 Whyte, W. The Organization Man. New York: Simon
and Schuster, 1956. 


CHAPTER 25 

ADULT PLAY: ITS ROLE IN MENTAL HEALTH  


 Norman Tabachnick  


The phrase “adult play” is almost incongruous. While we know that
many adults do play, playing seems inappropriate, even slightly sinful, for
grown-ups. Playing properly belongs to childhood. Sometimes it even seems to be
the main business of childhood. Yet the word “business” suggests an ambiguity.
For “play” evokes visions of fun while “business” implies sustained effort
directed toward important goals. So perhaps play is more serious for children
than is at first apparent, and perhaps the notion that play is not important in
adult life should be reconsidered. 


There are several questions dealing with the development and role of
“play” in adulthood: 


 1.     
   Does play
disappear in adult life? If so, what are the reasons for it? 


 2.     
   If play
continues—to what degree does it persist in adult life? 


 3.     
   Does play
undergo certain developments or transformations in adult life? Should we
develop an epigenesis of play? 


 4.     
  Finally, can play be revived in adult life? What
value might result from such an achievement? 


Even the definition of play contains problems, for “play” is
difficult to encompass within one set of concepts or specific formulas. To play
is to experiment and create— yet it is not as serious as to be an Experimenter
or Creator. For to play implies that the participants are not to be held to
account either for what happens during the play or for the product of the play.
To play means to enjoy one’s self by acting whimsically. One need not play according to some set
pattern. (Games with rules may be different from play or they may be a special
form of play.) But one can choose to
repeat certain roles and this can also constitute play. 


One can play alone (yet strongly experience one’s relationship to others).
And one can play with others (and although that interplay is intense, one can at the same time create highly
personal fantasies). One can play to learn societal roles (such as mother and
baby, cops and robbers, doctor and patient), to grow up faster and farther (for
example, as Buck Rogers in the twenty-fifth century), or to experience nonhuman
life (“Let’s be flowers,” or “Let’s be lions.”) There are endless possibilities
and this too is essential to play. 


 Characteristics of Play  


Activity called “play” has been described as taking place among many
animal species. The possibility has even been raised that non-purposeful
behaviors of one-celled animals may be play. However, as might be expected, the
qualities of play and the purposes postulated for it in these different species
have been varied. The multiplicity of theories for the purposes of play exists
within a given group as well. When we focus on primates, and indeed man, we
find a number of different explanations. 


Variability and vagueness in defining play, accompanied by the
multiplicity of explanations for play, have actually retarded serious
exploration of the topic. According to Bruner: 


The behavioral sciences tend to be rather sober disciplines,
tough-minded not only in procedures but in choice of topics as well. These must
be scientifically manageable. No surprise then that when scientists began
extending their investigations into the realm of early human development they
stayed clear of so frivolous a phenomenon as play. For even as recently as a
few decades ago, Harold Schlosberg (1947) of Brown University, a highly
respected psychological critic, published a carefully reasoned paper concluding
sternly that since play could not even be properly defined it could scarcely be
a manageable topic for experimental research. His conclusion was not without
foundation, for the phenomena of play cannot be impeccably framed into a single
operational definition. How, indeed, can one encompass so motley a set of
capers as childish punning, cowboys-and-Indians and the construction of a tower
of bricks into a single, or even a sober, dictionary entry? [p. 13] 


Bruner further suggests that what overcame the inertia in the study
of play was an increasing number of reports on subhuman primates. These
stressed the significance of play for education and adaptation among the young.
His view may be extreme since in fact a small number of studies concerning play
were appearing regularly. However, the general point—that the difficulty in
defining the concept of play has held back more intense study of it—is probably
valid. 


What then are some of the defining characteristics of play? 


 1. Human play is largely an activity of the young. Play is an activity
of children. Most of the published work on play deals with children. (In fact,
we personally have only encountered one study of adult play—so designated.)
Whatever play is, it decreases radically as children grow up. The end of
puberty is pretty much the end of human play. Gilmore, in discussing Piaget’s
theory of play, says, “Speaking generally, Piaget sees play as the product of a
stage of thinking through which the child must pass in developing from an
original egocentric and phenomenalistic viewpoint to an adult subjective and
rationalistic outlook” [p. 316]. 


And Bruner, in evaluating the place of play in the animal’s life
cycle, states, “But perhaps most important its role during immaturity appears
to be more and more central as one moves up the living primate series from Old
World monkeys through great apes to man” [PP 13-14] 


However, limiting play to puberty and before may be inaccurate. Most
people believe that there is some play by all adult humans and that some adults
play a good deal of the time. 


2. Play is spontaneous.
Much play is unplanned and seems to be created “on the spot.” Although general
topics (“Let’s play house”) are often preselected, the details are not. Indeed,
the essential nature of much play seems to be spontaneous entrance into action
and interaction. Children playing together appear to be continually
improvising. 


3. Play
explores new issues.   Often play is used to try out new or
prospective social roles. Sometimes these are close to what that child will
certainly grow into (as an older child or adult), sometimes the selected roles
are just a possibility (fireman, doctor). At the same time as personal roles
(and the abilities, talents, and fantasies associated with them) are played at,
adaptation to societal mores simultaneously occurs. 


Although spontaneity and exploration are central to this quality of
play, a certain amount of repetition takes place. This may be indicative of a
“practicing” characteristic. All those new issues (in the self, in the society)
that are being discovered are also being repeated so that the child can learn
to perform more effectively. All this, of course, suggests that play is
crucially linked to learning and is perhaps one of the most important educative
modes. 


4. One is not held to account
for play. In many kinds of learning, one is held to account for the
excellence of one’s performance and for the product—what one achieved or
gained. A characteristic of play is that this does not occur. The
anthropological observation is that this not holding to account is a
development of higher primates. Bruner2 points out that in lower primates
atypical behavior is punished by the dominant male. In the great apes, however,
dominance is more relaxed and interrelation among a group of apes occurs
without fighting. Here the young learn through play. There is “an enormous
amount of observation of adult behavior by the young with incorporation of what
has been learned into a pattern of play” [pp. 28-60]. 


 5. Pleasure and fun are part of play. For humans, pleasure and fun are
usually implicit or explicit in activities called play, and whether it is a
matter of the human observer’s projection of his feelings onto “lower” animals
or not, we usually believe that they are having fun when they play. Even when
the attitude of children during play seems to be serious (as in cops and
robbers), the evaluation, “That was fun,” seems right. 


A fascinating but unsatisfactorily answered question is, “Whence
comes the fun of play?” It has been suggested that the pleasure is the pleasure
of creativity. However, since play itself may be a type of creativity, that
explanation may not advance our knowledge. It has also been suggested that the
pleasure is related to exploring new situations and/or achieving mastery of
them. Perhaps exploring, discovering, and mastering without being held to
account always yields pleasure. 


6. Much play is behavior in
the simulative mode. The player(s) acts at being or doing something, but it
is evident that he is simulating. There are important differences between the
play situation and the real situation. Consider a game of cops and robbers. All
the players know it is only a game. If there are onlookers, they also
understand this. If any of them did not recognize it as play, it would quickly
be changed from play. Participants would genuinely defend themselves. Onlookers
would flee, enter the fray, or call the police. 


 Theories of Play  


Play has several purposes, but they are probably not all present in
all instances. Some play may focus on the exercise
of newly discovered or newly developing abilities. Other kinds of play may
focus on discovering new skills,
fantasies that are anticipations of emerging new abilities or other new
possibilities. Still other forms of play may emphasize learning from others—learning how to do things or what the rules of
a particular culture are. Some play may intricately weave all these strands
together. Finally, since play involves learning cultural rules, it is
associated with an ability of great significance —symbol development. According
to Bruner, “The evolution of play might be a major precursor to the emergence
of language and symbolic behavior in higher primates and man” [p. 21]. 


 The Play of Adults  


To begin, let us repeat a few earlier ideas. Most people believe
that play is predominantly an activity of childhood, and that view is certainly
supported by the small number of scientific articles on adult play. Play is
generally considered to take place in the years prior to adolescence. Let us
examine this concept critically. Is it indeed true that play mostly belongs to
childhood? 


First, we shall consider how prevailing values might bias our
opinion. This is important not only because societal values often lead to
incorrect evaluations, but also because in the instance of play there are (to
our knowledge) no statistical surveys that evaluate the relative quantities of
child and adult play. If there is any doubt that societal values affect what we
think about play (its general value and its specific value in adult life), that
doubt can quickly be dispelled by perusal of certain scientific articles. There
is much literature detailing differences in the quality of play and the value
attributed to play by different cultures. A number of these studies are
reported in Millar’s book, The Psychology
of Play. Furthermore, within a given society, values concerning play
undergo change with the passage of time. 


In a fascinating sociohistorical study, Stone lays the groundwork
for some important changes in attitudes toward, and the actual nature of play.
He relates that in western society before the seventeenth century there was no
real social distinction between adults and children. Their dress did not
differentiate them and expectations about them were not age specific. Play was
present in all parts of society. Adults and children played the same games. 


However, important changes occurred with the rise of the Protestant
ethic. Again, according to Stone in the seventeenth century and later, the
Catholic church attempted to suppress play. Complete suppression was
impossible, Stone believes, because industrialization had not yet occurred. In
fact, it was the rise of an entrepreneurial class, which put work at the center
of social arrangements, that helped establish childhood as a separate social
period. Later, with industrialization and the rise of Protestantism in England
and America, an attempt was made to suppress play among all age groups.
However, it is obvious that this effort did not result in complete suppression.
The impact of the Protestant ethic (which states that work is good and that
play is wasteful, if not sinful) is still widespread today. This attitude, although
not the only prevalent one, may bias some of us toward believing that there is
relatively little play in adult life. 


Play, however, is valuable—this is true not only in childhood but in
adult life as well. With a group of colleagues, this author has for some years
been studying the effects of play in adult life and in adult psychotherapy.
Although far from providing a conclusive answer, this study suggests that play,
and certain special adult forms of it do exist, is valuable, and could be of
great value to human beings. 


Keeping the biases in mind, let us evaluate the actualities of play
in adult life. Is there less of it than in childhood? 


First, it seems clear that play, particularly if we look for
identical characteristics, occurs much less in adult life than in childhood. In
our culture at least, there are important responsibilities associated with
survival and a good deal of effort must be expended on routine, but essential,
tasks. Adults for the most part are involved with these responsibilities and
tasks. 


Yet play is far from absent among adults. Its forms are somewhat
different, but if we recall the defining characteristics of play, we can find a
number of varieties of it in adult life. Joking, teasing, high-spirited
“fooling around,” or horseplay are frequent occurrences. For many people, sex
play, with its opportunities for fantasy, spontaneity, and variations, is an
important creative field. Arts and crafts offer another opportunity for playful
involvement. Whether one produces a work of art or only appreciates art, many
of the criteria of play are fulfilled. (In regard to art, as well as some other
areas, however, it is important to distinguish the spontaneous “creative”
component—which is the playful one—from others—such as making a living from the
activity—that are not playful.) 


The spontaneous and free-flowing direction of much scientific work
is playful. Einstein wrote of his creative work as play, and he was not the
only scientist to feel this way. Writing, dancing, acting—all can be playful,
as can a free-flowing discussion, an approach to a task, or an approach to
life. 


Thus, the potentiality for play continues in adults. The amount of
actual play differs among individuals, and there are some lifestyles (the
person of spontaneous ingenuity) and career styles (the artist) that contain
more play than others. 


Next, there are the factors that account for changes in the quantity
of play as human beings age. The theories of child’s play suggest that play
should disappear in adult life for the following reasons: 


 1.     
  Because play is necessary for the development of
immature body organs (muscle, neural tissue, and the like), and since these
organs attain full or almost full growth during childhood, adults have no
further need to play. 


 2.     
   Likewise,
some theories of play focus on learning about and adapting to one’s culture. As
one accomplishes those tasks, the need to play may decrease. 


 3.     
   Some play
is based on the need to exercise newly discovered or newly adopted modes of
thinking or doing. As time goes on, this need decreases. 


From these standpoints, then, perhaps there is relatively little
function for play after childhood. Of course, there may be a few minor problems
of adjustment, and play is fun—so to the degree that we value pleasure we may
see that play has value. But for the most part—after we have used play in
childhood to learn what we must do—adult life is the time to do it. 


Let us, however, reconsider the issue of when play stops. First, in
the just-stated reasons why play ends with childhood there is an important
assumption. It is that the development of human intelligence—the establishment
of essential structures (psychological and organic) and essential processes—is
almost entirely completed by adolescence. After that time, one learns more but
the basic tools of learning are already established. 


However, that assumption, as well as the one that implies that the
need for most play is over by the time of adolescence, may be questioned for
the following reasons: 


 1.     
   Many
students of play theory agree that there is much to learn about even the basic
principles of the subject. (In other words, our present state of knowledge does
not give us the right to draw broad conclusions, such as play is over by the
end of childhood.) 


 2.     
   One
argument offered for the absence of the necessity for play is that after
adolescence there is no further growth of organic structures (brain, muscle,
and the like). As far as we now know, this is true. However, it is not true
that organic changes stop with adolescence. Deteriorations or limitations in
organic function begin with birth. (Some are quite apparent and well known.
Consider the decrease in muscular power which begins in young adulthood.) In
addition, although new types of cells are not formed after adolescence, new
growths or developments (for example, in size or firmness of muscle cells) do
occur. Thus, the need for adaptation, education, and play persists after
adolescence if they are involved in changes in organic function. 


 3.     
   Similarly, and even more obviously, changes in
intrapersonal processes, interpersonal ones, and relationships with constantly
altering cultural influences continue throughout life. 


So perhaps those individuals whose playful life-styles or playful
occupations mark them as somewhat unusual are not really different types of
human beings. Perhaps they just display more markedly the manifestations of a
possibility inherent in all people. This possibility is that change and the
capacity for dealing with it by playful learning are present throughout life. 


 Toward an Epigenesis of Play  


Among the number of factors that influence and are influenced by
play are: (1) somatic factors—the unfolding of genetically coded growth
structures and patterns in body organs; (2) intrapersonal forces; (3) interpersonal
forces; and (4) cultural forces. Molded by play and other educational modes,
the human personality develops. If we accept the belief that any factor in one
of the preceding four groups may influence factors in the others, we become
aware of the possibility of complex interrelationships. For example, a cultural
trend that favors intense physical effort (such as might exist in a hunting
community) would tend to favor early and intense neuromuscular development and
influence the kinds of play in that community. 


As we presently conceive of human psychology, it is apparent that
individual peculiarities, connected on the one hand with genetic coding and on
the other with a broad variety of interpersonal and cultural forces, result in
many different patterns of function. However, at least from the time of Freud,
scientists have constructed epigenetic outlines of man’s development. (An
epigenetic outline is one that describes successive stages of development of
individuals within cultures.) 


These outlines describe the general (as opposed to idiosyncratic)
characteristics of individuals as they move through a sequence of developmental
stages. It is possible to conceive of an epigenesis of play, and we contend
that it would be valuable to construct one. Such an outline would yield many
kinds of knowledge concerning the dynamics and potentialities of play. 


Most of the adult play observed by the author’s research group took
place in drama workshops. As the work continued, the importance of setting up
special conditions for adult play was noted. There needed to be a set time and
a special place. The place needed to be the same one each time, private and
altered especially for play purposes. It was preferable to have the same
playmates at each meeting. It was important that there be a group leader. This
leader had to have special qualities including: (1) the ability to assume
responsibility for final decisions in choosing exercises, sequence of
exercises, and related dramatic choices; (2) knowledge of and interest in
communication of acting skills; and (3) a supportive attitude toward
individuals and the project as a whole. It was also important that the leader
always be the same person. In effect, constant and (in relation to the play of
children) special conditions make play possible or at least more acceptable to
adults. 


This is an early observation and needs more detailed study;
nevertheless it seems a valid one. What would explain it? Why can children get
together and play spontaneously while adults need special conditions? Could it
be that adults must do something additional to establish that play is important
at their stage of life? Do they need to isolate their play from other humans
and provide special supports (for example, a mother-teacher-encourager)? In
what ways do these features differ from childhood play? At what age do they
begin to manifest themselves, and so on? 


As time goes on, answers to such questions will tell us more about
the meaning and evolution of play in human life. 


A specific issue in the epigenesis of play deals with that aspect of
adult life that is focused on decision making. Throughout life, problems arise
that call for decisions. However, children—roughly up to the completion of
adolescence—do not take complete responsibility for their choices. It is the
young adults who, for the first time, may have “no one to turn to.” These young
adults must make important decisions about a life partner, about the kind of
work that will be chosen, and about the type and quantity of play they will
allow in their lives. 


 The Protestant Ethic, Power, and the
Suppression of Play  


There is general agreement that the quantity of play decreases in
adult life. It is also possible that the value of play decreases. Widely
accepted theories of play suggest that play is most significant in childhood.
Children have a great deal to learn and must develop methods of learning. Adults, having mostly achieved those goals,
have less need to play. However, it is possible that other considerations may
be important in understanding the decrease of play and the value of play in
adult life. 


Some of the decrease in the quantity and valuation of adult play is
related to the influence of the “Protestant ethic” in our culture. This
influence is encouraged by different groups that have a variety of motivations,
through a number of methods. 


Recalling Stone’s report that prior to industrialization children
were not a special class and that the play of adults and children was much the
same, we can also posit that in the eighteenth century industrial power,
(primarily measured by wealth) became highly valued. Those who could achieve
control of that power would wish to maintain and extend it. Among the methods
used to implement this wish were the discouragement and disparagement of play,
for play meant time spent other than in the specific goal-directed efforts that
constitutes industrial labor. 


What of the laborers? What might explain their concurrence in this
societal trend? First, the necessity to survive—in a developing industrial
society this would mean being willing to perform routine industrial labor. From
this standpoint, it was to the laborers’ advantage to favor work over play. 


Second, it made sense for the owners of industry to attempt to
extract more labor from the labor force. Thus in a variety of ways they
attempted to encourage work and discourage play. Tangible rewards—often
money—would be given to good workers (and poor players). In addition,
explicitly or implicitly, a philosophy of the value of work and the wastefulness,
of play (the Protestant ethic) began to develop. 


The effort to implement this trend took diverse forms in dealing
with the various trade-offs that had to be negotiated. As one example, consider
the issue of pleasure. One of the important ingredients of play is pleasure. If
people are going to sacrifice the pleasure in play in order to work, what will
they substitute for it? Money and the opportunity to survive is the first
answer. But that may not be enough. Other pleasures (which are relatively distant
from play) may be brought in as substitutes for play. The characteristics of
these pleasures should be that they can produce a maximum of gratification with
a minimum of playful, active
involvement. We emphasize active because play’s pleasure is associated with
activity. If a designated pleasure calls for highly involved, spontaneous minds
and bodies in action, then it approaches play. 


But since there has been an effort to discourage play after the
Industrial Revolution, other modalities of a more passive nature are sought.
Marx spoke of religion as “the opiate of the people.” We suggest, in addition,
that opiates are the opiate of the
people. Drugs that give pleasure without activity fill the need of a society
that wishes to suppress play. Woody Allen, in his movie Sleeper, imagined an orgasmatron, or sex machine, which made it
unnecessary for two people to act with each other (or even individually) to
produce an orgasm; the machine did it all. 


One could, of course, deal with this issue from the standpoint of
ethics, but for now it is sufficient to note that choices have been made.
People have decided that work is good and reciprocally that play is bad. They
have done this in the pursuit of certain goals— goals valued in an industrial
society. 


But we can make different choices. We can move toward other goals or
other combinations of goals and means. We might disavow industrialism. We might
decide that although industrialism and the kinds of effort associated with it
are valuable, play is not valueless. 


From one standpoint, we see that human beings make choices that
influence their fate. From another (which does not exclude the first), we are
dealing with evolutionary issues. As an active mode of learning, the
utilization of play may have great survival value for the human race. 


 Play in Adult Psychotherapy  


Having noted the cultural suppression and inhibition of play, it may
be asked, How can one start to play again in adult life? We have found that
most adults play a little, and some are very playful. But for those who do not
play very much, are there paths toward increased play? 


In our culture, many individuals with problems about living enter
psychotherapy. Some focus on specific distressing symptoms such as depression
or anxiety. Others are concerned about general approaches to life; they wish to
find meaningful goals and valuable modes of living. Although play is not
usually associated with adult psychotherapy, it often happens that in
psychotherapy an individual becomes more playful. Thus, as an unintended result
of psychotherapy, certain people learn that more play and/or a more playful
approach to life is of value. Let us examine the ways in which psychotherapy
helps bring this about. 


For many years psychotherapeutic approaches have utilized playfulness.
The degree to which playfulness is considered therapeutic varies in the
different approaches. Also, the therapists involved hold different opinions as
to how much play actually occurs. But in general, it is probably accurate to
say that there are a group of psychological therapies based on play. They
include dance therapy, art and drama therapy, swimming and various “physical”
therapies, and a number of others. 


In addition, if one bears in mind our definition of play, one can
see the playful quality in certain other techniques. Gestalt therapy, for
example, with its spontaneity, encouragement of innovation, and non-serious
approach, often contains much play. 


Also, when one considers the general tone of psychotherapy, one
notes that certain psychotherapists (using any type of psychotherapy) are
relatively playful. They contrast with others who, utilizing the same
techniques, create an aura of profundity, seriousness, and deep responsibility. 


This evaluation, however, has not been the focus of much previous
scientific discussion. Few psychoanalytic writers, for example, have dealt with
this issue. This is particularly interesting because “play therapy” for
children is, for the most part, a psychoanalytic invention. Melanie Klein and
Anna Freud are the two most important pioneers of the technique. The fact
remains, however, that most of the writers on psychoanalytic “play therapy”
focus on the content of play; they are not interested in play as a process it
itself. 


Nonetheless, at least one psychoanalyst believes that play has
important value. D. W. Winnicott writes: 


It is play that is universal and that belongs to health; playing
facilitates growth and therefore health; playing leads into group
relationships; playing can be a form of communication in psychotherapy. ...
Psychotherapy is done in the overlap of two play areas, that of the patient and
that of the therapist, [p. 53] 


In 1975, a group of psychoanalysts and analytically-oriented
psychotherapists, including this writer, began utilizing improvisational
theater techniques aimed at achieving psychotherapeutic benefits. We named our
approach “Experiential Theater.” There are certain activities and attitudes
that characterize this approach. They include encouragement of spontaneous expression;
discovering of unknown feelings, attitudes, and approaches to one’s self and
others; a sense of transcendent accomplishment as an accompaniment of new
expression; and feelings of pervasive pleasure. In attempting to understand the
mechanisms of change in the experience, we came to feel that play was a key
conception. 


As the work continued, we tested the technique in a variety of
therapeutic situations. These have included drama workshops alone, workshops
combined with other psychotherapeutic approaches, workshops at the beginning of
psychotherapy, and workshops for specific therapeutic problems. It is too early
to present conclusions concerning the ultimate value of the approach. However,
we have been impressed by its general acceptance by patients and its apparent
value in different situations. 


For the most part, the entire group of play-oriented psychotherapies
have been auxiliaries or at least part of more comprehensive psychological
treatment programs. Of course, this is not always so. A playful Gestalt therapy
is on occasion a chief therapeutic effort, and if a particular psychotherapist
uses a play-oriented approach, it is possible that the playfulness is the
essential element of therapeutic change. 


But the central question remains: How are playful approaches in
psychotherapy valuable? There are some indications. In dance and movement
therapies, the evaluators (both patients and therapists) may say that the
muscular “loosening-up” which accompanies the therapy is reflected in a general
“loosening-up” (that is, an increased flexibility) in the patient’s
adaptational processes. From one standpoint, it seems that the muscular
tightness and/or awkwardness symbolizes a general rigidity of the personality. 


In experiential theater, a participant’s problem that has been
worked at directly or indirectly in a workshop moves quickly toward elaboration
and solution in general life. For example, inhibitions of anger are frequently
expressed in improvisations. As a series of improvisations continue, new ways to
express and/or deal with anger are developed. This “working out” of anger then
continues in real life. 


In an oft-quoted vignette, Freud demonstrated the significance of
play in overcoming unpleasurable experiences in the case of an
eighteen-month-old boy. The infant threw away a wooden reel attached to a piece
of string so that it vanished. Then, pulling the string, he made it reappear.
In this way he dealt with a psychic trauma— the temporary absence of his
mother. Freud felt that he changed a passively endured threat into an
experience over which he had control. In addition, it can be postulated that
the boy was learning that what disappears will return. The child’s play helped
“work out,” or even better, “play out” the difficulty. 


Of course, there are many problems that arise in evaluating such
examples. One question is this: Suppose we accept that something valuable has
occurred in the foregoing instances. What is it about a playful approach that
makes an unusually valuable contribution? After all, many non-playful therapies
lead to similar results. 


Mahler and her coworkers have described the separation-individuation
of human infants. In brief, this process describes, through psychological and
psychoanalytic interpretation, the process by which infants develop a sense of
identity. After an initial phase (autism) in which the infant senses (without a
concept of himself as an individual) that he is all-powerful, he feels himself
to be intimately fused with his mother. In subsequent stages, the infant separates
from his mother, simultaneously developing a sense of individuality. These
processes begin at birth and continue until the age of approximately
two-and-a-half years. We can assume that these processes have some important
concomitants. They include: 


 1.     
   The sense
of self is established. 


 2.     
   Communication becomes a self-conscious
process. (Communication has gone on from birth, but only with the establishment
of a self could it be sensed as occurring between two individuals.) 


 3.     
   A
universe of many objects is conceived. 


 4.     
   The
symbolic function is established. (An early achievement of this phase is the
sense of self as “me” and the sense of others as “not me.” These are probably
the earliest symbols.) 


With all of the preceding, there is an important need to explore,
understand, and integrate aspects of “what is inside me” and “what is outside
me.” 


As separation-individuation occurs, the role of illusion and what
Winnicott calls transitional objects, becomes important. First, let us
understand how Winnicott uses the concept “illusion.” 


From the standpoint of the adult observer, the autistic infant (who
believes he can achieve anything that he needs or wants) is experiencing
repeated illusions. As an example, consider his need for food and comfort from
the breast. He feels this need and metaphorically creates or imagines the
breast as a means of satisfying it. Because he has an adequate mother who
provides a breast at just the right time, that illusion is reinforced. It seems
to be a reality to the infant. But the outside observer knows that the infant’s
concept of the breast as being under his control is an illusion stemming from
the coincidental gratification of the infant’s needs. 


As the infant moves into the period of separation-individuation, the
good mother will no longer wish to satisfy all needs immediately. In this phase
of mother-child interaction it is important for her increasingly to frustrate
her child because separation-individuation is a valuable developmental step
that the mother wishes to foster. The child’s frustration is an important
stimulus toward further separation-individuation. 


Incidentally, it is at this time that the illusory nature of the
infant’s concept of the “controlled” breast becomes clear. In the earlier phase
the illusion was maintained because the mother supplied the breast just at the
time it was desired. But now, when the breast is desired, it is often not
there. 


At this point in the infant’s development, Winnicott postulates the
appearance of transitional phenomena and transitional objects. A transitional
object is one that first occurs between the period of complete fusion with the
mother (primary narcissism in Mahler’s terms) and the period when more mature
object relations exist (that is, relations with entities perceived as separate
from one’s self). The transitional object exists in a particular and unique
psychological space. It belongs neither totally in the world of one’s self and
external objects nor totally in the primary narcissistic world of no objects
(the world in which the infant and mother are fused and, indeed, all of
existence is fused). This is an intermediate “transitional” world that has
elements of both of the others. 


Consider the infant and his teddy bear (often an early transitional
object). The teddy bear is separate from the infant and does many things that
the infant wishes it to do. It is partially an external object. One can see
this demonstrated at a later stage when the infant speaks of his teddy bear.
“My teddy went on a trip today. He packed up his picnic lunch and went on a
lovely walk into the forest. There he met another teddy bear and they danced
and played together. . . .” But much earlier, before the infant can speak, he
sucks his thumb and holds his teddy bear (or blanket or whatever) next to his
cheek. The transitional object (Winnicott calls it the first “not me”) stands
partly for the breast. 


There are many aspects of transitional phenomena that remind us of
play. Transitional objects are the carriers of illusions. Infants are not held to
account for the results of their interaction with them. The illusions are
accepted by normal parents. When a child tells of his fantasies about teddy,
they are accepted. The interchange with transitional objects undergoes
alteration and development. In those games (the word “game” suggests that the
child is now playing), the infant learns how to utilize aspects of himself as
well as aspects of the object, and he learns how to fit those two kinds of
aspects together. 


Thus it seems that transitional activities are the first play
activities, and transitional objects, the first toys. These phenomena mark
developments of the illusionary potential in human beings. They are an
important way for humans to learn about themselves and the world of objects
outside of themselves and of the relationship between the two. They are a form
of trying out and practicing and communicating. All of these activities are
strongly connected with the development of a sense of self. 


We have focused up to now on the first appearance of transitional
phenomena. However, these phenomena go on throughout life. They are related to
play, religion, esthetics, and dreaming. They are related to all activities in
which illusion plays a significant part. 


If the therapist appreciates the significance of these phenomena,
therapy can present a further opportunity to experience and utilize them. For
therapy, then, becomes a later and special version of the early relationship
between the developing child (patient) and the mother (therapist). From this standpoint,
psychotherapy is a special modality developed and sanctioned by the culture,
the purpose of which is to utilize transitional phenomena. 


 Play in Psychodynamic Psychotherapy  


Dramatic techniques—as opposed to other psychotherapeutic techniques
which are also play-oriented—can be employed effectively in psychotherapy. (It
should be said that these expositions are limited in their descriptions of
presenting problems and histories of the patients and also in the accompanying
theoretical discussion. This is because the emphasis here is on demonstrating
techniques and how they are utilized.) 


A sixty-year-old physician had been in psychoanalysis for lifelong
episodes of depression. These were first noted at the age of thirty, at which
time he sought psychiatric treatment. He tried many therapists and a number of
different therapeutic approaches: supportive psychotherapy, reconstructive
analytic therapy, family therapy, pharmacotherapy, and others. However, about
two episodes of depression occurred each year. Thirty years ago, each episode
was about one month in duration. The time (although variable) increased to
three to six months for each depression. The depression was moderate to severe
in intensity. The affective changes were the usual ones. Very prominent were
doubts (about doing and thinking many things) and related inhibitions in
activity. 


His most recent analyst had been working with him for three years.
The therapy had utilized psychoanalytic theory but had been flexible in
technique. During the three years of therapy there had been no significant
change in the occurrence of the depressions or the patient’s attitude. After
several weeks of one depressive episode, the therapist decided to use dramatic
techniques. The patient had been limited in emotion and expression. Feeling
frustrated, the therapist decided to experiment with a few dramatic exercises
of the sort used by actors. The patient was willing to try. First some physical
warm ups were performed (stretching, bending, walking around). Then some sounds
were tried. The therapist and patient “passed” sounds between themselves—one
would repeat the sound of the other, change it, then “give” it to the other,
who would then repeat the new sound, change it, and so forth. 


Then the therapist gave instructions for a simple solo
improvisation. “Lie on your back on the floor. Relax and let your mind go
blank. Then let an animal come into your mind. When and if it becomes
comfortable, start to be that animal.
If it doesn’t work, doesn’t feel comfortable, let a different animal come in.
Start to move your body a little to see what that animal feels like, how it
moves its parts. If you feel like it, let the animal make some sounds. When you
are ready, have the animal start moving around and exploring its world.” 


The patient easily, comfortably, and in an interested way entered
into the activities. He became a bear. Perambulating on all fours he came upon
the seated therapist. He started to sniff and rub against the therapist’s legs,
shuffled away, and then returned. After about ten minutes the bear was finished
with his walk. Then there was a discussion of the episode. Some time was spent
on the specific meanings of the play occurrences, particularly the interest
shown by the bear in the therapist. There was also some discussion of the
patient’s feelings about acting. He thought it was both interesting and fun. 


This was the first of a number of “acting in therapy” experiences.
The patient subsequently participated in two ten-week dramatic workshops. The
first dramatic exercise was followed by the beginning of a termination of his
depressive episode. During the subsequent eighteen months, the rate and
intensity of depressive episodes markedly decreased. For the first time in his
work with the present therapist, the patient became involved in meaningful and
fruitful analytic work. 


 The Method of “Experiential Theater”  


In “Experiential Theater,” six to nine student participants and one
or two instructors form a workshop. Most workshops meet for ten to twenty
sessions. Each is two to two and one-half hours in length. The first one and
one-half hours are spent on the exercises. Discussion of meaning or reaction to
the exercises is left to the final thirty to sixty minutes. There may be
additional discussion when participants meet outside of the scheduled times or
if they meet privately with their psychotherapists. This additional discussion,
however, is neither suggested nor discouraged. 


The specific exercises utilized at a particular session are chosen
from a repertoire which is roughly divided into beginning, intermediate, and
advanced sections. The instructors choose exercises, not in predetermined
sequence, but according to what they sense might work for the group as a whole.
In addition, they take into account reactions of workshop members. As in
analytic therapy, there are a number of techniques that generally are
appropriate for different phases (introductory, middle, or end) of the therapy,
but adaptations in the form and timing of techniques will depend on a number of
considerations in each specific case. 


The purpose of the workshop is to “make theater.” The instructors
indicate that they wish participants to “have fun,” “to feel loose,” and to
move toward pleasurable, authentic expression. The expression will be of
different attitudes, emotions, and fantasies. Sometimes it will consist mainly
of something within an individual;
sometimes it will deal with his reactions toward other workshop members.
Although members may wish to persevere, no one is expected to continue if he
prefers to stop. The instructors are non-critical. Their efforts are directed
toward making suggestions that may improve the work or to selecting new
exercises that allow for richer or freer expression. 


At the beginning of each session there are “loosening up” exercises.
These include body stretching, isolated use of various muscle groups, and other
movements designed to acquaint the participant with the body, its tension
areas, and weaknesses and strengths. Then follows some relatively spontaneous
movements designed to encourage playful interaction. One example is a game of
“tag.” Then there are exercises that allow for spontaneous creativity. For
example, a sound or an imaginary object is passed around a circle composed of
workshop members. First it is imitated by each member, but later each person
changes it. As the activity proceeds, careful attention is paid to the
(imagined) shape, weight, size, texture, and smell of the object. 


When the group is ready for further work, creative improvisations
begin. At first, these are structured and nonhuman. For example, in “machine,”
the first participant is asked to make a movement with a related sound, which
represents some part of a complex machine. The next participant creates a
second unit for the machine connecting it to the first. Then one by one the
other workshop members add to the “machine.” 


Next come “human improvisations” in which two or more group members
interact. Sometimes fairly specific instructions are provided: “Decide who you
are and where you are. Then pick a situation in which one of you wishes to
escape, and the other wishes to block that escape.” 


At other times the instructions are more general. The whole group
may be told, “Half of you are going to be in or at a specific place. The other
half are going to join them. Split into two groups. Agree on what the place is.
Then as each person senses a role, let him or her begin to act it.” 


These are only a small number of the exercises. Their general
purpose is to increase the flow of spontaneous and authentic expression of
fantasies. In addition, an attempt is made to encourage interaction and
cooperation among workshop members. The emphasis is away from talking out or
acting out personal problems. However, most participants realize that the fantasies
they are acting may well be related to personal issues. The main criteria for
group approval is the spontaneity and feeling of conviction (or sense of
authenticity) that may emerge through an exercise. 


A final example of the dramatic method demonstrates how painful ego, alien, and conflictual impulses may
be expressed in the group setting and how an opportunity exists to test out
some of the significant implications of these impulses. 


A humorous, poignant, and absolutely enthralling exercise had two
men acting out a thwarted homosexual seduction. (Neither of these men were
homosexuals or had dealt with homosexual conflicts in their therapy.) They
agreed that their exercise would center around a fishing and nature-exploring
trip in a canoe. As the second one entered the canoe, he “accidentally” touched
the shoulder of the first. This stimulated him to believe that he was sexually
attracted to his partner. He then subtly began to turn their conversation
toward the pleasure of bodily contact. From time to time he would make a more
overt (but not quite direct) proposal to the first man. The latter acted the
role of someone becoming slowly aware of what was happening, being disconcerted
by it, and wanting to fend off the proposition in a polite way. The improvisation
went on for over half an hour and was enthusiastically applauded by the group. 


An opportunity to understand some deeper implications of this scene
soon occurred. Two days later, the second man (the one who had initiated the
exercise and tried to seduce the other man) became severely depressed.
Discussion with him revealed the following. His young son, who was “the most
important thing in my life,” lived with the patient’s estranged wife. About a
week before, she had vanished, apparently taking the son with her. The patient
was concerned, but since the wife had acted in this way previously and had then
returned, he was not too worried. But during the next few days, he received
reports that made him believe that this time the wife might be permanently
gone—and with her, the son. It was then that the depression became manifest. It
is possible that the improvisation facilitated the patient’s “getting in touch”
with his fear of losing his son. In the exercise, he had reached out to touch
another man. However his approach to the desired man was unsuccessful. Perhaps
the experience of losing the man in the workshop was important in preparing him
for the trauma of the ensuing loss of his son. 


 Life as Transitional Phenomenon  


If psychotherapy is an opportunity for growth through the use of
transitional phenomena, can life in general provide a similar opportunity? 


Life has many purposes. Human beings must exist; they try to satisfy
needs, further their selected goals, and do many other things. One purpose is
to continually define themselves. As new challenges present themselves, we
learn how to deal with them, and in the process we learn what we can do and who
we are. There are more active and less active ways of responding to challenge.
Less active ones include allowing external issues to settle themselves and
giving one’s self over to a leader. A more active one is to allow one’s self to
form illusions, to play with the problems. This is more anxiety provoking
perhaps, but it can also be more fun, and it provides the transcendent
gratification of creativity and mastery. 


The last word on play is not yet available. But what does seem true
is that play is an important mode of learning that starts early in life. It is
pleasurable because for most people it starts in extremely pleasant conditions.
When a good mother, who has symbolized life and the power of the universe,
begins to let her child go, to let her child learn about the world and how to
handle it, the child begins to participate in his own creation as an individual
human being. The mother is pleased because she participates in that creation.
She continues the wonderful and crucial role of giving birth. This is the
beginning of play, and this mode of learning and living, creating and being
created, can continue throughout life. It changes and assumes special forms at
different times. But its essence always remains—to give us pleasure in learning
more about new worlds and more about ourselves. 
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CHAPTER 26 

THERAPY OF MENTAL ILLNESS IN LATE LIFE  


 Ewald W Busse  


Prior to the selection and implementation of a therapeutic plan for
the treatment of mental illness, it is necessary to establish the proper
diagnosis and to have an understanding of the disease. The clinician should
know as much as possible about the disease process, the prognosis, the various
biological and environmental factors that influence the course of the disorder,
and the effectiveness of treatment. This is consistent with the multiarial
approach of DSM-III. There are no mental disorders that occur exclusively in
late life. There are, however, a number that are more common to the latter part
of the life span, after the age of sixty-five. These include organic mental
disorders and affective disorders, namely depression, paranoia,
hypochondriasis, and sleep disturbances. 


 Demography  


The percentage of the population in the United States of persons
over the age of sixty-five has increased steadily, from 4.1 percent in 1900 to
8.1 percent in 1950; 9.8 percent in 1970; 10.3 percent in 1975; and 11 percent
in 1980. If current trends continue, the percentage of the older population
will be 11.7 percent in the year 2000 and 16.1 percent in 2050. 


Computed from death rates in 1977, the average life expectancy at
birth for both sexes combined was 73.2 years. For males, it was 69.3 years and
for females, 77.1 years, a difference of 7.8 years. At age sixty-five the
remaining expected years of life for women are 18.3 years and for men 13.9
years, a difference of 4.4 years. If recent decreases in death rates continue,
especially from cardiovascular conditions, life expectancies will increase even
further. This may not, however, improve the quality of life, as it is possible
that more individuals will develop senile dementia or related organic mental
diseases. 


Statisticians and epidemiologists frequently refer to persons
sixty-five years of age or over as “the older population.” However, from a
health standpoint those sixty-five to seventy-five years (61.8 percent of the
older population) are remarkably different from those seventy-five years of age
and older (38.2 percent).' The majority of those sixty-five to seventy-five
years are relatively healthy, although they may have some incapacities. Their
health as a group is more similar to those between the ages of fifty-five and
sixty-five. Consequently, those seventy-five years of age and over constitute
the target population for many of the medical and supportive services that are
provided by both public and private programs. 


Based on data for 1978, the average American fifty-five to
sixty-four years of age spends 1.9 days per year in a short hospital stay. This
increases to an average of 3.2 days for persons age sixty-five to seventy-four
and to 6.0 days for those seventy-five years plus. Nursing home utilization
increases rapidly with age. In 1976, on the average, a person aged fifty-five
to sixty-four spent a fraction of a day per year in a nursing home. Between
sixty-five and seventy-four years of age, this jumped to 4.4 days; between
seventy-five and eighty-four years, to 21.5 days; and for those over
eighty-five years of age, to 86.4 days per year. 


In 1977, there were 1.1 million older people in nursing homes.
Fifteen percent were between the ages of sixty-five and seventy-four; 41
percent were seventy-five to eighty-four; and 40 percent were 85 years and
over. In the nursing home population, 74 percent were women, 69 percent were
widowed, 14 percent were single, and 12 percent were married. Ninety-three percent
of occupants of nursing homes are white. 


Older people represent 11 percent of the total population of the
United States but account for 29 percent (41.3 billion dollars) of total
personal health care expenditures. 


 The Aging Brain  


With the passage of time there are numerous biological changes in
the human body and brain. So-called normal aging is accompanied by gradual loss
of muscle cells and of the number of neurons within the brain and nervous
system. Physiological changes also transpire that alter the way the brain
functions while awake and asleep. Such changes have an impact on the way the
nervous system responds. However, this does not necessarily mean that the older
person who is physically healthy and mentally active inevitably suffers
intellectual losses and mental incapacity. When serious losses of intellectual
capacity develop and when disruptive patterns of behavior appear, these are the
result of one of several diseases which are referred to as organic brain
disorders. Included in the organic brain diseases are senile dementia,
Alzheimer’s disease, and multi-infarct diseases (cerebral vascular disease).
All of these incapacitating brain disorders are receiving increasing attention
by biological and behavioral scientists. Epidemiological studies throughout the
world indicate that these disorders are widespread and occur in 4 to 6 percent
of the population age sixty-five and over. So-called Alzheimer’s disease is
characterized by relatively early onset, that is, sixty years of age or
earlier, while senile dementia is likely to make an appearance after the age of
seventy. The cause of these diseases is unknown, but it appears that a genetic
predisposition plays a role. 


 Metabolism and Drugs in Late Life  


Drugs are metabolized differently by older people than they are by
younger adults. The metabolic conditions affected by age include absorption,
distribution, destruction, excretion, kinetics of drug binding, and alterations
in biological rhythms. 


All of these changes can be exacerbated by disease and trauma. Some
of the major age changes are the loss or decline of efficiency of renal
function. Between the ages of forty and eighty-nine, there is a 55 percent
reduction in renal clearance. There is a redistribution of body content, with a
decline in protein and an increase in fat. It is estimated that the basic
metabolic rate during the adult years declines 16 percent from age thirty to
seventy years, while the caloric requirement drops approximately one-third
because of decreased metabolism and exercise. The loss of non-replaceable cells
plays an important role in aging physiological changes. The loss of brain cells
may not only alter important aspects of body metabolism but also may make the
brain more sensitive to certain drugs. Striated musculature diminishes to about
one-half by approximately eighty years of age. As these muscle cells disappear,
they are replaced by fat cells in fibrous connective tissue. Hence, the storage
capacity for those drugs that are stored in fat cells is clearly increased. Drugs
given orally may not be absorbed as quickly, as the blood flow to the upper
gastrointestinal tract is decreased. Aging produces a decrease in heart cells,
and there is a decline in cardiac output. In some elderly people, the loss of P
cells results in a dysrhythmia or other conductive disturbance of the cardiac
rhythm. The aging changes that affect neural transmitters may contribute to
causing a number of mental disorders in the elderly patient. There is a decline
in concentration and a decrease in certain substances within the brain,
including dopamine, norepinephrine, serotonin, tyrosine hydroxylase, and
cholinesterase. The activity of monoamine oxidase increases with age. This
would contribute to a decline in norepinephrine, dopamine, and serotonin. 


 The Health Status of the Older Population  


Chronic conditions frequently limit the activity of older Americans.
For males age sixty-five and over, two in five report restricted activity, and
one in four indicates an inability to carry on some major activity. For adult
males between the ages of forty-five and sixty-four, only one in ten reports
restrictions in amount or kind of major activity, and only one in sixteen is
unable to carry out a major activity. Again, it should be noted that the
accumulated data on the older population are significantly influenced by those
seventy-five years of age and older. 


Medicare did make a difference in the reported use of physicians by
older persons between 1962 and 1975. In 1962, 35 percent of older persons had
not seen a physician for a year or more. In 1975, this figure dropped to 19
percent. The more severely handicapped older people are far more likely to see
a physician now than before Medicare. 


As to psychiatric disorders in old age, it appears that 1 percent of
persons over the age of sixty-five are in private or public mental
institutions. Of the 3 to 4 percent of old people in nursing homes, homes for
the aged, geriatric, or chronic disease hospitals, it is estimated that more
than one-half suffer from significant psychiatric disturbances. Therefore, it
can be concluded that at least 60 percent of all the old people who have been
institutionalized are suffering from psychiatric illnesses. 


There is no doubt that elderly people have underutilized outpatient
psychiatric and mental health clinics and facilities. This has led to the
requirement that all federally supported community mental health centers give
special attention to the problems of the elderly. As to the mental health
status of the elderly living in the community, a number of surveys conducted in
this country and abroad reveal that approximately 4 to 5 percent are either
psychotic or else have serious psychopathological symptoms. Another 10 percent
have mental problems of moderate extent. There is considerable variation,
ranging from an additional 15 to 40 percent, in those considered to have mild
disturbances. There is little doubt that there is a deficiency of outpatient
care provided for the elderly. Projections by the National Institute of Mental
Health indicate that at least 80 percent of the elderly with mental health
problems are being neglected in this area. 


 Organic Mental Disorders  


The term dementia was
first utilized by Philippe Pinel in the early 1800s and gained widespread
attention as the result of a paper published by Benjamin Rush in 1812. Today,
it is estimated that 4.4 percent of the elderly population of the United
States, that is, 1,-000,000 people, have some degree of organic mental
impairment. It is estimated that more than 50 percent of Americans in nursing
homes are there because of mental impairment. The cost of maintaining residents
in nursing homes has gone up sharply. Over $10 billion was spent for nursing
home care in 1976, $12 billion in 1977, and $15 billion in 1978. 


Considerable scientific effort has been expended to determine if
senile dementia can be differentiated from presenile dementia (formerly called
Alzheimer’s disease). Neuropathologists generally hold that they are the same
disorder, as the histopathologic findings are sufficiently similar that they
cannot be differentiated. The clinical course of the disorders is similar, but,
as defined in DSM-III, the age of onset is the differentiating criterion. Some
epidemiologists, behavioral geneticists, and others feel the two disorders are
separable. There does appear to be a gap between the usual age of onset of
presenile and senile dementia, and familial influence is more evident in
presenile dementia than in senile dementia. Two presenile dementias, Pick’s
disease and Creutzfeldt-Jakob disease, do not enter into this controversy, as
the neuropathological findings are characteristic, and the possible cause of
these two disorders is better understood. 


DSM-III has been revised and undoubtedly will continue to be
revised. Most changes are concerned with name or diagnostic criteria and a
distinction is made between organic brain syndromes and organic mental
disorders. (The DSM-III classification is given in parentheses when different
from traditional diagnosis.) The essential feature of organic mental disorders
is the presence of a biologic (organic) defect that permanently or transiently
impairs the functioning of the brain. This biologic or physiologic defect may
be primary or secondary; that is, it may be located exclusively within the brain
or the brain dysfunction may be the secondary result of a disease process
located elsewhere in the body. Clearly, the location is a major determinant in
planning treatment. The alterations of brain functions that are usually
observed include perceptions and interpretation of perceptions, learning,
memory, orientation, decision making, speech, and behavior. 


 Primary Degenerative Dementia, Senile  


Early recognition of dementia or any type of organic brain disease
is facilitated by observing the sequence of onset of signs and symptoms.
Subjective and objective signs and symptoms may not have a consistent
relationship. In general, in senile dementia the earliest symptom is short-term
memory loss. This is followed by impairment in decision making, which precipitates
depression, anxiety, and fear of impending loss of independence. Often clear
evidence of emotional instability follows, with reactions that are
inappropriate to the situation. Fluctuation in alertness and level of
awareness, a decline in attention span, and speech and sleep disturbances can
often be seen throughout the course of the disease. Defects of orientation to
time, place, and person then become more evident, followed by global defects in
intellectual activities and behavioral changes. 


In 1971, Wang and Busse reported in some detail observations from
the Duke Longitudinal Study regarding dementia in old age. In the Duke study,
the term brain impairment was
utilized to designate measures of loss of brain function based upon a number of
laboratory procedures, including EEG, cerebral blood flow, cerebral metabolism,
and so forth. The manifestations of possible brain impairment were determined
by person-to-person observations, such as psychological tests, and clinical
measures both of intellectual performance and emotional variations. 


It was found that there is often a poor correlation between these
two types of evaluation, that is, laboratory procedures versus qualified
person-to-person observations. Of particular concern is the discrepancy—as high
as 25 percent—found in subjects with a precipitous decline in clinically
observable mental signs and symptoms which was not paralleled by evidence of
physiologically measured brain changes. Careful consideration of factors such
as general physical health, economic status, social environment, and previous
living habits led to the conclusion that dementia in late life is a socio-psycho-somatic
disorder. 


The technique of assessment for organic brain syndrome in
Longitudinal Study I was a systematized mental status examination which
included two sections; the first specifically rated the presence or absence and
degree of organic signs and symptoms, and the second was referred to in data as
the “Q-SUM”-a six-point global Organic Brain Syndrome (OBS) rating scale. 


Longitudinal analysis reveals that approximately one-half of the
subjects at some time after the age of sixty years received mental impaired
ratings, yet many in a subsequent year (or years) were not impaired. These
findings point to a high variability in the course of organic brain syndrome. 


The factors contributing to the appearance of organic brain signs
and symptoms have been studied in this longitudinal population of subjects. The
major contributors appeared to be decompensated heart disease, low socioeconomic
status, and decreased physical and mental activity. 


The relationship to cardiovascular pulmonary disease has been
considered very carefully. Mild elevation of blood pressure was positively
correlated with preserved brain function. It is our speculation that the
relatively high blood pressure may be necessary to maintain sufficient blood
supply to the brain for adequate cerebral function. 


Therefore, we have concluded that the loss of mental ability in late
life is not usually the result of a pathologic brain change alone.
Incapacitating dementia is not an inevitable consequence of old age. The loss
of mental ability (what one does) and capacity (what is possible) is influenced
by changes within the brain, the health status of the entire body, behavioral
patterns, and socioeconomic determinants. Consequently, the clinical course is
often found to be one of periodic exacerbation and remission, or recovery and
recurrence. 


Differential diagnosis is extremely important, particularly in
recognizing those treatable conditions that are masquerading as senile
dementia. There are a number of pathological conditions that secondarily affect
the brain, including heart failure, infection, uremia, hypothyroidism, vitamin
deficiency, and toxicities from a variety of medical drugs as well as alcohol.
All of these conditions can result in temporary or permanent mental impairment,
and often in memory difficulties and confusion. Treating the medical problem or
withdrawing the toxication can often clear the patient’s sensorium and return
the patient to a reasonable state of functioning. In addition, depressive
illnesses are frequently mistaken for organic brain disease. It is unfortunate
to miss these cases as they do respond to anti-depressive drugs and, if
necessary in severe cases, to electroconvulsive therapy. 


 Diagnostic Procedures  


The clinician who is uncertain of a diagnosis of organic mental
disorder will often request the assistance of a psychological laboratory to
determine the extent or existence of organic mental impairment. The Weschler
Adult Intelligence Scale (WAIS) has been widely used for over thirty years. The
WAIS continues to be one of the best measures of intelligence for use with the
aged. It is important to understand the composition of the test and “normal”
age changes. The WAIS is organized into two major components: verbal and
performance intelligence, with eleven subtests, six verbal and five nonverbal.
Siegler concludes that verbal intelligence tends to increase until the sixties
and then falls off gradually. Performance intelligence increases until the
forties with a gradual decline until the sixties and a sharp decline
thereafter. Clearly, verbal abilities are maintained considerably longer than
nonverbal abilities. The abilities which require speed for optimal performance
are most affected by the aging process and decrements appear early in life,
between the ages of thirty and fifty. However, there are always some
individuals who apparently maintain many skills into late life. 


The estimate of organic impairment utilizing the Weschler Adult
Intelligence Scale is usually based on a discrepancy between the verbal scale
and the performance scale. Obviously, because of the vagaries of the aging
process among the elderly, this discrepancy may not be as significant as when
found in the younger adult. In addition to intelligence testing, psychologists
have attempted to develop standardized procedures to assess specific organic
impairment. 


A test familiar to most clinicians is the Bender-Gestalt. This
procedure is reported to be more sensitive in discriminating organic brain
damage from functional problems when augmented by the Background Interference
Procedure. 


The Halstead-Reitan test is a rather time-consuming procedure which
requires a reasonable degree of cooperation on the part of the patient. When
properly carried out, the examination has been useful, but it has obvious
limitations. 


The most readily available laboratory diagnostic procedures are
plain radiographs of the skull. This noninvasive technique is well established
as a routine screening procedure. It is particularly useful in revealing the
presence of intercranial space-occupying mass that may be an expanding lesion.
It is also useful in identifying the presence and extent of a skull fracture.
Pneumoencephalography and ventriculography are relatively complicated
procedures that have been utilized for years. They have been rapidly replaced,
however, by computerized tomography of the brain. Other diagnostic procedures
that are giving way to computerized tomography (CT) include cerebral
angiography, radioisotope brain scan, and radioisotope-cisternography. Wang, in
reviewing all of these diagnostic procedures, concludes that there are three
noninvasive procedures that are most useful for diagnostic purposes. These
include electroencephalography, computerized tomography, and the determination
of reasonable cerebral blood flow utilizing the xenon-133 inhalation method.
This latter procedure is likely to be available in only a few medical centers. 


Treatment 


The treatment of primary degenerative dementia must be selected with
the emphasis upon the most serious symptoms. The techniques can be separated
into certain categories including psychosocial therapy (interpersonal and
social skills), ergotherapy (work), ludotherapy (playing games), kinesitherapy
(movement and exercise), and group therapy. All of these approaches have merit
and should be part of a well-organized comprehensive program. A single approach
cannot be expected to produce good results. Each of these techniques must be
adapted not only to the condition of the patient but to the strengths and
weaknesses of the social and physical environment. Reality orientation is a
technique that is particularly applicable to hospitalized elderly or brain-damaged
persons with moderate symptoms including periods of confusion and
disorientation. One of the leading proponents of this early phase
rehabilitation believes that the approach is based upon the recognition that
the patient with brain damage is likely to withdraw from reality and in general
avoid contact with the environment. As the term reality orientation implies,
the process utilizes continuing stimulation. There is repetition of such basic
material as the patient’s name, the physical location, the day of the week, the
month, the year, what meal comes next, and so forth. The success of this
approach is heavily dependent upon the dedication and competency of personnel.
Reality orientation deals not only with the restoration of information; it can
only be successfully implemented if confusing elements in the environment and
the routine of the hospital are reduced to a minimum and communication becomes
consistent, clear and nonthreatening. 


Milieu therapy is particularly useful in the treatment of dementia
patients in a residential setting. It places a large amount of responsibility
on the individual patient for his or her own therapeutic program. It includes a
structured series of meaningful behaviors. Positive reinforcement for
appropriate behavior is emphasized. 


Attitude therapy has been added to the regime of techniques for the
institutionalized elderly. In brief, attitude therapy contributes to the
consistency of how a particular patient is approached. All of the members of
the team follow a predetermined pattern in dealing with the patient. This
particular therapeutic approach is often incorporated in both milieu and
reality orientation therapy. 


The choice of an antipsychotic medication is to a large extent
determined by the possible side effects of a particular drug weighted against
the behavioral and medical status of the individual patient. Two of the most
commonly used antipsychotic agents used in the treatment of the elderly are Thioridazine
and haloperidol. Haloperidol has minimal anticholinergic and alpha adrenergic
blocking properties, but Thioridazine may be more effective. The geriatric
patient should receive 0.5 mg. daily as a starting dose to lessen the chances
of extrapyramidal side effects. An average daily dose of 2 mg. is effective for
a variety of symptoms. 


 Multi-infarct Dementia  


Multi-infarct dementia was previously labeled organic brain syndrome
with cerebral arteriosclerosis. It is sometimes referred to as repeated infarct
disease. This diagnosis of the disorder has been confirmed by autopsy. The
clinical course is remittent and fluctuating, with episodes of confusion.
Consequently, the intellectual deficits tend to be “patchy.” Not infrequently
multi-infarct dementia occurs in patients with hypertension. Hence, treatment
of this cardiovascular disorder may influence the progression of the mental
disorder. Repeated infarct dementia is not nearly as common as senile dementia,
and it is generally believed to be more common in men than in women. The age of
onset is often in the late sixties, between the usual age of onset of presenile
dementia and senile dementia. However, epidemiological studies are far from
satisfactory. In addition to the signs and symptoms of mental deterioration,
transient or persistent focal neurological signs and symptoms are associated
with the disorder. These signs and symptoms include unilateral exaggeration of
deep tendon reflexes, dysarthria, balance, and gate disturbances. 


 Cardiac Arrhythmias in Dementia  


Although brain dysfunction can produce cardiac arrhythmias, it appears
that cardiac arrhythmias more frequently contribute to brain dysfunction.
Cardiac arrhythmias often lower cardiac output so that cerebral blood flow is
impaired. It is also possible that arrhythmias predispose to atrial thrombi
resulting in multiple cerebral emboli. 


Among the cardiac arrhythmias, auricular fibrillation, auricular
flutter, and ventricular arrhythmias are very likely to impair cardiac output
and therefore to produce signs and symptoms of cerebral insufficiency. 


Patients with tachycardia and bradycardia not infrequently
experience cerebral ischemic attacks. To establish the relationship of a
cardiac dysrhythmia to cerebral changes, it may be necessary to conduct
twenty-four-hour monitoring. Cardiac monitoring during periods of sleep may reveal
that serious dysrhythmias are occurring and that there are sufficient
indications to justify implanting a cardiac pacemaker. 


 The Decline in the Incidence of Stroke  


During the last twenty-five years there has been a decline in the
incidence of stroke (cerebral infarction and intracerebral hemorrhage). The
explanation for this apparent reduction is not clear. There is no doubt that
mortality from stroke in recent years has altered. The reduction appears to
have occurred in two phases—one from 1945 to 1959 when the overall average
annual decline in the incidence rate adjusted for age and sex was 3.1 per
100,000. A plateau was reached for the next five years, followed by an
acceleration in decline. The average annual decreases were 4.8 and 5.3 per
100,000 for the quinquennial periods 1965 to 1969 and 1970 to 1974,
respectively. Since effective antihypertensive therapy was not readily
available until the early 1950s, it is hard to explain the 5 percent decline
between 1945 and 1949 and 1950 to 1954 on the basis of such treatment. 


 Transient Ischemic Attacks  


Episodic cerebral disturbances commonly referred to as transient
ischemic attacks (TIA) are not infrequent in the older population. The majority
of these episodes are probably attributable to thrombi and emboli affecting
areas where restoration of adequate blood flow is possible largely because of
collateral circulation. If, however, adequate cerebral blood flow to the
affected areas cannot be reestablished, the disease merges into multiple
infarct disease. 


The carotid bifurcation has a remarkable predilection for
atherosclerotic change. In fact, it is reported that one-third of the people
beyond the age of sixty-five have an advanced atherosclerotic plaque at the
carotid bifurcation. Consequently, palpation and auscultation of the neck are
essential, and a bruit at the carotid bifurcation should never be ignored.
Carotid endarterectomy is often indicated. 


 Treatment of Cerebral Vascular Disease  


The inhalation of C02 in normal individuals has
demonstrated a significant increase in cerebral blood flow. Unfortunately many
patients with vascular disease fail to show the expected increase in cerebral
blood flow following C02 inhalation. C02 is a selective
cerebral vasodilator, but most drugs do not have this selective capability.
Many so-called vasodilators result in a transient increase of cerebral blood
flow followed by a peripheral vasodilation, causing postural hypotension and a
decrease in cerebral blood flow. Consequently, there are serious limitations in
the utilization of many vasodilator drugs. There appear to be emerging two
types of so-called vasodilators. The first are primary vasodilators, and the
second are mixed action, that is, both vasodilators and metabolic stimulants of
the brain. The primary vasodilators include cyclandelate (Cyclospasmol),
papaverine hydrochloride (Pavabid), and isoxuprine (Vasodilan). Despite the
fact that these drugs continue to be considered vasodilators, there is little
evidence that this is the mechanism by which they influence the physiological
status of the brain. The mixed action drugs are predominantly the di-hydrogenated
ergot alkaloids (Hydergine) and deapril-ST. In Europe there are a number of
other similar drugs such as naftidrofuryl (Praxilene). One theory explaining
the mixed action or stimulating drug is that it improves the mechanism of
cerebral ganglion cells; that is, it increases their uptake of water, glucose,
and oxygen which in turn allows astrocytes and capillaries, particularly on the
arterial side, to return to normal dimensions. 


 Normal Pressure Hydrocephalus  


The syndrome of normal pressure hydrocephalus was first defined
about fifteen years ago. It is a diagnostic category not found in DSM-III.
Typically this disease is manifest by a gait disturbance, incontinence, and
intellectual impairment. The diagnosis is established by demonstrating enlarged
ventricles attributed to a communicating hydrocephalus in the presence of
normal cerebral spinal fluid pressure. Katzman describes two forms of
hydrocephalus that must be distinguished. In one group the disorder appears to
be secondary to previous head trauma, subarachnoid hemorrhage, or meningitis,
while in the other group, the cause is not apparent. Therefore, it is
designated idiopathic normal pressure hydrocephalus. In this type, the onset
may be insidious, but the course is progressive. It appears that idiopathic
normal pressure hydrocephalus is a disease of the presenium. The usual age of
onset is between age fifty-five and sixty-five. After surgical intervention, 60
percent show definite improvement. 


A major clinical problem is the differential diagnosis of idiopathic
normal pressure hydrocephalus from presenile dementia of the Alzheimer’s
disease type. Although the usual diagnostic procedures should be carried out,
particularly computerized axial tomography, the clinical presentation becomes
of utmost importance. Gait impairment, which is common in normal pressure
hydrocephalus, is rare in Alzheimer’s disease. The clinician must keep in mind
the classical triad of gait disturbance, incontinence, and dementia. 


As to clinical management, consideration of a neurosurgical shunt
procedure is important. The percentage of positive responders appears to be
much higher in the secondary forms of normal pressure (65 percent) hydrocephalus
than in the idiopathic form (40 percent). 


 Transient Global Amnesia  


In 1964, Fisher and Adams reported a particularly interesting
variety of transient amnesia which they labeled transient global amnesia. Since
that initial observation, similar cases have been observed. The clinical
picture is striking. The victim, usually sixty years of age or older, has a
sudden onset episode of retrograde amnesia. The amnesia may last for hours and
then may gradually clear. The victim has no recollection of the amnesic
episode, but the cognitive facilities during the amnesic period are not
disturbed, although the person is aware of the memory loss and can become very
anxious about the disability. Episodes of transient global amnesia are
sometimes repeated, but usually they are a single occurrence. Various
etiological explanations have been offered, including vascular disease and
localized disturbance of blood flow, hysteria, seizures, and postictal
reactions. Joynt observed six cases in which there were prominent
electroencephalographic abnormalities in the temporal lobe. It is likely that
this is significant. It is possible, however, that the temporal lobe
disturbance is the same as that frequently encountered in elderly people. 


 Pick’s Disease  


Pick’s disease, named after A. Pick, who first described its
symptoms in 189a, is a rare disorder. Pick’s original purpose was to illustrate
the different types of aphasic manifestations that may occur in senile brain
diseases. He did not recognize it as a distinct pathological entity. The work
of others was necessary to establish the disease as a distinct
heredodegenerative process. It is more frequent in females, occurring in a
ratio 2 to 1. Clinical criteria to diagnose Pick’s disease are not uniformly
accepted, although behavioral changes seem to precede memory defects. In a few
cases, it is said to be clinically distinguishable from Alzheimer’s disease
because its symptomatology is related to maximum atrophy of the orbitofrontal
and temporal areas, particularly on the left. 


Microscopically the nerve cell loss and the replacement gliosis are
obvious in the supra-granular layers. Sometimes the changes associated with
Alzheimer’s disease are present. Hence, diagnosis is dependent on the
recognition of the “Pick cell.” These cells have large agyrophilic inclusion
bodies, nuclear eccentricity, and a distorted cell contour. Etiology remains
undetermined and the treatment is merely symptom modification. 


 Creutzfeldt-Jakob Disease  


There are several progressive degenerative diseases resulting in
dementia which are believed to be caused by a slow virus. Creutzfeldt-Jakob
disease is one that occurs in late middle life and is accompanied by the usual
symptoms of a dementia, including memory and cognitive changes, visual
difficulties, and behavioral alterations. Hallucinations may occur. Other
symptoms include myoclonus, hyperesthesia, ataxia, and dysarthria. This
disorder was described by Creutzfeldt in 1920. It was not until 1968, however,
that it became associated with a slow virus. At that time, Gibbs and his
coworkers reported the transmission of the disease to a monkey from a patient
diagnosed as having Creutzfeldt-Jakob disease. Since that time it has been
observed that it can be transmitted from one human to another by direct tissue
contact, for example, corneal transplant. A slow virus is also the cause of
kuru, a somewhat similar disease that was first recognized in New Guinea and
was attributed to their practice of cannibalism. The major effects of kuru
involve the cerebellum. 


 Depressive Episodes  


Evidence indicates that depressive episodes increase in frequency
and depth in the advanced years of life. Elderly subjects are aware of these
more frequent and more annoying depressive periods, and they report that during
such episodes they feel discouraged, worried, and troubled, and often see no
reason to continue their existence. However, only a small number admit
entertaining suicidal ideas; a larger percentage state that during such
depressive episodes they would welcome a painless death. During such periods,
the elderly are more or less incapacitated, but they rarely seek medical help.
This type of reaction must be distinguished from a major depressive illness
with persistent biologic signs and symptoms, as a major depression requires
pharmacologic treatment and often hospitalization. 


The observation that elderly subjects were aware that they were
experiencing more frequent and more annoying depressive episodes is based upon
a study made some years ago and confirmed by more recent longitudinal studies.
Observations indicate that there is a difference in the process leading to
depressive episodes in the elderly as compared with middle-aged or young
adults. Guilt and the turning inward of unconscious impulses (interjection) are
common mechanisms in the depressions of young adults. This is not the case with
elderly subjects. Depressive episodes can be readily linked with the loss of
so-called narcissistic supplies. The older subject becomes depressed when he
cannot find ways of gratifying his needs; that is, when the social environment
changes or the decreased efficiency of his body prevents him from meeting his
needs and reducing his tensions, he is likely to have a loss of self-esteem.
Hence, he feels depressed. 


There is clear evidence that the frequency of depressive episodes is
influenced by the life situation. For example, three groups of subjects
reported mood disturbances occurring at least once a month and lasting from a
few hours to a few days. The highest number of subjects (48 percent) reporting
mood disturbances were persons over the age of sixty, unable to work, attending
an outpatient clinic for various physical disorders, and suffering financial
hardships. Depressive spells occurred in 44 percent of those who were retired,
in good health, and in acceptable financial condition. Only 25 percent of
subjects continuing to work past the usual age of retirement reported such
experiences. Most of the subjects in the three groups denied that they had
experienced depressive spells of similar frequency or duration earlier in life. 


To appreciate fully the factors that are important to depressive
episodes in the elderly, particular attention must be given to attitudes toward
chronic disease, disability, and death. When studied longitudinally, the
importance of physical health as a determinant of depressive feelings becomes
increasingly evident. It appears that the aged person can tolerate the loss of
love objects and prestige better than a decline in health, as physical
disability often disrupts mobility and results in partial isolation. Hence, the
opportunities for restoration of self-esteem are reduced. 


Important factors that contribute to depressive feelings of elderly
persons are often conscious, as approximately 85 percent of elderly subjects
are able to identify the specific event or stimulus that precipitated the
feelings of depression. Many depressive episodes in the elderly therefore are a
realistic grief response to a loss and not primarily influenced by unconscious
mechanisms. The symptom is relieved when the actual loss or threat is removed
or compensated for. 


A recent review of life change events and the onset of major
depression in adults indicates a significant relationship between frequency of
upsetting experiences and the onset of depression. This suggests that there
exist common precipitating factors in both depressive episodes and serious
depressions. 


 Major Depressive Disorders  


DSM-III attempts to separate episodic depressions from major
depressive episodes. The distinction is based on the presence of a dysphoric
mood of at least two weeks’ duration and the existence of at least four of
eight symptoms which have persisted and are of a significant degree. These
include alteration in appetite with weight loss or weight gain, sleep changes
and insomnia or hypersomnia, a loss of energy, psychomotor agitation or
retardation, a loss of interest or pleasure in usual activities, a decrease in
sexual drive, feelings of self-reproach or inappropriate guilt, decreased
ability to think, indecisiveness, and lastly, suicide ideation. 


 Sleep, EEG Changes, and Depression  


In recent years there has been increasing evidence that patients
with primary depressions have a number of EEG changes including a reduction in
total sleep time and a short rapid eye movement (REM) latency (that is, the
time between sleep onset and the first REM). In turn, it appears that patients
with depression secondary to medical disorders also have characteristic EEG
changes. It appears that EEG sleep changes have a relatively high predictive
value in determining those who have primary depressions. These studies are
summarized in a recent report by R. J. Carroll. It is possible that these EEG
changes associated with depressions in young and middle life may not be as
accurate a predictor in late life because of the complication of EEG changes
accompanying old age. 


 Biological Measures and the Differential
Diagnosis of Depression  


Although EEG recordings during nocturnal sleep are of value in
differentiating types of depression, for young and middle-aged adults other
procedures are emerging which appear to be less time-consuming, equally
effective, and applicable to late life. Growth hormone (GH) stimulation tests
require a half day of the patient’s time and can be carried out on outpatients
as well as inpatients. For several years, studies of pituitary growth hormonal
regulation have revealed suggestive evidence that depressed patients secrete
less growth hormone than normal in response to a variety of stimuli. Several
substances that may be used in diagnosis include amphetamine, clonidine, and
desipramine. Utilizing desipramine, it has been demonstrated that endogenous
depressives had low growth hormone responses, while the neurotic depressives
have exaggerated responses. Such diagnostic studies should be viewed with
caution until they are adequately repeated utilizing groups of elderly persons.
Although human pituitary content of
growth hormone is relatively constant with age, the loss of a few hypothalamic
cells that influence the release of
pituitary hormones may be a confusing factor in the diagnosis of those in late
life. 


 The Treatment of Depression  


There are several major classes of pharmacological agents that are
utilized for treatment of depression in the elderly. These include the
tricyclic compounds, the monoamine oxidase inhibitors, the stimulant drugs, and
the benzodiazepines. The latter are used primarily for anxious patients with
neurotic depressions. Lithium is sometimes used as a prophylactic against
recurrent manic attacks and depressions and to modify bipolar mood swings (A
first manic attack is rare in late life). The tricyclic compounds are
frequently utilized to treat elderly patients with biological signs of
depression. Although the tricyclic drugs have a common structure, they do
differ chemically from each other. Consequently, these differences influence
their clinical effects as well as their undesirable side effects. 


The tricyclic compounds are usually administered orally and are
rapidly absorbed. However, the drug is found in higher levels in an active
unbound form in the blood stream of the elderly. This presence of unbound
tricyclic drugs is related to the higher incidence of side effects.
Furthermore, the rate of metabolism for the tricyclic agents decreases with
advancing age. Consequently, patients in late life, despite receiving a lower
daily dose of the drugs, tend to have a higher blood level, and the plasma
level tends to be unstable. Elimination of the drug in older patients is also
prolonged. For the reasons given, the determination of tricyclic plasma levels
is particularly useful in the elderly where a relatively small change in the
dose may produce a marked alteration in the plasma level and alter the
therapeutic effect or expose the older person to the undesirable side effects.
Blood collection for plasma levels should be done before the morning dose, no
anticoagulant should be used, and caffeine should not be ingested twelve hours
before the sample is taken. 


Walker and Brodie believe that there is a curvilinear relationship
between the plasma levels of the secondary amine tricyclic antidepressants and
the therapeutic effect, while the tertiary means have a linear or a sigmoid
relationship. Task originally reported this observation. 


The tricyclic drugs can be separated into two groups: The tertiary
amines that block the reuptake of inactivation of biogenic amines, principally
serotonin, at the synaptic junction, while the secondary amines block reuptake
inactivation of norepinephrine. The tertiary amines include imipramine,
amitriptyline, and doxepin. The secondary amines are desipramine,
nortriptyline, and protriptyline. Tricyclics are powerful anticholinergic
agents. The most common side effects are due to their anticholinergic
properties and include dry mouth, sweating, blurred vision, urinary retention,
and paralytic ileus. 


Monoamine oxidase inhibitors (MAO) are rarely used as the first drug
of choice. The MAO inhibitors increase the amounts of norepinephrine, dopamine,
and serotonin in the brain. Generally, they are not believed to be as effective
as the tricyclic and, in addition, are associated with hypertensive reactions
when the patient ingests foods containing tyramine such as cheese and wine. 


Amphetamine and similar stimulating drugs are not effective as
antidepressant medications. 


When the depressive reaction is associated with considerable
anxiety, the benzodiazepines are believed to have limited value. 


 Suicide Rates  


The suicide rate in the United States is approximately 12.7 per
100,000 population. This means that just over 1/100th of 1 percent of the total
population commits suicide in a single year. Although persons over the age of
sixty-five make up only 11 percent of the total population, 16.4 percent of all
suicides are persons sixty-five years and over. This age-related phenomenon is
influenced by the high suicide rate among elderly males. In 1977, suicide by
females was more likely between the ages of forty-five to fifty-four, but even
at this age the rate per 100,000 of male suicides is almost double that of
females. Throughout adulthood, and abruptly increasing at age seventy, the risk
of suicide for the male is much higher. Suicide attempts, however, are much
more frequent among females than among males, but the male’s attempt is much more
likely to be lethal. Between 1968 and 1977, there was a sharp increase, almost
a doubling, of the suicide rate for all males between fifteen and thirty years
of age. The older nonwhite male, although more likely to commit suicide than
the nonwhite female, does not display the sharp rise in suicide of the older
white male. Suicide rates among the nonwhite population are consistently lower
than those found among the white population. 


The onset of what appears to be organic brain disease is now more
frequently associated with suicide than prior studies indicated. This, too, is
complicated, as severe depressions are frequently very difficult to distinguish
from organic brain disease. There is little doubt that the presence of an
incapacitating physical illness is a factor in suicide among the elderly. At
the present time, it is most difficult to detect and predict those who are
suicidal. This is in contrast to the young would-be suicide for whom the
attempt is frequently an overt but disguised cry for help. 


Marital status has an influence on suicide rates. The highest
suicide rates are seen among men who are divorced, followed by the widowed, and
then those who never married. Suicide rates are lowest among persons with
intact marriages. Other characteristics of persons who commit suicide in old
age are lack of employment or rewarding social roles, unsatisfactory living
arrangements, and, as previously noted, a serious concern regarding physical
and mental decline. 


 Paranoid Disorders and Reactions  


A fine line separates an attitude or behavior that can be considered
within normal limits and one that is considered excessive or pathological. A
satisfactory adjustment in late life appears to be related to the individual’s
ability to maintain social activities as well as health and physical activity
and other factors that have been described by Palmore and Maddox. The elderly
need to recognize that because some people with whom they must come into
contact may be inconsiderate and self-centered, they must assert their rights,
to avoid being ignored by the very systems (including government, private
service agencies, church, and family) intended to provide them with assistance.
If the recognition of defects in others cannot be kept in perspective, an older
person is likely to distort events and relationships, becoming suspicious and
paranoid. For the majority of individuals, one of the major functions of social
contacts is to maintain this precarious balance of evaluating events and
relationships to others. 


Eisdorfer emphasizes that this lack of precision regarding paranoid
behavior among the aged has made it most difficult to ascertain the prevalence
and incidence of pathological paranoid reactions. In order to determine the
existence of maladaptive suspiciousness, the examiner must determine the
pervasive scope of the symptom focus; that is, is the symptom consistently
maladaptive, and, particularly, has it become so widespread that it interferes
with the individual’s ability to function within the total environment? Eisdorfer
has more or less arbitrarily divided paranoid ideation into four degrees of
severity: (1) suspiciousness; (2) transient paranoid reaction; (3) Paraphrenia
(late onset paranoia without evidence of schizophrenic illness); and (4)
paranoia associated with schizophrenia of late onset. 


There are a number of predisposing and contributing factors to the
development of excessive suspiciousness and paranoia. There are some
individuals who have elected to cope with the complexities of life by adapting
to a life-style of partial isolation. Such individuals can make an acceptable
adaptation. This is not the normal life style, since isolation is maladaptive.
The clinician must constantly keep in mind that late life is constantly
influenced by losses that impact upon the individual’s capacity to maintain
self-esteem. These major losses include the possible disappearance of
satisfactions derived from work and a meaningful social role; the loss of
friends, spouse, and family; economic instability; and the need to move from a
familiar home and neighborhood. The biological losses that seem to have the
greatest impact are concerned with the decline in perceptual skills, primarily
auditory and visual. The loss of auditory acuity has been associated with
paranoia in many stages in the life span, including the aged. Hearing loss is a
very frequent problem in late life. Consequently, the elderly person is
vulnerable to misinterpretation of communication, and this failure to interpret
properly is easily projected onto others. 


In dealing with the increasing suspiciousness of an elderly person,
the astute clinician will utilize a number of relatively simple techniques that
are of considerable value. Obviously, the use of a hearing aid is of
importance, but, in addition, when communicating with a person with a hearing
defect, it is essential that both the speaker and the listener have eye
contact. This can be encouraged by touching the elderly person when he is
addressed so that he turns toward the speaker. The subject of the statement
should be clearly stated, for example, “I want to talk with you about your
daughter.” The speaker must carefully observe the person for what he appears to
misunderstand. The speaker should not hesitate to repeat without apology. In
the presence of an elderly person, the speaker should avoid making side remarks
in a low voice. Also, excessive background noise can severely interfere with
the ability of the older person to understand. Perception defects are not the
only problems for the suspicious older person. If an older person is moved from
one living area or residence to another, it is advisable to attempt to arrange
the bedroom in a manner that is as similar as possible to that previously
occupied. An older person with loss of some cognitive skills should be assisted
in becoming familiar with the location and characteristics of the toilet and
kitchen facilities. Attention to this type of procedure can reduce considerably
anxiety and paranoid ideation. 


The loss of ability to convert short-term memory to longer-term
memory and a decline in level of alertness are often associated with difficulty
in locating objects and the subsequent suspicion that the object was
intentionally moved or taken by someone. In such a situation, if possible, the
family or staff should remain with the older person to assist in the search for
the lost object. When the object is found, the person will often say, “Now I
remember where I left it.” Seeing the object in place in the proper
surroundings is important to such recall. If this is not done, the person may
continue to be suspicious. 


Transient paranoid reactions may be associated with hallucinations,
both visual and auditory, and although paranoia is widespread, the reaction can
be frequently precipitated by a major change in life-style. It appears that
this reaction is more likely to occur in the older person who has preferred
relative isolation but finds this pattern suddenly disrupted. The therapeutic
approach may include pharmacological treatment but centers upon the reinstitution
of the life-style preferred by the individual. 


Paraphrenia, that is, late onset paranoia without evidence of prior
paranoid reactions, and paranoid schizophrenia of late onset are difficult to
distinguish. Kay and Roth believe they can be distinguished, particularly by
identifying the presence of those attributes of schizophrenia which interfere
with cognitive skills. Regardless of the difficulty of separating these two
possible paranoid conditions, the prognosis is not particularly encouraging in
spite of the utilization of a protective environment and psychopharmacological
agents. 


 Hypochondriasis  


Hypochondriasis is one of five diagnostic entities that are included
under the category Somatoform Disorders. These DSM III disorders have in common
a symptom or symptoms that suggest organic physical illness, but for which
there is no discernible organic explanation. In addition, there is evidence
that the symptoms are linked to psychological factors. The symptom formation is
largely unconscious, which distinguishes it from factitious disorders.
According to the 1980 revision of DSM-III there are four diagnostic criteria
for hypochondriasis: 


A) The
predominant disturbance is an unrealistic interpretation of physical signs or
sensations as abnormal, leading to preoccupation with the fear or belief of
having a disease. 


B) Thorough
physical examination does not suggest the diagnosis of any physical disease
that accounts for the physical signs or symptoms. 


C) The
unrealistic fears or beliefs of having a disease persist despite medical
reassurance and cause impairment in social, occupational, or recreational
functioning. 


D) The
hypochondriacal preoccupation is not due to schizophrenia, affective disorder,
somatization disorder, or anxiety disorder. 


Two closely related diagnostic categories are Psychogenic Pain
Disorder and Atypical Somatoform Disorder. The former is associated with severe
and prolonged pain. Although primarily attributable to psychological factors,
it is recognized that there are incidences “in which there is some related
organic pathology. The complaint of pain is grossly in excess of what should be
expected with such physical finds.” The existence of organic pathology is
particularly pertinent to the hypochondriacal reaction in the elderly. This will
be elaborated. Atypical Somatoform Disorder is considered to be “a residual
category.” An example of a case that would fit this classification is an
individual who is preoccupied with some imagined defect in physical appearance.
Such atypical disorders are rare. 


Clinical experience and a number of studies indicate that
hypochondriasis is prevalent in late life, is more frequent among older women,
and is associated in many instances with depression. Hypochondriasis in late
life is complicated by the fact that many elderly patients do have evidence of
chronic physical disabilities, and although their complaints appear to be
grossly exaggerated, the actual existence of organic problems cannot be
dismissed. Of particular importance to the clinician is the recognition that
the hypochondriacal individual who is given attention on an outpatient basis is
much more likely to respond to therapy than a patient who has been hospitalized
because of persistent physical complaints. It appears that hospitalization increases
resistance, as the patient is convinced that an organic explanation must exist
and that the actual cause of the disorder has been missed by the examiners. 


It is believed that an older person is particularly vulnerable to
hypochondriasis not only because of chronic disease and biological age changes
but also because of economic insecurity, the loss of a meaningful social role,
and a fear of decline in mental functioning. Consequently, although escape from
a personal failure or threatening circumstance into “the sick role” is
available at all ages, it seems to be particularly frequent in elderly persons.
The escape into “the sick role” by the hypochondriacal elderly person can be
successful for varying periods of time; that is, the elderly person is permitted
to become more dependent, expectations are decreased, and the previous loss of
self-esteem is restored to some degree. Unfortunately this status quo does not
persist indefinitely, as family members and associates usually recognize that
an organic illness is questionable or nonexistent, and their attitudes towards
the “sick person” begin to change. Most normal individuals at some time during
their lives have “played sick” to avoid trouble. Most well-adjusted people,
however, consider this type of defense an immature one, and when it is
recognized in others, tolerance of such a person decreases. Recognition that
the excuse of illness is physically unjustified makes many people, including
physicians, feel that they are being exploited. Four psychological mechanisms
play a major role in the dynamics of hypochondriasis: (1) withdrawal of psychic
interest from other persons or objects and a redirection of this interest on
one’s self, one’s body and its functioning; (2) a shift of anxiety from a
specific psychic area to a less threatening concern with bodily disease; (3)
use of a physical symptom as a means of self-punishment and atonement for
unacceptable, hostile, or vengeful feelings towards persons close to the
individual; and (4) an explanation for the failure to meet personal and social
expectations. These primary mechanisms are reinforced by a secondary gain, and
that is that the person for varying periods of time receives increased
attention and sympathy from friends and health care providers. An awareness of
these mechanisms makes the patient’s complaints more understandable and
contributes to the development of any meaningfully designed treatment approach.
For example, retirement may produce a loss of a meaningful social role. This
partial isolation permits the individual to focus increased attention upon
normal bodily functions. Such a person can easily become preoccupied with
gastrointestinal functioning. 


Because hypochondriasis is influenced, if not precipitated, by
social stress, it is important to realize that hypochondriasis, as well as
other psychoneurotic reactions of the elderly, is not infrequently fortuitously
alleviated by changes in the environment. For this reason, longitudinal studies
confirm the fact that psychoneurotic signs and symptoms can come and go over a
period of time. The exacerbations and remissions are largely determined by an
identifiable constellation of life events. Furthermore, some individuals tend
to react to stress in a habitual manner. There are some individuals in whom the
hypochondriacal pattern dominates, while in others a depressive attitude is the
major factor. In general, the hypochondriacal elderly person is more likely to
be a female of low socioeconomic status with little change in her work role and
with patterns of social activity that are not conducive to a good adjustment.
Such an individual, because of a number of factors, is placed in a situation
where criticism is the rule, and appreciation and work satisfactions are
absent. This is compounded by the loss of rewards from the restricted social
activity. 


In contrast to the hypochondriacal elderly person, there are those
individuals who utilize a neurotic mechanism of denial; that is, they fail to
deal realistically with important physical diseases. This type of person, a
persistent optimist, is more likely to be a male. The physician should not
confuse denial with courage, as the courageous person does have a realistic
appraisal of the situation. The older male who is likely to utilize denial is
often a lifetime achiever from a higher economic status who is not burdened
with financial losses but has utilized the work role as a major, if not the
sole, source of self-esteem. This person is vulnerable in that at some point
the denial mechanism breaks down and the existence of a serious physical
illness can no longer be ignored. At that point, the person can become
seriously depressed. 


 The Treatment of Hypochondriasis  


The treatment approach which will be described in some detail was
originally developed by Busse and coworkers in a special clinic for such
patients in a university medical center. In the years since the development of
this treatment approach, it is of particular interest to note that the
precipitating social stresses have changed, and it is possible that other
factors such as the law prohibiting mandatory retirement will have impact upon
this reaction. Experience continues to demonstrate that the therapeutic
approach has considerable merit. Beginning these therapeutic techniques prior
to clear establishment of the existence of hypochondriacal reaction is in no
way detrimental. In fact, it usually strengthens the patient-physician
relationship. 


There are a few techniques utilized by health professionals which
are of doubtful value in dealing with the hypochondriac. For example, it is
usually believed that a patient has the right to have a full explanation of his
medical condition. The truth of this cannot be denied, but one also has to
recognize that it must be approached with considerable skill. For example, if
the physician finds that no organic explanation for the patient’s complaints
can be found, the patient has the right to know this. But if the explanation is
stopped at this point, the patient is suddenly deprived of a psychological
defense that was necessary for maintaining self-esteem. Patients may react
quickly and hostilely. Therefore, it is essential that the physician combine
the explanation with a reassuring and supportive statement, such as, “I realize
that you have considerable discomfort, and I am willing to continue to work
with you.” 


For the hypochondriacal person to continue to live with his family
and in society, his psychological defenses must be maintained until more
reasonable defense mechanisms can be put in place. Initially it is particularly
important for the physician to convey to the patient that he is considered to
be sick and that he deserves medical attention. In the early therapeutic
contacts, it is most unusual for a hypochondriacal patient to be capable of
dealing with personal adjustment problems that may appear simple to the
physician. The patient is only able to deal effectively with emotionally
charged problems after the therapeutic relationship is established. 


The hypochondriacal person usually wants relief from his complaints,
and he expects the physician to provide it. If the physician does not do so, he
will turn to other sources for relief. Therefore the physician often must
comply with this expectation. The patient may be given actual medication or a
placebo. 


The physician must be careful to avoid utilizing any medication that
is likely to produce side effects since this would only complicate an already
confused picture. Particular attention must be given to the avoidance of drugs
that have been used previously by the patient without success. The drug or
placebo must be given in an assured manner since hypochondriacal patients are
alert for any expression of doubt on the part of a physician. There is a degree
of deception in utilizing medication or a placebo but its value cannot be
ignored. The placebo technique has symbolic value and it contributes to a good
patient-physician relationship. It also is possible that in certain
hypochondriacal elderly patients who are exaggerating an organic disorder,
appropriate medication may reduce the disrupting stimuli. A hypochondriacal
complaint is a distress signal, and the patient’s anxiety may be reduced and
his self-esteem increased by knowing that a highly regarded professional person
is “taking care” of him. Thus, the placebo (Latin for, “I will please”) can
symbolically represent security and satisfaction to the patient. Although the
use of medication can to a limited degree be useful, surgical procedures should
be avoided. The physician cannot afford to give in to the hypochondriacal
patients who request exploratory surgery. Experience has proven that
postoperatively the patient is likely to be worse rather than better, and the
resistance to psychological insight is dramatically increased. 


 Sleep  


 Normal Sleep in the Aged  


Obrist believes that changes in all night EEG sleep patterns are
among the most sensitive age-related physiological variables. Although there is
considerable individual variation, overall sleep becomes more fragmented in the
elderly, and awakenings during the night are longer and more frequent. This is
associated with a marked reduction in stage 4 (high amplitude slow waves), and
a moderate decrease in the amount of time occupied by rapid eye movement (REM)
sleep. In addition, there is a significant decline in the number of 12-14
cycles per second spindle bursts, which are replaced by lower frequency
spindle-like rhythms. Feinberg reported that the amount of REM sleep correlates
well with performance scores on the Wechsler Adult Intelligence Scale in both
normal elderly adults and in groups with evidence of organic brain disease.
Later Feinberg reported that intelligence also correlated with the reduction in
the number of spindles. 


The sharp decline in stage 4 requires further study. Stage 4 is
somewhat like REM sleep in that in normal young subjects following stage 4
sleep deprivation there is a compensatory increase in subsequent sleep. Hence,
it is assumed to have a biologic function that is altered by the aging process. 


 Sleep Disorders  


According to a government report, 50 million Americans have trouble
sleeping during any given year. Furthermore, in one year, 10 million Americans
are sufficiently concerned regarding their sleep that they consult a physician.
Of these, 5 million get sleeping pill prescriptions (33 million sleeping pill
prescriptions are given out per year). Although the majority of patients with
sleep disorders experience other difficulties such as pain or insomnia, the
government report suggests that 15 percent of the 5 million regular sleeping
pill takers are chronic insomniacs with no apparent underlying disorder. Hence,
the insomnia is the primary problem. 


Busse and coworkers found that in a group of subjects over the age
of sixty, 7 to 10 percent use sleeping pills habitually. Although the subjects
were apparently well adjusted and living in the community, 20 to 40 percent use
sleeping pills on occasion. Pain, particularly that from arthritis, is a common
contributor to insomnia. In elderly subjects who were free of physical pain,
those who used sleeping pills excessively were found to have many other
neurotic complaints and to be poorly adjusted socially. 


Sleep requirements and sleep patterns of the elderly are different
from those found in early and middle adult life. On an average, the elderly
need less sleep. The requirement for sleep in the human appears to decrease
gradually over the entire life cycle. Many elderly report that they require
less than seven hours of sleep per night. It is possible, however, that there
is an alteration in sleep distribution, as some healthy older people will nap
fifteen minutes or more several times during the day. The sleep of the elderly
is lighter and is associated with more frequent awakenings during the night.
Nocturia from prostatic hypertrophy in males contributes to increased
awakenings. In normal elderly people, sleep awakenings are increased and
prolonged. Also early morning awakening is not unusual. Many elderly people do
not understand this physiological alteration in their sleep and become very
concerned that they are sleeping poorly and that the condition will lead to
serious illnesses. Such lack of information can be easily corrected and this
correction will be of considerable help to many of the elderly. 


 Treatment of Sleep Disorders  


A program of good sleep hygiene is a first step in dealing with
sleep disorders in late life. Exercise in the afternoon or early evening
appears to aid sleep, but exercise two hours before retiring should be avoided.
A cool rather than a warm room is often conducive to sleep as is a light
bedtime snack. Regularity in retiring as well as arising in the morning appears
to strengthen the normal sleep cycle. More than one brief nap in the early
afternoon is to be avoided. The prolonged use of sedatives and hypnotics can
result in many complications. Many of these drugs lose their potency,
particularly the barbiturates. Flurazepam (Dalmane) and glutethimide (Doriden)
are widely used. Chloral hydrate continues to be of value since tolerance and
addiction to it are rarely a problem. 


 Alternatives to Institutionalization  


The claim is often made that an expanded home-care program including
adult day-care facilities would be less costly than the current organization of
long-term care which is heavily dependent upon nursing home care, hospitals,
and other long-term facilities. Most studies attempting to resolve this problem
are focused upon home care, rather than nursing home care, as an alternative to
hospitalization. In this type of study, the home-care programs are clearly more
cost-effective. Furthermore, previous reports indicated that home-care programs
can decrease institutionalization. In contrast, a recent study concludes that
day-care services for the elderly may not be cost-effective or prevent eventual
need for nursing home care. These studies suggest that persons using day-care
programs do not substitute them for other Medicare provided services. Rather
they are used as an additional service. However, homemaker services seem to
improve the quality of life. The persons who received homemaker services
appeared to be more content and lived longer than those who did not receive the
services. Curiously, those who received homemaker services showed a higher
hospital use rate, and this may be the factor influencing the longer life. 
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CHAPTER 27 

ART THERAPY  


 Carolyn Refsnes Kniazzeh  


In its development over the past four decades, the field of art
therapy can be likened to a spectrum of colors, with each color representing a
different facet of the discipline in its relationship to mental health and
medical settings, to education, and to community programs. There are also
spectra within spectra: for example, different philosophical and psychological
orientations; various methods geared toward adults, adolescents, children, the
elderly, the emotionally disturbed, mentally retarded, and physically
handicapped; and applications with children with exceptional needs and learning
disabilities in public and special schools. 


Because the full spectrum of art therapy is too vast to be fully
covered in one chapter, only dynamically oriented art therapy will be presented
here (other approaches will be summarized in the conclusion). Dynamically
oriented art therapy is the oldest movement in, and the source of many of the
directions of, art therapy. It should be of interest to readers in psychiatry
and related professions because it originated in both psychiatric and
educational settings. It offers versatile methods that can be adapted to all
ages and populations, to people with most types and degrees of disturbance and
disability, and to a great variety of settings and purposes. 


The essential feature of dynamically oriented art therapy is free
art expression. The role of the art therapist and his methods are designed to
cultivate individual expression in art and to turn this to therapeutic
advantage through the healthy, ego-building experience inherent in the artistic
process and through the communication, both nonverbal and verbal, that art
inspires. One or both aspects of such therapy may be emphasized in work with
groups or individuals. 


Art therapy is at once a profound and practical form of treatment.
It can be done in simple ways that are cost effective in many kinds of
settings, both private and public. It provides opportunities for deep therapy
or evaluation in one or few sessions, when other intensive therapies may be
limited or not feasible, as is increasingly the case in many institutions. In
settings that emphasize intensive treatments, art therapy contributes to
evaluation and treatment in ways that enhance the work of all the staff. 


 Art in Related Disciplines  


The literature in psychology, psychoanalysis, psychiatry, education,
art, and philosophy reveals that interest in art as clinical phenomena began in
the early 1900s and continues to flourish. Sigmund Freud’s analysis of movement
in Michelangelo’s sculptured figure of Moses and his subsequent speculations on
the unconscious fantasies and early childhood experiences in the paintings of
Leonardo da Vinci are prototypes of the psychoanalytic approach to art.
Fundamental theories of the unconscious, the mechanisms of primary process and
dream work, and the methods of associative interpretation have fashioned a
plethora of studies and approaches to art and creativity, all of which have
greatly influenced art therapy. In 1914, Freud expressed both the fascination
and puzzlement that art poses: 


Precisely some of the grandest and most overwhelming creations of
art are still unsolved riddles to our understanding. We admire them, but we are
unable to say what they represent to us. ... In my opinion, it can only be the
artist’s intention, insofar as he has succeeded in expressing it in his work
and in conveying it to us, that grips us so powerfully. I realize that it
cannot be merely a matter of intellectual comprehension; what he aims at is to
awaken in us the same emotional attitude, the same mental constellation as that
which in him produced the impetus to create, [pp. 257-258] 


Carl Jung used art from many eras as cross-cultural evidence for his
theoretical formulations on symbolism. Hans Prinzhorn first published his
remarkable collection of art by the mentally disturbed in 1922, describing and classifying
the styles along phenomenological lines. At the same time, Oskar Pfister
explored expressionism in art, employing it as an integral part of the
treatment process. 


In the 1940s, psychologists Anne Anastasi and John Foley collected a
vast number of art works and data from some 200 hospitals across the United
States in one of the earliest and largest research projects to classify and
compare characteristics of form and content in the art of patients. In 1947,
Rose Alschuler and LaBerta Hattwick compiled a two-volume study of style and
motivation in children’s art. 


In the 1950s, contributions of psychoanalytic ego psychology,
especially by Ernst Kris, Heinz Hartmann, Felix Deutsch, and others explored
the role of instinctual drives in sublimation, as well as studying unconscious
symbolic processes and facets of motivation that are more pertinent to art
therapy than to verbal therapies. 


In the 1960s and early 1970s, D. W. Winnicott brought into focus
still another valuable theoretical dimension for art therapy by showing the
relation of creative abilities to fantasy and play and how these develop in
childhood in response to early object relations. 


In 1976, Silvano Arieti brought a major review and synthesis of
psychoanalytic thought to the understanding of creativity and creative
individuals that is especially useful to art therapists. 


In the past fifty years there have been countless case studies using
art. Works by Marguerite Sechehaye, Gustav Bychowski, Wilfred C. Hulse, and
Harry B. Lee are only a few examples. Marion Milner’s The Hands of the Living God presents a case of twenty years
duration in which art was an integral part of the psychoanalysis of a
schizophrenic woman, whose improvement was carefully documented. 


Projective psychology has developed concurrently from the early
1900s through the present, utilizing visual stimuli to elicit projections of
personality organization. Such data was often interpreted in a psychoanalytic
context. Some methods pertinent to art therapy are: Rorschach (early 1900s),
Henry A. Murray’s Thematic Aperception Test (1938), J. N. Buck’s House-Tree-Person
Test (1948), Karen Machover’s Draw-A-Person Test (1949), and Emanuel F. Hammer
(1958) and E. M. Koppitz on the evaluation of children’s drawings (1968).
Because of its systematic research methods, projective analysis offers valuable
contributions to graphic interpretation. Art in art therapy should not be
viewed simply as another projective technique. It is not done in the highly
controlled manner necessary to testing or research; consequently artwork in art
therapy is often a more highly developed and richer form of expression. 


 Pioneers of Art Therapy  


During the past four decades the founders of art therapy have drawn
on diverse sources as they molded the discipline. In the 1940s, Margaret
Naumburg began developing theories and methods for using spontaneous art as a
modality in psychoanalytically oriented art therapy, first with
behavior-problem children at the New York Psychiatric Institute and later in
individual art therapy with adults. Her premise was that spontaneity in art
elicited feelings and fantasies not so readily expressed in words. The meaning
of art was explored, as in psychotherapy, using the interpretations and
associations of the patient. The important aspect of the art was its content
and the insight it permitted into unconscious dynamics. An extensive review of
the psychoanalytic literature of art appears in her book Schizophrenic Art and an extensive bibliography in her Psychoneurotic Art. Principles of
Dynamically-Oriented Art Therapy sums up decades of her work and considers
many professional issues of the field. 


Naumburg first employed spontaneous art as a means of progressive
art education in the early 1900s at the Walden School in New York. Her sister,
Florence Cane, an artist and art educator, developed a method of art teaching
based on freedom of expression. Some of her major contributions were the
development of rhythmic exercises to overcome tensions and inhibitions, and the
scribble technique to release the imagination and spark creative
experimentation in images and art forms, both of which have become frequently
used procedures. It was Naumburg, however, who first recognized and rigorously
applied spontaneous art as the projection of unconscious imagery in
psychotherapy, a standard method in the field today. 


Like the opposite side of a coin, another fundamental approach in
art therapy emphasizes the activity of art as well as its content. Edith
Kramer, during her twenty-five years of working with disturbed and delinquent
children, developed a method of art therapy for groups and individuals
utilizing the therapeutic benefits of creative activity, both self-expression
and sublimation. Because art is a technique to aid communication with children
whose ability to talk is generally limited, Kramer emphasized freedom of
expression and the development of artistic skills, using the illuminations of
the pictures in diagnosis and treatment. At the same time, she developed as a
part of treatment the ego-building elements of creative activity, so important
to growing children. She stressed the integration process in creating art
through which the child finds new outlets for feelings, impulses, and tensions,
and which offers new ways of resolving emotional conflicts through catharsis
and sublimation. 


Elinor Ulman, as a practitioner of art therapy for ten years in a
large municipal hospital, integrated features of Naumburg’s and Kramer’s
approaches in a method for adult patients. As founder and editor of The Bulletin of Art Therapy in 1961, the
first professional journal in the field (now called the American Journal of Art Therapy), she has been a major force in
delineating and maintaining the identity of art therapy as an emerging
profession in the midst of more established helping professions. She has
defined the arts as “a way of bringing order out of chaos—chaotic feelings and
impulses within, the bewildering mass of impression from without... a means to
discover both the self and the world, and to establish a relation between the
two.” She defines therapy as “procedures . . . designed to assist favorable
changes in personality or in living that will outlast the session itself.” 


Ulman, together with psychologist Bernard I. Levy, have done basic
research in art therapy in the assessment of graphic form and expression. These
are among the few studies in art therapy research that try to take into account
the expansive meaning of art while meeting the requirements for controls and
objectivity in science. Ulman has devised a brief and effective method for
assessment of personality using a series of unstructured and semi-structured
(scribble) drawings. 


Hanna Yaxa Kwiatkowska was the innovator of highly specialized
techniques of evaluation and therapy in the use of art with families. This work
was part of a large, ten-year research project in family treatment in the 1960s
at the National Institute of Mental Health. 


 Art in Therapy and Evaluation  


From the beginning art therapy has been a synthesis of disparate
disciplines in both the arts and various psychologies. Like psychiatry,
psychoanalysis, and clinical psychology, it was born in response to troubled
people who needed help, help derived from and dependent on communication. Art,
an age-old form of expression, thus became a natural alternative or supplement
to communication in words. Those who initiated the uses of art therapy inevitably
worked in the context of the already developing disciplines for understanding
and treating the array of human troubles. 


The uniqueness of art therapy lies in the nature of art and in its
concern with the artwork and the art making as the source of therapy. Of the
many definitions of art, Susanne Langer’s assessment comes closest to
suggesting the intrinsic goal of art therapy. She says, “All art is the
creation of perceptible forms expressive of human feeling.” Art therapy,
however, is not concerned with art in its aesthetic dimension, neither in
traditional nor more recent modes. “Art” has always been a generic term that
includes efforts by the great masters as well as the art of the general
populace—that done by amateurs, children, or naive practitioners. While persons
in art therapy occasionally produce art of a high order, the art therapist is
concerned with the art maker’s cultivating personal expressiveness rather than
perfecting artistic techniques or skill. 


Even the most simple, primitive work, if it is expressive, has
something interesting, possibly pleasing, compelling, something of art about
it. If it conveys feeling or inner experience that cannot be expressed in other
ways, it has meaning; it may have impact and power while expressing uniqueness
and personality. The distinction between expressive and aesthetic power can be
left to the aestheticians. 


Art therapy embraces the continuum from the simple or limited to the
great in art. It does not preclude the aesthetic that may occur and may even be
promoted through the emphasis on expressiveness. But it is the many other
elements in art that are the key; and the artistic at times may be sacrificed
for the stereotyped, the defensive, even the unexpressive, if considered more
conducive to well-being. 


The de-emphasis of the aesthetic aspect notwithstanding, the
cultivation of art is the primary concern in art therapy. For the purposes of
art therapy the pursuit of art means the cultivation of expression that springs
from a unique inner need or desire within the art maker. It takes a particular
form special to each individual and it may exist in each and every person,
generally going unrecognized. 


The pursuit of art is not therapy in itself, although art is
gratifying and its pursuit can be turned to therapeutic purpose. In art
therapy, many elements of art are used to help people. For example, art can
restore and develop: (1) basic functions of expression, communication, and
understanding; (2) mental abilities and manual skills involved in organization
and integration inherent in artistic processes; and (3) ego processes important
to mastering feelings, impulses, and conflicts. All of these therapeutic
features of art are contingent upon expressiveness. 


The role of the art therapist and the basic art methods are designed
to elicit individual expression. Art methods can be simple. The most basic and
easiest ways of drawing, painting, collage, and clay sculpture will suffice.
Style—whether traditional, representational, or abstract—may be left to the art
maker’s choice. Creativeness or expressiveness is more likely to be brought
about through indirect means than by direct attack. If the untrained person
lets himself go a little and just plays with the paint, he may discover himself
experimenting with an image or a design uniquely his, or, if not unique, then a
common image done in his own way. If it comes from within himself, it will not
be beyond his skill, it will not be frustrating. Inspiration starts as a moment
of small invention and grows when nurtured. Encourage the art maker to tinker
with his own devices, to doodle, to play with scribbles or whatever he wants,
provide structure if needed, and he will find what interests him in imagery or
design. He will discover his own style. When his artwork is accepted on his own
terms and not in relation to some grander external expectation of art or
therapy, he will come to accept himself and find the real gratification of
creative work. The role of the art therapist involves positive expectation and
usually nondirective instruction to generate the art maker’s initiative. How
the art therapist does this is in itself an artistic and intuitive skill
prerequisite to the profession. It is as important and as difficult to
communicate as empathy. 


A variety of media should be available for the art maker’s choice.
He should have access to pastels, poster paints, acrylics, charcoal, clay,
colored papers and fabrics for collage, and magazine photographs for montage.
There should always be concern for the danger of media and techniques becoming
empty gimmicks, such as hasty scribbles or squiggles that are not developed
into formed expression. Techniques such as cork or potato prints provide quick
and slick results. They do not yield themselves to personal expression but force
the art maker into the mold of the medium. Materials are best that require the
individual to make his imprint on them and with them, that yield to the
impulses of the art maker even before he knows clearly what his inclinations
are. 


The art therapist with such media fosters experimentation, which
then elicits images and ideas before they are thought out. This is the essence
of spontaneity in art; it allows the untrained and unskilled person to come
quickly into expressive artwork. Spontaneity and inventiveness can be
encouraged in structured as well as unstructured methods. Structuring may
entail suggesting the medium, subject, or intent, while an unstructured
approach usually implies a greater degree of freedom for the art maker. Some
people respond more readily to structured modes, while others flourish in the
opportunity for autonomy. Each approach has its place, and the selection
depends first on the needs of the art maker, then on the therapeutic style of
the art therapist and on the goals of the art therapy. 


Art has already been spoken of as the expression and integration of
inner experience in visual form. Going further: Art is a visual phenomenon that
has both content and formal properties or style. Content refers to what is expressed and style refers to
the means of expression. These are
not really separable entities but two facets of the artwork. 


Content in art has its roots in feeling and fantasy, both conscious
and unconscious. Art derives its symbolizing power from the capacity of the
image to combine, condense, and substitute disparate feelings, ideas,
qualities, time, space, and objects. These attributes permit the simultaneous
expression of multiple, sometimes contradictory, meanings, which creates the
ambiguity essential for the visual image both to reveal and conceal. It is this
paradoxical process of revealing and concealing that permits the art to bring
to light the hidden or unacceptable feelings that are not so readily accessible
in words. 


The province of fantasy and dreams has already been explored by
psychoanalysis, psychology, and literature, providing art therapy with many
suitable methods to approach the meaning of feelings, fantasy, conflict, and
psychodynamics in the imagery of art. For purposes of evaluation or therapy,
exploration can be done in a limited way with individuals in the context of the
art group, or more extensively in occasional individual sessions (see cases 1,
2, and 3), or with the entire group together using techniques of group process.
Intensive exploration of art is done using psychotherapeutic techniques in
individual art therapy (see cases 4 and 5). Case illustrations show how the
content of art is approached through the associations and interpretations of
the art maker, his history and present circumstances, both in groups and
individual art therapy. 


Compared to content, the province of form, or the means of
expression, is relatively uncharted territory in psychology and psychoanalysis.
It may be because form is more difficult to interpret than content, since the
elements in form—line, color, tonalities, space, rhythm—have meaning only in
abstract terms of structure; for example, as tones in music. Given the
interdisciplinary nature of art therapy, its foundation in art and psychology,
the art therapist has a dual perspective: he combines the eye of the artist,
art historian, art critic, the trained objective eye to perceive form with the
eye of the psychodiagnostician. Such combination gives the art therapist a
unique cross-referencing of viewpoints that yields new insights into the art
and the person. In looking for the determinants in style of visual forms, three
general areas emerge: (1) the form of art reflecting style in behavior and
personality (see cases 1, 2, and 3); (2) the relation of artistic style to inner
impulses, including the modes of expressing impulses (see cases 2 and 3) and
modes of containing or defending against impulses (see case 1); and (3) the
reflection of mood or psychodynamics in form (see cases 1, 2, and 3). Sometimes
the art maker can shed light on this, but the inquiry should not become an
intellectual exercise, or spontaneity will evaporate. 


The issue of interpretation is always fundamental in art therapy,
whether dealing with content or form. There are two ways to approach the meaning
of art: first, from the point of view of the art maker, using his
interpretations; and second, from the point of view of the art therapist, the
reactions of the viewer. The first approach, the interpretation of the art
maker, has the advantage of eliciting documentation from the originator of the
art and avoiding the pitfalls of projections and speculations of the art
therapist. Some art therapists consider the projections of the art maker as
pitfalls to be circumvented and prefer the educated interpretation of the art
therapist. In either case, one of the unique values of art is its function as
nonverbal communication. It conveys things the art maker cannot speak about.
This means that the second approach, the trained, empathic response of the art
therapist/viewer is essential, whether using the art maker’s interpretation or
not. Difficulties here involve understanding the seemingly inscrutable nature
of the abstract formal elements of art and documenting the relationship between
the manifest expression in the art and the vast reservoir of meaning to the
person who made it. As in dream interpretation, sound inference and intuition
are paramount, reinforced with rigorous questioning. One must always keep in
mind Freud’s observation on the nature of art: The art maker’s aim is to awaken
in the viewer the same emotional attitude, the same mental constellation that
moved him to create. 


Interpretation serves a vital function in art therapy beyond
providing the understanding of the art. The process of interpretation, the give
and take between art maker and therapist, forms the very structure of the
therapeutic alliance through which understanding and help transpire. This
involves both the transference (the art maker’s feelings projected onto the art
therapist, which may or may not be interpreted) and the realities of the
relationship (see individual art therapy case 4). The way the art therapist
relates—chooses how and what to say—determines the acceptance of and response
to the art on all levels, explicit and implicit (see cases 4 and 5). In
summary, the two main concerns in art therapy are the cultivation of the art
maker’s individual expression in his art and the recognition and response to it
by the art therapist. 


Both the artwork and the art making are sources of therapy, and one
or both avenues may be emphasized. One therapeutic facet is the personal
imagery in art that functions as another medium of communication, enabling the
art maker to express deeper levels of experience in art than in words.
Exploration leading to insight involves both the art maker’s and the art
therapist’s interpretations. The art maker may simply talk about his pictures,
his troubles, or explain the meaning of his images. The art plays a crucial
role in helping the art maker work on difficult issues. How this is done is
always a highly individual matter, as will be seen throughout the case
vignettes. 


Another therapeutic facet of art is the creative activity of art
itself, which is beneficial, partly through catharsis and the complex process
of sublimation. Catharsis involves the direct expression of impulses in art
finding relief through this ventilation and through sharing the feelings with
the art therapist. This is thought to be an ego-building experience in that it
aids the art maker in relieving tensions and restoring balance, all in the
context of making the gratifying artwork (see case 3). The process may also
work when the art is not gratifying. 


Sublimation is the more complex therapeutic aspect of creative
activity in art therapy. The dictionary defines “sublimation” as “the complex
process of expressing socially unacceptable impulses and biological drives in
socially acceptable forms such as art.” Because of the essential relation of
artistic expression to deep inner experience and inner forces, art is an
age-old function leading to restoration and health. In the literature of
therapy using art, cases reveal how art serves as an appropriate outlet for all
kinds of unacceptable, intolerable, unspeakable feelings and impulses, allowing
direct expression, as in catharsis, or providing mitigating forms of disguise
and substitution through sublimation. Creative activity itself channels and
transforms destructive and other impulses into constructive expression and
form. The integration inherent in art aids in resolving conflicts,
reintegrating feelings, and restoring and expanding ego function (see cases 1,
2, and 3). Both through symbolic transformation (see case 1) and in the
transmutation of impulses (see case 3), disruptive feelings are expressed,
contained, re-assimilated, reintegrated—allowing the art maker to resolve and
move beyond his trouble. This can happen whether verbally acknowledged or not.
Powers of the ego are asserted and developed as the art maker experiences new
ways of expressing and coping with his conflicts. Often the artwork appears as
an island of healthy activity amid a sea of trouble (see case 3). All this
accounts for the joy and deep gratification of creative work, which is a
therapeutic balm in itself. 


As in other therapies, changes of deep nature may appear to occur in
art therapy and may or may not last, or may not even be known. Deep-seated and
complex changes may be difficult to document. The artwork serves as a lasting
document both for the art maker and for the art therapist, illuminating the
issues in therapy and the changes broached. Art and art therapy provide many
avenues and means for change and for therapeutic work of a deep nature outside
the traditional verbal therapies. 


 Case Illustrations: Art Therapy Groups with
Adults  


Several examples illustrate different features of art in therapy in
groups at a large psychiatric hospital and in the acute inpatient service of a
general hospital. People with different kinds and degrees of problems are
included and are described in terms of human problems and conflict rather than
in terms of diagnostic categories. 


The art groups met once or twice a week for two hours over a number
of years. People came by referral or at their own request. They worked
individually in the context of the group where they could choose to work off to
one side by themselves or to join a small group around a large table. There was
opportunity and encouragement to talk with the art therapist and among
themselves, but there was no regular group discussion. Art therapy groups can
emphasize group process, but these groups did not. Individual interviews were
available to provide confidentiality for more extensive exploration than was
possible within the group. The need for silence was always respected. It was
found that there could be too much emphasis on talk and this could shift the
energies from the creative work and the art to verbal exploration, which then
could interfere with the therapeutic purposes of the art. 


Case 1: Abstract Symbolic Imagery 


This brilliantly colored pastel painting, titled “Thread of Life,”1 
was done by a woman in her early forties who was a mother and an able
laboratory technician, and had been hospitalized twice. Some years before, Mrs.
Roberts2 
had been a practicing artist, and she was now able to resume her artwork in the
art group. She developed an entirely new style in which she translated her
fantasies into elaborate geometric designs with remarkable spaciousness and
beauty. Each color and shape had a specific symbolic meaning that she described
in a poem. Green stood for the “earth mother,” drawn here in the form of the
“bridge of life,” stretching across the top to the cluster of “eggs and
embryos.” Black is the color of “death.” She pointed out how black outlines the
bridge and shoots into the eggs and embryos, conveying the paradox of death
involved in life-giving processes. Positive elements, she said, are represented
by red as “the red river of life,” which has to do with the “life blood” and
“sexual feeling,” and by yellow as “dynamic energy,” which is the powerful
spirit of certain people. In the midst of all this a large, “pink embryo” falls
down from the “bridge mother” into the “flat, neutral world,” implying the
danger and tenuousness of the “Thread of Life.” 


It was thought that sharing these feelings with the art therapist
through the symbolic medium of the picture and the poem were steps that
eventually helped Mrs. Roberts to approach these issues in talking with her
psychotherapist. She was able later to discuss the intense ambivalence, her
feelings and fears of dependence and abandonment, which troubled her
relationships with her mother, her family, and her therapist. She returned in a
few weeks to her home and full-time work. Art therapy continued for several
weeks. She continued psychotherapy some time longer and she was able to
maintain her artwork on her own. 



[image: Figure 27.1]

Figure 27-1. Thread of Life (pastel, 24" X 18")
Note : Refsnes,
C. C. A Presentation of Art Therapy. The Exhibition of Psychopathological Art,
IV World Congress of Psychiatry, Madrid. Catalog published by Boston State
Hospital and the Harvard Psychiatry Service of Boston City Hospital, 1966, p.
3. 




A high degree of sublimation occurred in this picture, both in the
energy manifested in this highly aesthetic abstract design and in the
transformation of inner experience and fantasy into the abstract symbolic
image. This style of imagery can be termed an “abstract symbol,” just as the
“Thread of Life” may be seen as a diagram of conflicts at the root of lack of
trust. The abstracting served both to express the feelings and to distill or
disguise them; that is, to make them remote and, therefore, perhaps more
tolerable. This example demonstrates the profound level of expression that can
occur simply and quickly in the practical setting of the art class. 


Case 2: Expressionistic Style of a Man with Neurotic Depression 


The artwork of a man hospitalized for depression over his impending
divorce provides a penetrating view of conflicts at a neurotic level and shows
the influence of psychodynamics in imagery and style in art. Mr. Farmer had
painted from photographs as a hobby. In the art class it was suggested that he
try drawing from his imagination by using the scribble approach, making a
scribble and drawing the images suggested by the random lines. He responded by
inventing a reversal of the usual procedure. With an idea in mind, he sketched
by scribbling lightly, “feeling out” by trial and error how to form his images.
This process enabled him to discover many unique compositions and resulted in a
free, vigorously expressionistic style. 


This man, in his mid-thirties, a college-educated father of four,
was a good provider, although his passive-aggressive conflicts had long
interfered with his work and marriage. In speaking about “The Family Portrait”
(figure 27~2a), he was openly critical and antagonistic toward his wife, who
was expecting their fifth child. The picture suggested his underlying
dependency needs as he portrayed himself grouped with all the smiling children
behind the mother holding the baby. The resemblance of the infant with its
old-looking face to his own portrait suggests his own infantile wishes, while
the broadly smiling faces of everyone appear to contradict the actual family
friction. The picture clarified his ambivalence by uncovering the positive
yearnings behind his overt hostility for his wife. 



[image: Figure 27.2a]

Figure 27-2a The Family Portrait (charcoal, 18" x 24")
Note: Refsnes, C. C. A Presentation of Art Therapy. The Exhibition of Psychopathological Art, IV World Congress of Psychiatry, Madrid Catalog published by Boston State Hospital and the Harvard Psychiatry Service of Boston City Hospital 1966, p. 7.




The imposing “Portrait of Father” (figure 27-2b) displays the
sensitivity of Farmer’s style and conveys a mixture of feelings for his father,
whom he outwardly venerated. He called him a “good man, honest, salt of the
earth,” and he felt he could not live up to him. How a picture can indicate
suppressed areas of concern is shown in the obscurity of the drawing of the
father’s arm. It looks like a raised fist and at the same time resembles the
form of the baby in mother’s arms (figure 27-2a). While he did not mention in
art therapy the beatings he endured from his father, Farmer was known to
inflict strict treatment and spankings on his own children. The ambiguity of
the arm and its similarity to the form of the baby suggested not only his early
fears but also his wishes for his father’s love. The exaggerated, enigmatic
smile masks the more threatening aspects of the father. The picture both
reveals and conceals the roots of Farmer’s conflicts. 



[image: Figure 27.2b]

Figure 27-2b. Portrait of Father (charcoal, 18" X 24")
Note:
Refsnes, C. C. A Presentation of Art Therapy. The Exhibition of
Psychopathological Art, IV World Congress of Psychiatry, Madrid. Catalog
published by Boston State Hospital and the Harvard Psychiatry Service of Boston
City Hospital, 1966, p. 7.




Intense feelings and impulses are released directly in this vigorous
mode of drawing, providing Farmer much cathartic benefit. At the same time, a
profound and complex integration of past and present experience occurred
through the processes of sublimation in these images. Alongside the
gratification of artistic work, this man found therapeutic value through the
communication of his art and the opportunities to talk about his pictures in
several individual sessions. 


Case 3: Literal and Expressionistic Qualities in Style of a Man
with Severe Character Disorder 


The last example from the art group demonstrates the efficacy of art
with a young man who suffered severe tendencies to slash himself. Mr. Bogard
was in his early twenties, married, and was hospitalized after the death of one
of his children. He had a long history of delinquency, drug and alcohol
problems, and scars bore witness to frequent episodes of cutting his arms and
throat. In the hospital he was able to restrain these impulses, and his
remarkable performance in the art group mirrored his great if transient
capacity for improved behavior on the ward. 


Mr. Bogard said that he had no previous experience in art, but
immediately displayed a talent for design and use of color. He worked with
ardor, producing a great variety of artwork, beautiful abstracts and images
that dramatically revealed the dynamics of his conflicts. 


One of his first pictures, “Razor Blade and Hand” (figure 27-33),
resembled his abstractions, but on closer scrutiny the outline of the giant
razor blade, the red hand (center), slash lines, sutured wounds and flames—all
of which he pointed out—can be discerned. He said the long black lines were
“just a screen to hide the meaning,” and then he said they were “slashes.” He
said the red across the bottom stood for “blood and anger,” the blue in the
background for “sadness” and the “peace and calmness of the Madonna.” Then he
talked of his cutting episodes, about the tension preceding his slashing
outbursts and the calmness afterward, and how the only way to find relief was
by cutting himself. Throughout the weeks of art therapy and other treatment,
his behavior greatly improved; he had a job in the hospital and helped out on
the ward. He drew as if he were channeling his destructive impulses into the
art by literally acting out the cutting with chalk on paper, finding relief
through catharsis and sublimation. It is tempting to view his intense art
activity as a constructive substitute for his self-mutilating impulses. 


While figure 27-3b, “Dear Mother,” may be considered less artistic
than his other pictures, the slashing lines shifting between the figure of
mother and his initials (he assumed the name of actor Dirk Bogard) dramatically
illuminate the source of his destructive and self-destructive impulses in his
conflicts over his mother who neglected him and his several siblings and
finally abandoned them when the patient was in his teens. His tone, “Dear
Mother,” was sarcastic, but it was obvious that he blamed her for his troubles.
The picture demonstrates the capacity of art to condense layers of meaning and
combine both the conscious and unconscious, the present and past, in imagery.
The image indicates the role of the fantasy of the all bad, threatening,
devouring mother in his episodes of self-mutilation. 



[image: Figure 27.3a]

Figure 27-3a. Razor Blade and Hand (pastel, 18" X 24")
Note: Patch, V. D., and Refsnes, C. C. “An Art Class in a Psychiatric Ward,” Bulletin
of Art Therapy, October 1968, p. 21.
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Figure 27-3b. Dear Mother (pastel, 18" X 24")
Note:
Patch, V. D., and Refsnes, C. C. “An Art Class in a Psychiatric Ward,” Bulletin
of Art Therapy, October 1968, p. 22.
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Figure 27-3C. The Suffering Christ (pastel, 24" X 18")
Note: Vernon, V. D ., and Refsnes, C. C. “ An Art Class in a Psychiatric Ward,” Bulletin
of Art Therapy, October, 1968, p. 22.




Bogard’s last picture, “The Suffering Christ” (figure 27-3C), revealed
the full scope of Bogard’s untrained artistic talent in both expressionistic
style and symbolic imagery. He spoke of conflicts over guilt and innocence,
saying, “Through religion, there is some good in me yet, some hope.” Juxtaposed
against the image of “Dear Mother,” the all bad, is the opposite extreme, the
image of Christ, the all good, symbolizing, for Bogard, a positive resolution.
The role of the fantasy of redemption through punishment, death, and
resurrection can be seen in Bogard’s self-inflicted martyrdom. Expressed in all
these pictures are the dynamics of frustrated dependence, anger, punishment,
and the wish for forgiveness—all reflecting early issues of separation and
fusion. These dynamics influence the style as well as the content of Bogard’s
art and are seen in the bleeding head with its crown of slash-like thorns
against a fiery sky. The pictures enable Bogard to reveal the depths of the
intolerable in his inner world and to communicate it in the vivid and
constructive form of art. The communication made possible through art gave him
considerable gratification and some insight, but the greater gratification was
in the artistic work itself and in the recognition by others and himself of his
real achievements. His newfound benefits in art and in the hospital job did not
last long, however, as Bogard abruptly left one night and did not return. 


 Case Vignettes: Individual Art Therapy  


Only in individual art therapy can art as a tool in psychotherapy be
fully utilized. Individual art therapy may be done in a mental health setting,
on an outpatient basis, or in private practice. In the latter, it is important
to establish the availability of medical or psychiatric consultation in case it
is needed. Additional individual supervision is recommended beyond the master
level training in art therapy. 


Case 4: Individual Art Therapy as Psychotherapy 


Spontaneous art introduces a new dimension in the traditional verbal
therapeutic process. It brings into play two means of communication instead of
one. In one case it facilitated psychotherapy with a patient whose ability to
talk was limited by her need to avoid unacceptable, dangerous feelings.
Individual art therapy was the only form of psychotherapy used with a young
mother who suffered three post-partum psychotic reactions. Art therapy began
when she was hospitalized after the birth of her second child and continued
through her third pregnancy, delivery, rehospitalization, and recovery. A
synopsis of four pictures out of a total of 175 highlights her conflicts over
hostility, traces their derivation in prolonged maternal deprivation, and shows
its influence in her attitudes toward pregnancy and care of the baby. 


The first picture portrays Mrs. Janson’s “Negative Reactions” (Figure
27-4a) upon learning of her third pregnancy. While she claimed she would “want
the baby and love it,” she said the figure was “odd looking” and “too big.” As
she drew, she remembered her first baby and her fears of doing “wrong things”
such as “buying the baby clothes too big,” as depicted in the picture. Drawing the
bulging brown apron, she complained she will have been changing diapers for six
years. At the time, she commented that baby carriages must be deep enough so
that the baby cannot fall out, but she did not recognize the more hostile
aspects of the shoe kicking the carriage. At this early phase of art therapy,
talk was about her feelings of inadequacy as a mother. She had recently
recovered from her second post-partum psychotic episode when she entered art
therapy. 



[image: Figure 27.4a]

Figure 27-4a. Negative Reactions (pastel, 12" x 18")
Note:
Refsnes, C. C., and Arsenian, J. “Spontaneous Art as a Tool of Psychotherapy,”
Proceedings, IV World Congress of Psychiatry, Madrid: Exerpta Medica, 1966, p.
763.




The drawing of “The Bottles with Plant and Snake” (Figure 27-4b)
occurred early in the second trimester. The “balloon with a plant inside” was
turned into a “bottle” and filled in with “soil.” Plants frequently represented
her two children. Referring to the snake, she said “. . . something bad. I’ll
put a lid on so he can’t get out and hurt anyone.” In the plethora of
associations were fears of a recent exposure to tuberculosis, memories of her
mother’s death from this disease when the patient was twelve years old, and
talk of the cause of her own mental illness in her childhood and broken family.
The images symbolized many aspects of her confusion about these things: What is
inside? What kind of mother is she? Why is she sick? These wonderings included
her childhood conceptions that something inside her was actually mother’s tuberculosis
and how this now influenced her present attitudes toward her pregnancy. The art
in twice-weekly art therapy provided opportunity to work on these complex
issues. 



[image: Figure 27.4b]

Figure 27-4b. The Bottles with Plants and Snake (pastel, 12" X
18")
Note : Refsnes, C. C., and Arsenian, J. “ Spontaneous Art as a Tool
in Psychotherapy,” Proceedings, IV World Congress of Psychiatry, Madrid: Exerpta
Medica, 1966, p. 764.




These themes culminated in the third trimester in “The Two M’s”
(figure 27-40), which she said “stands for myself and my mother.” With this
picture, the patient realized how much she had missed her mother after her
death and she now wept for her for the first time. Shortly after, she made
arrangements for her mother’s gravestone, neglected thirteen years. The art
therapist observed the arrow pointing to the “bird,” another frequent symbol
for her children, but Mrs. Janson did not recognize the implications about
herself or the impending birth of the baby. Other pictures equated feelings for
her mother, her husband, her sister, and her father with her feelings for the
art therapist. The transference was not interpreted since the art therapist
preferred to clarify the realities of the patient’s feelings and her family
relationships. 



[image: Figure 27.4c]

Figure 27-4C. The Two M’s (pastel, 12" X 18")
Note :
Refsnes, C. C., and Arsenian, J. “ Spontaneous Art as a Tool in Psychotherapy,”
Proceedings, IV World Congress of Psychiatry, Madrid: Exerpta Medica, 1966, p.
765.





[image: Figure 27.4d]

Figure 27-4d. The Baby with a Propeller on His Rear (pastel, 12” X
18")
Note: Refsnes, C. C., and Arsenian, J. “Spontaneous Art as a Tool in
Psychotherapy,” Proceedings, IV World Congress of Psychiatry, Madrid: Exerpta
Medica, 1966, p. 768.




After delivery of a healthy baby, Mrs. Janson suffered a milder
psychotic reaction than before, and the art therapy continued through her
rehospitalization. She recovered within a month. Figure 27-4d, “The Baby with a
Propeller on His Rear,” completed as she was preparing to leave the hospital,
represented her first drawing of the baby. The fragmented or incomplete ground,
the strangeness of the structure of the swings and seesaw and the primitive
quality of the drawing reflect her disturbed state. After the mourning for her
mother and the recent working through of many psychotic conflicts, she was
finally able to confront her hostile feelings directly. Her associations to
this picture included references to a woman who actually killed her children,
and complaints that she was plagued with thoughts and fears of hurting the
baby. About “The Baby with a Propeller” she said, “He will be like that in a
while, all over the place and into everything.” She did not recognize the
possible underlying wish that he could fly away or the resemblance to herself
and her wish to escape. A previous picture and interpretation had made clear to
her how she kept herself apart from the children in order to protect them from
her anger. Her associations at this time led her to recall the resentments she
felt when she had lived with her alcoholic mother and then with her father
after her mother’s death. She remembered being so angry that she wished he
would die and how she thought it was better that her mother had died. It was
possible at this time to clarify for her that she was so frightened of her
feelings because her mother had died at a time when she had had such angry
feelings, but that her death was not because
of her feelings. The clarification that no feelings are so powerful brought
great relief to the patient. 


Gradually, over several months and many pictures, the individual art
therapy enabled Mrs. Janson to sort out and work through some of these
crippling feelings and to understand how they interfered with caring for her
children. This helped her in resuming her family responsibilities and care of
the baby. A sign of change was her increasing ability to understand and meet
the needs of her children. For example, an older child’s bedwetting problem
cleared up quickly when she perceived the child’s jealousy and need for
attention. Mrs. Janson terminated individual art therapy, but resumed some
months later when her father was dying. She said she asked for the art
therapist again because what she had said about her mother was true. At this
time she chose not to draw but only to talk in therapy. It is not uncommon that
therapy with art eventually leads to verbal psychotherapy or an alternation of
verbal and art therapy. 


Case 5: Individual Art Therapy as Adjunct to Psychotherapy 


Individual art therapy is effective as an adjunct to psychotherapy.
Cooperation between two individual therapists—for example, an art therapist and
a psychiatrist—can be a vital factor in amplifying and quickening the work of
traditional psychotherapy. In one case, joint supervision with the same
psychoanalytic supervisor enhanced the coordination of the two therapies. 


Three pictures demonstrate how individual art therapy elicited
feelings and conflicts too threatening for the patient to talk about directly
in therapy. A young woman, Mary, dropped out of college because of severe
phobias first experienced in her earliest years of school. She did over 600
drawings and paintings in sixteen months of art therapy. Art became an ardent
daily activity in which she translated dreams into pictures, pouring into them
all kinds of feelings, fantasies, and preoccupations. This case demonstrated
that art serves a unique function, allowing the art maker to work
constructively alone and bring the art for work in the sessions. The art can
later be carried on after termination of treatment, permitting the art maker to
continue the therapeutic work alone. 


An early picture, “My Fear of Going into the Street” (figure 27-53),
vividly conveys, better than words, the intensity of Mary’s phobic experience.
Previous pictures reflected many aspects of the swarming cars: There were
drawings of her fantasies and dreams about sperm being everywhere; the
resemblance of cars to footprints; and a picture of her grandfather’s shoe with
memories of her warm relationship with him and of his death, a traumatic event
when she was four years old. During treatment, the patient used her phobias to
persuade her father to take her to and from the hospital and elsewhere. All of
these things were eventually brought into discussion in her psychotherapy in
conjunction with the art therapy. 



[image: Figure 27.5a]

Figure 27-5a. My Fear of Going into the Street (pastel, 18" X
24")
Note: Refsnes, C. C., and Gallagher, F. P. “Art Therapy as
Adjunct to Long-Term Psychotherapy,” Bulletin of Art Therapy, 7:2 (1968): p.
69.




Figure 27-5b, “The Family Scene,” demonstrated how art therapy
elicited Mary’s perceptions of her family relationships and brought many levels
of these dynamics into both therapies. The patient portrayed herself in the
coffin in the center of the picture. She described positive and negative
aspects about her mother shown facing the table, with her back turned to the
sink. About the stick figure under the dunce-like cap, she said: 


that when she was with her mother she felt “like in a shroud, as
though a shroud is coming down over me. Mother makes me feel that way she is so
miserable herself...” 


Father appears in the corner of the page looking stern. “Father,”
she said, “is so awful to her. Cruel, he is cold and critical like a rat.” As
she drew the image at the top of the picture she talked about mother: “She is
so tense, like a dam. I’m afraid she will burst and go crazy. . . . She was
independent and happy before she married. I wonder why she stays . . . why she
doesn’t leave and make a life for herself.” When the art therapist interjected,
“How about yourself?” Mary burst into tears and said, “There is nothing
outside, at least there is some life with them ” “My mother may crack, she can
only take so much; like a net with a stone, it may break through. ...” The
patient pictures this simile, portraying herself as the infant with the stone
tied to her neck, who may have broken through but still dangles by the cord.
[p. 71] 



[image: Figure 27.5b]

Figure 27-5b.  The Family Scene (charcoal, 12" X 18")
Note:
Refsnes, C. C., and Gallagher, F. P. “Art Therapy as Adjunct to Long-Term Psychotherapy,”
Bulletin of Art Therapy, 7:2 (1968): p. 71.




The picture clarified the patient’s conflicts over her own identity
and her dependence, and her difficulty in separating from mother. The patient
began to talk more freely about these issues in twice-weekly psychotherapy
sessions with the psychiatrist. 


The last picture in this case vignette, “The Dog/Mother, Cat/Father”
(figure 27-5C), presented symbolic expressions of Mary’s perceptions of her
parents and herself. 


The focus ... is on the mother and child, with mother caricatured as
a, dog looming large in the center and looking daggers at the tiny child below.
Father is off to the side, portrayed as a dark gray cat, fitting the patient’s
description of him as “cool, aloof, and independent.” One wonders how often he
evades some family fray saying, “Who, me? Don’t be silly.” 


It is father who is wearing the crown but the real power appears to
be invested in the dog-mother. . . . The red color and glaring eyes add to the
fierce, threatening expression of the beast but it is the enormous bared teeth
which reveal the patient’s unconscious fantasy and fear of being devoured by
her mother. 


The image conveys the impact of the message the patient receives
from the banal phrase, “Mother knows best.” We see how it is that she feels
overwhelmed and writes, “Foolish Mary, trying to win an argument or assert
herself.” At the same time she is enraged and blames the threatening,
domineering mother, writing, “I hate you 


for making me this way.” The picture reveals the primitive core of
the hostile, dependent relationship between mother and patient, [p. 74] 



[image: Figure 27.5c]

Figure 27-5c. The Dog/Mother, Cat/Father (pastel, 12" X
18")
Note : Refsnes, C. C., and Gallagher, F. P. “Art Therapy as Adjunct
to Long-Term Psychotherapy,” Bulletin of Art Therapy, 7:2 (1968): p. 74.




In this picture, Mary wrote her associations in lieu of talking, and
demonstrated how the art offered a daily relief as an outlet for the
intolerable feelings with which she constantly struggled. All the pictures
helped to clarify the source of her conflicts in the family dynamics and to
facilitate the process of working through in her therapies. 


While this synopsis of pictures focused on her severe, crippling
feelings, many pictures and much work was done involving the positive
transference with both therapists. It was thought the double transference
permitted the patient to share feelings too threatening to share with only one
therapist. The welter of artwork indicates that this patient was overwhelmed by
the profusion and intensity of her feelings. The art provided her with a
constructive outlet and new way to deal with her feelings on a daily basis.
Individual art therapy continued on an outpatient basis for sixteen months as
an adjunct to psychotherapy. The patient found and was able to maintain a
clerical position for more than a year when she considered resumption of her
college study. Psychotherapy continued for several years. 


While art therapy may not be for each and every individual, the
kinds of people who respond and benefit are virtually limitless—all ages,
diagnostic categories, the talented as well as the artistically unskilled. Art
can be especially useful with people whose verbal capacities are severely
limited or with people whose verbal facility is itself an obstacle in therapy.
Art therapy can be adapted to all kinds of settings and many purposes. These
few examples give an impression of how art works as therapy and also how it
contributes to evaluation and diagnosis. 


Art therapy provides an enrichment for the entire milieu, for the
staff as well as for the patients. The artwork forms primary documents that can
be used to teach psychodynamics and to give fresh assessments of patients on a
day-to-day basis. Regular showing and discussion of the art in staff meetings
may act as a catalyst, enhancing the understanding and interaction of all the
staff. As the art maker resolves something of his own inner and outer
experience through his art, so each staff member can see and utilize this in
his work with the patient. 


Art therapists should be full participants in the treatment team.
Art therapists work best independently of other disciplines, such as
occupational or recreational therapies, and when they are responsible directly
to the people in charge of treatment or research. To flourish, art therapists
need access to supervision by qualified art therapists or other professionals
of choice. 


 Art Therapy with Children  


Applications of art therapy with children are as diverse as with
adults and include group and individual art therapy in psychiatric and medical
hospitals; in residential treatment centers for the disturbed, delinquent, or
retarded; in special schools; and in public education systems. Whether the
emphasis is on art in psychotherapy or the therapy inherent in artistic
process, the art always involves an element of play. It engages the child in
his unique way and at his own level of development and permits him to
externalize his inner world of fantasy, to share it, explicitly or implicitly,
with the art therapist who can support some resolution to conflict or past
trauma and help the child to grow. 


Case 6: Clay Sculpture of a Schizophrenic Child 


A case vignette from Edith Kramer, a painter and innovator in art
therapy with children since the mid-1950s, shows how she cultivates the
artistic process as the source of therapy and understands the art in terms of
the child’s dynamics and history. Kramer offers the most thorough integration
of psychoanalytic theory with art therapy practice. Her method attains a
delicate balance between the roles of art teacher and art therapist in her
emphasis on art as therapy. 


Ten-year-old Jasper used clay-modeling in . . . his task of
restoring the absent [mother]. . . . When he was 7 years old, his mother had
died of cancer, after a long illness during which a leg had been amputated. The
father . . . once when . . . drunk . . . overturned mother’s wheelchair. After
her death, Jasper developed the idea that by causing mother’s fall father had
been responsible for her death. Jasper was hospitalized suffering from
depression and nightly hallucinations when he saw mother’s ghost flying across
the bedroom and heard her voice calling him. 


Jasper liked art from the beginning. When his symptoms had abated
after several months of treatment he... made up his mind to make a sculpture of
his mother’s head. He said he could not remember her face very well, but he did
recall the shape of her hairdo and that her hair had been grey ... he spoke of
mother’s kindness to him. He stressed how she had refrained from meting out
well deserved punishment, saying that she had “spared him” many beatings. He
spoke of no positive acts of giving or of care. 


It was not easy to help Jasper produce a satisfactory image in the
face of his inexperience as a sculptor, the vagueness of his memories, and his
unconscious ambivalence toward mother. A mother who had become progressively
unable to fulfill her functions, had been horribly maimed, and had ultimately
abandoned him through her death, could not fail to arouse intense aggression
that conflicted with Jasper’s equally powerful yearnings. 
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Figure 27-6a. Sculpture of Mother’s Head (clay)
Note: Kramer, E. Childhood
and Art Therapy. New York: Schocken Books, 1979. p. 254.




The conflict became apparent when Jasper, feeling quite helpless
about recapturing mother’s features at all, declared he would change the head
into a devil and impulsively placed two horns on it. At this point I
intervened. Even though mother’s demonic qualities would have to be dealt with
if Jasper was to be cured of his hallucinations and depression, it seemed
important to help him first to restore the benign aspects if it was at all
possible. 


I removed the horns and told him that we should not give up so
easily. I made him describe mother’s face to me as best he could and together
we managed to construct an image that could conceivably stand for her. . . .
The completed work bears evidence of Jasper’s ambivalence. The blackened eyes
and aggressively incised eyelashes in particular seem to tell of mother’s
sinister, persecuting aspects. Her benign qualities nevertheless outweigh the
malign ones. Jasper, as well as the other children on the ward, treated the
head as an object that inspired respect mixed with tenderness, not fear. . . .
Jasper’s mother’s ghost had frightened the whole ward so that the heavy,
unghost-like head helped bind much communal fear. Eventually, Jasper gave the
head to father to install in their apartment and luckily father was able to
appreciate the reconciliatory gesture. 


Did I do right when I prevented Jasper’s aggression against mother
from gaining the upper hand while he made the head? His being able to complete
it and his later treatment of it as a precious possession indicate that my
intuition was sound. Had his aggression been too powerful the sculpture would
have either turned into a devil in spite of my intercession or else come to a
bad end in some other way. 


Having been able to restore a positive image of mother, Jasper was
in a better position for working on the fear and aggression her death had
aroused without being overwhelmed by guilt.... He constructed a scene [in clay]
of mother lying in state in an open coffin beneath a large golden cross [figure
27-6b]. While he worked on it he spoke about the funeral and how frightening it
had been when he was made to kiss her goodbye. He had feared that he might
catch her disease when he touched her. 


Children can only gradually assimilate a parent’s death. In his
future life Jasper was undoubtedly destined to work at coming to terms with his
mother’s death in many ways. For the time being, having restored mother’s image
and having laid her body to rest, Jasper was free to pursue more ordinary
childlike interests in his art. His last sculpture before his discharge was a
large horse, a subject that was at the time fashionable among the ward’s
children, [pp. 254-257] 


While Edith Kramer emphasizes the artistic process in therapy with
children in groups, Mala Betensky, psychologist and art therapist, uses art in
individual psychotherapy with children and adolescents. She provides extensive
case studies of individual art therapy, exemplifying sound clinical practice
within an eclectic orientation. 
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Figure 27-6b. Mother Lying in State (clay).









A different psychoanalytic approach to art therapy with children is
the highly versatile one presented by Judith Rubin, an art therapist and art
educator in psychoanalytic training, who utilizes several creative arts in
therapy—drama, movement, and music, as well as the visual arts. She emphasizes
art as means of communication and interaction in therapy with groups and
individuals. She describes applications of art therapy with the emotionally
disturbed, the handicapped, school children, groups of mothers and children,
and family groups. While integrating several arts, Rubin upholds the integrity
and emphasis of the visual arts, a difficult but important balance to maintain
in art therapy. 


 Family Art Therapy and Evaluation  


Art can yield rapid and penetrating insights into complex family
relations both for evaluation and family treatment. Adequate space and staff is
necessary for this highly specialized application of art therapy. A recorder,
observer, or co-therapist to the art therapist is recommended in treatment of
families using art. However, the art evaluation procedure can be easily done by
the art therapist alone in a single session in most any kind of program. An
example from the innovative work of Hanna Yaxa Kwiatkowska from the ten-year
family research project at the National Institute of Mental Health reveals a
young schizophrenic man’s perception of the role of his domineering mother in
his illness. 


Case 7: Family Evaluation through Art by a Schizophrenic 


[Figure 27-7] is another family portrait. It was produced by a
twenty-two-year-old male schizophrenic patient during an acute psychotic
episode. In family psychotherapy sessions as well as during the family art
evaluation, he constantly attacked his mother. Here we see a paranoid view of
the mother’s malignant influence on all family members. They are all tied to her;
she directs them by means of electrodes implanted in their brains, reducing
them to marionettes on strings. The patient, on the lower right, is the one who
accuses; in a mixture of French and schizophrenese, he designates her as the
evil one. [pp. 99-100]
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Figure 27-7. Family Portrait
Note: Kwiatkowska, H. Y. Family Therapy and Evaluation through Art. Springfield,
Ill.: Charles C Thomas, 1978, p. 100.




In the difficult work of evaluating and treating families, the art
by each family member serves to cut through the complexity and confusion
inevitable in the family group, and can isolate and bring into focus essential
issues. A non-communicative member may find a new way to be seen or heard and
may be helped to evolve a healthier relationship within his family. 


 Art in Therapy and Evaluation  


Case illustrations from art therapy with groups, individuals,
children, and families reveal the fundamental therapeutic elements inherent in
the nature of art. The artist Wassily Kandinsky wrote in 1914 (the year of
Freud’s similar observation on art): 


He [the artist] must realize his every deed, feeling, and thought
are raw but sure material from which his work is to arise. . . . Form, in the
narrow sense, is nothing but the separating line between surfaces of color.
That is its outer meaning. But it has also an inner meaning, of varying
intensity, and properly speaking, form is
the outward expression of this inner meaning. [p. 29] 


By means of the integration of inner experience and the response to
outer realities, art offers the art maker a unique rapprochement between his
inner and outer worlds, and conveys his vision to the viewers of his art. Some
professionals express concern that art poses a threat of intolerable
confrontation that may exacerbate the art maker’s disturbance. But in years of
art therapy the visions of art were found not to disturb but to heal. Art heals
for many reasons. The great investment of feeling and energy gives validity and
value to the art. The profundity and genuineness of expression in art generates
self-confidence in the art maker. The outlet for unacceptable impulses and
fantasies in safe forms provides resolution, acceptance, and relief. All of
these factors allow the intolerable to be balanced by the gratification
inherent in the making of art. 


The artistic process may involve a regression in the confrontation
with the intolerable, but art making at the same time primarily entails a restoration
and development of ego function both in mastery of feelings and mastery of
artistic expression. The ability of the art maker to do this, even in limited
ways, involves the organization of mental functions and emotions in a profound
way. Greater self-autonomy occurs as the art maker forges his art out of his
inner life and out of his response to his external world. The severely
disturbed and disabled can do this, at some level, in their own way, as well as
can the healthy functioning person. All of these are reasons why art is a
remarkable therapeutic medium for so many different people. 


Art permits therapeutic work at a deep level independent of talk and
the transference relationship. It documents the opportunity for and the nature
of change—change, with or without insight, not dependent on verbalization and
overt acknowledgment. The artwork stands self-evident when the art maker does
it and when the art therapist/ art viewer is open to recognizing and responding
to it. 


 Diverse Approaches in Art Therapy  


During the past forty years, art therapy has proliferated along many
lines, based on various philosophical or theoretical orientations. Dynamically
oriented approaches to art therapy predominate. In addition to approaches
reviewed here, methods of art psychotherapy based on the medical model,''' and
on Jungian, gestalt, and expressive therapies are becoming widespread. 


Two pieces of scholarship in research and theoretical exploration
indicate recent trends in dynamically oriented art therapy. In “Theory and
Practice of Art Therapy with the Mentally Retarded,” Laurie Wilson describes a
two-year case study with a severely retarded woman in which she traces the
derivation of repeated imagery, a circle with radial lines, to a cluster of
bells (transitional object) and eventually to the breast (original object). She
correlates the developing body image in the art with improvements in ego
function and behavior, which are also linked to relinquishing the fixation on
the bells and the radial image. Mildred Lachman-Chapin explores the
implications for art therapy of Kohut’s psychoanalytic theories on the self and
early narcissism. She sees these early formative issues mirrored in the healthy
functions of artistic process and suggests art therapy can use art to deal
directly with preoedipal deficits in ways that traditional verbal
interpretation of imagery and conflict cannot. 


Janie Rhyne is the pioneer of an approach she calls “gestalt art
experience,” which is based on humanistic and gestalt psychology. 


Many people can see that the patterns of their art forms symbolize
how they pattern their attitudes and behavior in living; thus seeing a clear
gestalt in their artwork can lead to perceiving a clear gestalt of themselves
as personalities. This holistic recognition of themselves can lead to an
increased acceptance of individual autonomy and responsibility. [p. 157] 


With individuals and groups, Rhyne uses art to focus on present
dynamics rather than the past or the unconscious. 


Josef Garai and Arthur Robbins have integrated principles of
humanistic psychology with psychoanalysis in their use of art psychotherapy or
“expressive analysis.” Work with both individuals and groups emphasizes
self-discovery and growth through art techniques and various
creative/expressive modalities. 


The expressive therapies form another spectrum that utilizes various
creative arts—dance/movement, music, psychodrama, poetry, as well as the visual
arts—in therapy, emphasizing either group interaction or directed toward art
psychotherapy. Sandra Kagan and Vija Lusebrink in “The Expressive Therapies
Continuum” draw on psychoanalysis, humanistic, Jungian, and developmental
psychologies to define modes and levels of expression in an attempt to
delineate common denominators pervasive in all the arts. Their categories are
Kinesthetic/ Sensory, Perceptual/Affective, Cognitive/ Symbolic and the
Creative. These categories pertain to the interaction with media and to the
effort involved in specifying the degree and healing value of creative
involvement—a difficult task whether dealing with one complex art or several. 


Mildred Lachman-Chapin, artist, dancer, and art therapist, has
clarified the roles of art and movement (or dance) in art therapy, a
distinction vital to the understanding and use of various modalities. The work
of philosopher Susanne Langer is also useful to art therapists in understanding
the relationships and distinctions between the arts. She acknowledges the
source of all the arts in the inner life and clearly defines the essential
differences between the various art forms, pointing out the necessity of
understanding and maintaining the integrity of each. 


Finally, Joan Erikson has provided a rationale for art as a healing
activity. Instead of exploration of the meaning of art, she emphasizes the
healthy functions involved in craft and making the created object. 


 Art Therapy in Education  


The groundwork of art therapy in education was established by
Margaret Naumburg in her early work as an educator at the Walden School. Years
later she would continue to write about art in education and therapy. 


Art therapists in education look primarily to Viktor Lowenfeld’s
classic work, Creative and Mental Growth,
in which he promoted the natural spontaneity in the art of children and
provided a full survey of content and style in children’s art at different ages
and stages of growth. Cognizant of Naumburg’s principles, he advocated a method
called “Art Education Therapy” for use in schools, and designated this special
area of education as one frontier of art therapy. 


In the 1960s and more in the 1970s, applications of art therapy
began to appear frequently in educational settings. Elinor Ulman reviewed the
history of the development of art therapy in mental health and in education in
an article in the Encyclopedia of
Education. She clarified the difficult distinctions between these areas,
which overlap primarily because of values inherent in the artistic process. In
1978, Judith Rubin presented a review of the literature by art educators and
art therapists. Sandra Pine devised methods of art for large groups of school
children and clarified the distinction between approaches of art in education
and in psychotherapy. Robert Wolf used individual art therapy in the school
setting with emotional and learning problems of economically deprived children
in New York City. Myer Site used art as therapy with slow learners in public
schools. 


Frances Anderson stressed the importance of developing the artistic
needs of exceptional children as well as their educational needs. She
emphasized the fundamentals of self-expression to develop communication and
cooperation and elaborated classroom procedures and activities. 


In research, Rawley Silver has used sound procedures focusing on
cognitive and developmental aspects of art in art therapy with school children
with communication disorders and learning disabilities. She devised clear ways
of perceiving and evaluating art, defined objectives and methods, and presented
case studies and statistical results in a highly readable account. 


Sandra Packard defined categories of children’s problems and of
school settings ripe for development of art therapy. Packard and Frances
Anderson addressed the distinction between the roles of the art therapist in
educational and therapeutic settings. 


The potential for art therapy has only begun to be developed in
educational settings for the learning disabled, the emotionally disturbed, and
the physically handicapped. Defining the differences between art therapy in the
mental health spectrum and the educational spectrum is a prerequisite to
establishing the identity of the art therapist in school settings. 


Elinor Ulman has presented discerning distinctions of the issues and
points of view of these two facets of the field and defines their common
ground: 


The artistic process calls on the widest range of human capacities.
Like maturation in general, it demands the integration of many inescapably
conflicting elements, among them impulse and control, aggression and love,
feeling and thinking, fantasy and reality, the unconscious and the conscious.
The goal of art education is to make available to the individual resources
within himself and outside himself, and the arts serve throughout life as a
meeting ground for the inner and outer worlds. . . . Educators and therapists
alike find here a key to understanding the value of art education in
alleviating emotional disturbance, [pp. 312-313] 


Ulman’s definition of the nature of the artistic process as a
therapeutic agent reaffirms the thesis that art, as a manifestation of inner
experience of the art maker involving all his capacities for integration and
expression, is the common binding throughout the spectrum of the discipline, in
all its philosophical and theoretical orientations. Through emphasis on
individual expression in art, art therapy achieves its great versatility in
cultivating the healing power of art, both through the artistic process and as
a means of communication. 


 Conclusion  


This chapter has reviewed the pioneers of art therapy and the
context of related disciplines in which they developed the field during its
forty years as an independent profession. Because art is both profound and yet
practical, because it is an intrinsically healthy process, art therapy fits
naturally and with ease in the most diverse settings and yields rich
contributions in evaluation and treatment. As the economic difficulties in
provision of treatment to those in need increase, the advantages of art therapy
in meeting the challenges of treatment in mental health, educational, and community
settings are gradually being recognized. The field of art therapy continues to
grow and spread in many directions, and its potential and benefits are becoming
widely realized. 
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1
Titles and words in quotation marks are the art maker’s
words. 


2 
All names are fictitious. 


3Books with extensive bibliographies
are indicated by an asterisk. 


CHAPTER 28 

POETRY THERAPY  


 Owen E. Heninger  


Poetry may be used as a device to involve patients in the
therapeutic process. It is the speech of interiority, the “language of being,”
both intense and compact, and gets at the true utterance in the therapeutic endeavor.
Some therapists maintain that all poetry is therapy, that it is one of the
techniques man has developed to cope with inner turmoil. Poetry may serve as
therapy either by the resolution of mental anguish or by providing a way for
man to face his conflicts more honestly. It is a means to engage in meaningful
personal communication, it is a link to a greater awareness of unspoken
thoughts and a way of sharing deep feelings. 


 Introduction  


Throughout history poetry has been a means to express the emotional
forces that act upon men and women. The poet, bard, storyteller, like a shaman
or doctor, has always been accorded a respect that transcends political
disputes and national boundaries. Poetry was the original language of religion,
and verse was a means by which ancient races developed a national character. It
was left to Aristotle (c. 330 B.C.) to formally delineate the influence that
literature had on the psyche, specifically the purifying or purgative effect of
tragedy. This process he called katharsis
(catharsis). Not only did poetry afford its readers (viewers) pleasure in the
aesthetic realm, it also acted upon them in a restorative manner. One of the
better documented instances of poetry’s therapeutic properties comes from the
experience of John Stuart Mill, the English philosopher and economist. Mill
noted in his autobiography that reading Wordsworth’s poetry had been
instrumental in his recovery from a nervous breakdown. 


While poetry in the form of narrative, plays, and poems has
doubtlessly contributed to the well-being of people for almost three thousand
years, it was not until the twentieth century that men of science began to see
in it a nascent discipline suited for therapeutic purposes. In 1908, Freud
expounded upon the possible relation between poetry and psychology in The Relation of the Poet to Day-Dreaming.
In 1922, Frederick Prescott published The
Poetic Mind, in which he makes connections between Freud’s theories and
those of John Keble—an Anglican clergyman who regarded poetry as a veiled or
indirect representation of the poet’s true feelings, which may help stave off
mental disease. Also, at around this time, in New York, Eli Greifer began to
organize poetry groups at a hospital and clinic; in fact, he is credited with
giving “poetry therapy” its name. 


The past fifty years have continued to witness an influx of
therapists who have come to realize that poetry therapy is indeed a serious and
viable method by which to effect mental health. And as the beneficial aspects
of poetry therapy have come more and more to the attention of therapists and
patients alike, a concomitant increase in the literature, in academic courses,
in panels, and in workshops has occurred. 


 Place in Therapies  


As an Adjunct to Psychotherapy 


Poetry therapy is not a “school” of therapy, but rather works with
other therapies to help effect additional insight and emotional release. Using
poetry in therapy can have a catalytic function in moving psychotherapy along,
stimulating thinking, and bringing out emotionally significant relationships.
Poetry can work synergistically to facilitate the psychotherapeutic process. 


As an Expressive Variable 


Poetry therapy can help patients reveal more about themselves.
Sometimes revelations may be triggered by a poem in which the poet has expressed
what the patient has not been able to. Patients may read or write poems that
articulate their own feelings. They can be guided by the therapist or a trained
poetry therapy facilitator. (That is, paraprofessionals who have been specially
trained in the technique of using poetry in group work). 


To Achieve Insight 


The use of poetry in therapy helps both the therapist and the
patient to get a better look at the psychological makeup of the patient. Lerner
notes that poetry may serve to explore more deeply the inner workings of the
mind. By implementing observation and presenting a sharper, clearer exposure,
poetry therapy contributes to insightful psychotherapy. 


Exhortative Function 


Poetry therapy can function in an authoritative or directive manner,
exhorting the suppression of fears or the acceptance of certain values. Poetry
may be used in an attempt to regulate, inspire, or support the patient. The
exhortative approach has close ties with some forms of bibliotherapy where the
therapist may assign the reading of articles, pamphlets, or books in order to
motivate the patient. Poems that have clear exhortative messages have been
collected and published by Blanton. Leedy notes that poems that are in harmony
with the patient’s particular mood or psychic condition have a supportive role
in the patient’s therapy. 


As Creative Therapy 


A patient reading or writing poetry is being creative as well as
taking part in an organizing process. In poetry therapy this creativity is
encouraged and supported. Heninger has pointed out that this act of organizing
often leads to unique and original poems that bring into existence a new order. 


Settings 


Poetry therapy has been utilized in a wide variety of settings; for
example in a correctional setting, in the private practice of psychotherapy, in
mental hospitals; with geriatric populations, with adolescents, and with drug
abusers. It has been used in group therapy and in mental health centers. Molly
Harrower has given an elaborate account of her personal growth experience and how
she worked out her problems by writing poetry. 


 Theory  


Poetry therapy works through the multidimensional experience of any
or all of the psychological avenues of ventilation and catharsis, exploration,
support, active mastery and understanding. It produces results because, “in
poetry we experience the most effective, the most concentrated and emotionally
textured communication man has, as yet, devised.” It should also be noted that
there is a good deal of safety for the patient who uses poetry in psychotherapy. 


Ventilation and Catharsis 


Poetry therapy offers an opportunity for the patient to openly
express his innermost thoughts (ventilation). Often this open expression of
ideas is accompanied by an appropriate emotional reaction; that is, the
discharge of strong feelings and unconscious tension, followed by a significant
sense of relief (catharsis). Using poetry in therapy allows patients to pour
out their emotional venom and discharge strong sentiments, thus freeing
themselves by cleansing their emotional systems. This is akin to lifting a
cover from a deep well of emotions, which can then be discussed, dealt with,
and integrated. Poetry, used in the therapeutic encounter, may pry loose
elements of thought that would not otherwise surface, and this process itself
may lead to a reduction in symptoms. Prescott has observed that the ordered
flow of poetry is like the eruption that prevents an earthquake. He likens the
use of poetry to putting a veil over one’s emotions in order to wear them in
public. According to him, poetry is a spontaneous overflow of powerful feelings
and a way to purge long-standing anger, which relieves the overburdened mind. 


Patients are able to find poems that express unacceptable thoughts
in a manner that gains both acceptance and relief. Reilly recognized that poems
can be containers for the unacceptable. Rothenberg noted that the feverish
activity of writing a poem indicates an anxiety that requires discharge. He
observed that poets may put their personal conflicts into poetry in a way that
unearths preconscious and unconscious material, thereby relieving tension.
Through the use of poetry, rage can be channeled, anger and gloom dispelled,
and melancholy purged. Chaliff related how Emily Dickinson wrote poetry as a
kind of catharsis. She also notes how Dickinson’s poetry can be employed
therapeutically to help others and quotes the poet herself on the purgative
effects of poetry: “We tell a hurt to cool it.” 


Poetry can be used for confessional purposes. Patients may find
themselves capable of revealing their most private selves unashamedly, giving
voice to the deepest sense of their being. A significant example occurs where
poetry is used to express individual responses to illness, or where it
expresses the essence of an illness. Patients can sometimes express poetically
what they are afraid of or unable to articulate. Here the ego is searching for
a safe outlet to reveal forbidden impulses. Poetry offers a safe method of
discharge that is free from guilt and humiliation. As Robert Jones put it: “The
artful writer can put us into a position in which we can enjoy our own
daydreams without reproach or shame.” 


Exploration 


The process of psychotherapeutic exploration is aided by using
poetry. Prescott noted, “Poets have been disposed to introspection and self-analysis;
and where they have been so disposed they have far surpassed ordinary men in
subtlety of discrimination and acuteness and depth of insight ... they have
exceptional powers of observation.” The legacy of poetry is further recognized
by Wolberg, who observed that, “poets have revealed themselves and have
analyzed man’s condition long before human behavior was conceptualized as a
science.” Robinson explained that poets skillfully use poetry “to express
rather than to conceal. Poets use fantasy to elicit meaning in a fresh context;
they distort in order to clarify; they symbolize in an effort to illuminate.”
Poetry therapy aims at using the patient’s powers of observation, introspection
and self-analysis. 


Poetry may function as a tool to effect self-discovery. Reik
suggested that the poet’s (patient’s) creation gives embodiment to “the life of
the mind.” Meerloo saw poetry as assisting in “self-recollection.” Poetry that
is read, written, or reacted to by patients gives an indication of where they
are in their individual growth process. Chaliff related how poetry can prod
slumbering personal issues into full wakefulness and allow one to view the
underlying psychic structure. By circumventing repressive barriers, poetry
creates a means by which to explore the patients unconscious. 


Poetry can be used to penetrate and illuminate the depths of psychic
life. It offers a new way of looking at one’s self. It can provide a sharp
picture of one’s self (insight).f Poetry can reveal a “self-reality” or get at
what Meerloo called, “the essential ‘me’ ”. Andrews saw poetry as a tool for
unearthing hidden stores from within the self. Edgar viewed poetry as a
“reservoir for the expression of human feelings.” When poetry is used in
psychotherapy, it opens up “new vistas,” increasing self-awareness,
self-confrontation, and self-exposure. The use of poetry can make one aware of
patterns in one’s own psychic functioning. It can get psychological forces out
in the light to be observed. 


Because poetry itself seeks for the most honest and truthful way to
express human thought and feeling, by using words as “truth seekers,” it
follows that an honest and personal truth comes with using poetry in
psychotherapy.'’ The poet/patient shows his conflicts honestly and what he
writes is an honest reflection of how he lives. 


Support 


Poetry can be used in psychotherapy to support patients. For
example, Blanton has a collection of poems that can be given to patients when
courage is needed. Koch uses poetry to instill confidence and promote
communication and concentration. By using poetry in therapy it is possible to
console patients. Poetry can help patients see that their problems are similar
to the problems of others (universalization). They can relate to others and
share their thoughts and feelings. This sharing may stimulate improved
interpersonal relations, even if it’s despair that is shared. Through poetry
patients discover psychological kinships and overcome interpersonal barriers. 


There are various ways by which poetry can rescue patients. They may
borrow or lean on the ego strength of the poet and his manner of facing and/or
handling conflicts. Poetry can be used to give them guidelines concerning
special attitudes or modes of behavior. Well-known poetry may be used to give
patients a psychological mooring. Murphy points out that patients even use
poetry as a means of requesting help. It can help patients validate their
feelings and reduce their doubts and uncertainty. Poetry is often used for its
self-sustaining power. Greenberg notes that it can even be used as a sermon to
the self. When patients put their conflicts into poetry, they are usually
praised. They feel they share respect with poets and develop a sense of pride
and self-esteem. They may even attract praise from their community. 


As Active Mastery 


“It is primarily through language, an extremely important tool for
active mastery of the environment, that the poets (patients) achieve
identification.” The language of poetry helps one to create order where chaos existed.
Poetry provides order and authority, channeling crude instinct. It allows one
to organize unconscious forces and refine what might be called “raw emotional
spillage.” Poetry offers a means of transferring the emotionally unbearable
into something that can be faced. The poet/patient uses words to disguise,
muffle, and transform the deep-seated thoughts and feelings that imperiously
demand issue. He puts these thoughts and feelings into words that can be
managed, or actively mastered. Poetic forms can be used to reorganize mood and
perception. Poetry can be ego building and can allow the writer/reader to
rearrange the world to be more self-pleasing. Poets/ patients may use poetry to
escape the “miseries of the mind,” to sever themselves from griefs and woes,
and to channel their rage. 


Poetry can help in handling feelings. It is an artful device
providing the writer/reader with a process to turn the frightening and
unacceptable into something acceptable. Through a kind of psychological
metamorphosis it allows one to face formidable or forbidden subjects and reduce
them to a manageable form. The making of poetry can blunt the original raw
emotion and objectionable ideational content and make it tolerable and even
pleasurable. Taking something that is ugly and turning it into something
esthetic is one way poetry mollifies discomfort. Putting unappealing thoughts
and feelings into appealing poetry has been likened to the process whereby an
oyster takes an irritating grain and creates a beautiful pearl around it. The
writer/ reader of poetry may use it to find his own shape and rationale for the
“monsters of the mind” and may even use poetry to harness them. As the patient
masters his problems he may become a poet and his poems can then be seen as
evidence of the therapeutic results. 


Poetry can both exorcise and neutralize trauma and suffering. Poetry
has been seen as a form of art that is molded by the poet’s/ patient’s inner
struggle against defect. Creating poetry out of one’s vulnerability may even
become a special strength. Emily Dickinson, it is said, was able to come to
terms with her problems by facing them squarely in her poetry. “Art [poetry]
gives a way of reshaping the pain of experience into wholeness, health and
harmony.” The poet/patient makes his poetry out of the deepest sense of his
powerlessness. There is relief when one can safely review a disaster; reading
or writing poetry allows one to exorcise disaster by reviewing it. The
poets/patients may have their poetry issue from their own suffering; they can
create, out of transient pain, a universal statement of the human condition. 


The use of poetry in psychotherapy can aid in self-healing.
Otherwise passive prisoners have been seen to write poetry to actively help
themselves. For example, Merloo has described how concentration camp inmates
utilized poetry to relieve their situation. Poems may accomplish the resolution
of a conflict, proclaiming the poet /patient as self-therapist. Aspects of the self-provide
substance for what is written (or read) into poetry. Poems may be connected
with persons as transitional objects, and people can use poems to assist in the
process of merging and separation. Poetry may be utilized to circumvent the
barriers of repression, permitting the observing ego to reflect on the material
exposed. Revealing important psychological forces (repressed and forgotten
material) and experiencing one’s feelings and thoughts under the domain of the
self-regulatory capacities make assimilation of these materials possible.
Poetry offers a preliminary exercise for the active functions of life and can
be used to study a part before playing it; that is, reading or writing poetry
provides a means to rehearse for life’s activities, such as preparing for an
emotional encounter with another person. Through the reading or writing of
poetry a more beautiful or healthier balance can be obtained. Poetry works
toward harmony and is geared to bring about a more integrated personality. 


The reading and writing of poetry represents a maturity of effort and
a growth-producing experience. It can strengthen a personal sense of identity.
Poetry can be used to allow the self to bloom and assists the patient’s inner-self
to stretch, breathe, look about, and grow. The inception of a poem is the
beginning of a movement toward psychological freedom. Poetry can intrigue,
reawaken, and rejuvenate. It can capture a moment of intense emotion and, like
amber catching a fossil, keep it protected against the ravages of time. One
might even call poetry, “ambered experience.” Thus, the capturing, preserving,
or “ambering” of deeply experienced thoughts and emotions in poetry allows
them, over time, to be more readily examined, handled, and actively mastered. 


Understanding 


One of the hallmarks of literature (poetry) is its ability to
enrich, broaden, and deepen the reader’s experience and understanding. It also
establishes a bridge between the self and the world. The writer’s attempts to
understand the world become vehicles by which the reader may also find
self-understanding and self-help. Poems are successful when they can create an
empathetic state in the reader, allowing him to participate in the emotion that
is so vividly depicted. Through poetry we can get a good deal of understanding
about a poet’s (patient’s) life. Poetry is a means of understanding without
pressure. It can help in understanding the poet’s development, and may lead to
self-recognition. 


Safety 


Poetry may indirectly express thoughts, attitudes, and feelings that
cannot be expressed in a direct manner because of the fear of retaliation. With
poetry, there can be a catharsis without total psychological nudity. The
poet/patient can use poetry to both hide and reveal his innermost thoughts and
feelings. Poetry gratifies simultaneously both the impulse for expression and
for control (concealment). One may face very disquieting conflicts in the
disguise of poetry. The writer/patient may encode his message in a poem, or, he
may hide his identity behind a pseudonym and confess safely. He may even
attribute his writing to inspiration from the muses. Chaliff notes how Emily
Dickinson used the protective disguise of her poetry to meet the dread of
revealing herself fully. “Tell all the Truth but tell it slant/Success in
Circuit lies.” 


Patients/writers talk about themselves indirectly as a safe way of
sharing feelings that have been smoldering within. Freud noted that the direct
expression of repressed wishes repels and leaves one cold. However, if these
wishes are given expression through literary skill, which softens their
egotistical character by disguising and using the esthetic pleasure as a cover,
these same wishes are then presented without reproach or shame. Poetry provides
an acceptable camouflage for the ventilation of unconscious material. It can be
used to express emotion in a socially acceptable form. By encapsulating a hurt
in verse, poetry protects one from the violence of passion. The veil of poetry
allows many otherwise unacceptable ideas and feelings to be aired in safety. 


 Techniques  


“Poetry helps the individual see where he is and where he is going.
The therapist’s problem is to apply poetic principles in the most productive
manner possible.” The therapist is primarily concerned with poetry as a vehicle
for the patient to explore and express himself. It is important in poetry
therapy that the poetry is not judged as a work of art. It is no more
appropriate to find fault with a patient’s poetry than to criticize his
associations in psychotherapy or his drawing in art therapy. The poems used in
poetry therapy are judged by how well they share feelings rather than by their
literary merit.  An established poet’s
verse may be introduced in poetry therapy to encourage patients to disclose
more about themselves. Generally, it is best to read poems aloud and maybe even
to repeat the reading. At times, patients are helped even further by memorizing
poems. It is wise to avoid presenting poems too rapidly since it may take some
time for a poem to penetrate into the mind. Sometimes a poem’s influence will
surface days, weeks, or even decades later. It is also wise to avoid
introducing poems of such complexity that it takes special academic study to
understand them. 


Individual Therapy 


Poetry can be used in an adjunctive way in individual psychotherapy.
Perhaps the best way to begin is to ask patients about their past interests in
reading or writing poetry. If they bring poetry with them, it is analyzed in
the process of psychotherapy.’ At a time of strong emotion it can be helpful to
encourage patients to write a poem so that the images of the moment are not
lost. Another technique is to select emotionally laden words or statements from
the patient’s speech and suggest that the patient write these words in poetic
form. A therapist may introduce and/or prescribe poems for patients to read.
Patients are then encouraged to relate the ideas and emotions that come to them
on reading or hearing a poem. At times, poems introduced by the therapist seem
to sustain patients even in the therapist’s absence. 


Group Therapy 


Poetry therapy has a dynamic influence on the process of group
therapy (group workshop). Using poetry shortens the warm-up period. Patients
who share poetry in a group experience empathy and catharsis within a framework
of human kinship. Reading poetry brings the members of the group closer
together by starting an immediate group relationship and accentuating the ideas
and feelings people have in common. Poetry encourages feelings of equality in
the group, although the sharing of personal information between group members
is optional. 


It is often helpful to have copies of poems available for all group
members; with ongoing groups filing folders are useful. Group meetings are
often started with a well-known poem, although group members are encouraged to
write and read their own poetry or lesser known poetry that speaks for them. It
is beneficial to investigate what the writer was trying to say, how other
members react to the poem, and to expand on the feelings expressed. Although
group participants are encouraged to talk about the feelings the poems evoke or
express, they may steer away from personal problems. A patient should be
engaged at a depth that the therapist deems safe. It may be useful to examine
the condition a patient was in when he wrote or read a particular poem. With
the encouragement of the expression of feelings, group meetings become free
flowing. 


The therapist should provide a stable and healthy image that can
control the group rather than get too involved with group members on a personal
level. The therapist should be spontaneous and empathetic but should avoid
personal confessions and displays of strong emotion directed toward patients.
The therapist should not insist that group members call him by his first name;
a co-therapist or facilitator, however, may be more egalitarian. The therapist
must accept pauses, give time for poems to be understood, and keep track of and
examine the responses the poems may elicit. 


 Indications  


Who are the patients who should be considered for possible benefit
from poetry therapy as an adjunct to psychotherapy? Good candidates are
patients who cannot express themselves well through the usual channels but who
can write out what they cannot say. Those who are lonely, withdrawn, alienated
or stiff, rigid and inflexible are usually good responders to poetry therapy.
One can usually use poetry therapy to good advantage with patients who already
write verse or speak in poetic phrases. At times, poetry therapy can be used to
break an impasse in psychotherapy. Many people without serious psychopathology
may be helped toward more individual growth with poetry. Poetry therapy is also
indicated in patients who need additional help in gaining insight. 


 Contraindications  


It can be dangerous to send poems to patients whom the therapist
does not see regularly. It is also unwise to use poetry with those who cannot
tolerate getting deeper into their own thoughts and feelings. Poetry may hit
such a tender spot that it sets off a near uncontrollable emotional storm. When
there are pressing problems such as a serious brain syndrome, sociopathy, acute
psychosis, or addiction, poetry therapy is inadvisable. It is wise to avoid
using poetry with patients who markedly misunderstand it or who take poetic
images too literally. Poetry therapy is not indicated in patients who see it as
a panacea or get fanatic about its use. At times, certain initiates to poetry
therapy become so excited and euphoric over their personal contact and response
that they mistake these emotional responses for a cure. Lauer notes that poetry
therapy is not for those who think “anyone can do it.” Much the same
contraindication applies to those who have the “Sorcerer’s Apprentice”1
syndrome. Some therapists learn the magic words (of poetry) that turn people
on, but they do not know how to handle them afterwards. 


 Training  


Special training is required for those who would be safe and
efficient using poetry in psychotherapy. Training in both poetry and
psychotherapy is important. Not all therapists necessarily know how to use
poetry in the therapeutic setting and those familiar with poetry may not know
how to do psychotherapy. Training in psychotherapy would include courses in
psychology and/or psychiatry. The training in poetry should include extensive
courses in literature with emphasis on poetry. The academic courses should
include semantics, language as behavior, and literary criticism. A course in
oral interpretation would be a definite help in the field. A therapist using
poetry in therapy should be acquainted with a large variety of poems and learn
which poems are most effective in therapy. There should be lengthy supervised
experience in the clinical practice of poetry therapy. Emphasis should be given
in relating poetry to the behavioral sciences. The goal of training in poetry
therapy is to prepare one for clinical practice, teaching, research, writing,
and advancing the field. 


 Research  


There are many paths for the use of poetry therapy that have yet to
be explored and documented. For example, how are poetry and psychotherapy
combined in other countries and cultures? Is there a significant difference in
therapeutic effect when poetry of high artistic merit is used as compared with
verse of lesser merit? Should the poetry used in poetry therapy change along
with a patient’s growth in therapy? How can familiarity with poetry therapy
become a part of psychiatric or psychological training? Does poetry therapy
have a place in peer counseling, marriage counseling, or counseling by the
clergy? Where else can poetry therapy be used in psychotherapy? How can poetry
therapy be combined with the other art therapies? What is the best way to teach
poetry therapy? Is there a prophylactic power against mental illness available
in poetry therapy? Whatever the answers to these questions, poetry therapy is
finding ever greater acceptance and usefulness in the practice of
psychotherapy. 


 Bibliography  


 Abrams, A. S.
“Poetry Therapy in the Psychiatric Hospital,” in Lerner, A., ed., Poetry in the Therapeutic Experience.
New York: Pergamon Press, 1978, pp. 63-71. 


 Andrews, M. “Poetry
Programs in Mental Hospitals,” Perspectives
in Psychiatric Care, 8:1 (1975): 17-18. 


 Baldwin, N. “The
Therapeutic Implications of Poetry Writing: A Methodology,” Journal of Psychedelic Drugs, 8:4
(1976): 307-312. 


 Barkley, B. “Poetry
in a Cage: Therapy in a Correctional Setting,” in Leedy, J.J., ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 1-16. 


 Barron, J. “Poetry
and Therapeutic Communication: Nature and Meaning of Poetry,” Psychotherapy: Theory Research and Practice,
11:1 (1974): 87-92. 


 Berger, M. M.
“Poetry as Therapy—and Therapy as Poetry,” in Leedy, J. J. ed., Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 75-87. 


 Blanton, S. The Healing Power of Poetry. New York:
Thomas Y. Crowell, 1960. 


 Blinderman, A. “Shamans,
Witch Doctors, Medicine Men and Poetry,” in Leedy, J. J., ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 127-141. 


 Buck, L. A., and Kramer,
A. “Poetry as a Means of Group Facilitation,” Journal of Humanistic Psychology, 14:1 (1974): 57-71. 


  “Creative Potential
in Schizophrenia,” Psychiatry, 4
(1977): 146-162. 


 Burke, K. “Thoughts
on the Poets’ Corner,” in Leedy, J. J., ed., Poetry Therapy. Philadelphia: Lippincott, 1969, pp. 104-110. 


 Chaliff, C. “Emily
Dickenson and Poetry Therapy: The Art of Peace,” in Leedy, J. J., ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 24-49. 


 Chessick, R. D.
“What Can Modern Psychotherapists Learn From Modern Poets?” Current Concepts in Psychiatry, 4:6
(1978): 2-8. 


 Crootof, C. “Poetry
Therapy for Psychoneurotics in a Mental Health Center,” in Leedy, J. J., ed., Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 38-51. 


 Davis, L. “The
Paraprofessional and Poetry Therapy,” in Lerner, A., ed., Poetry in the Therapeutic Experience. New York: Pergamon Press,
1978, pp. 108-113. 


 Dickey, J.
“Diabetes,” in The Eye-Beaters, Blood,
Victory, Madness, Buckhead and Mercy. Garden City, N.Y.: Doubleday, 1970,
pp. 7-9. 


 Edel, L. “The
Madness of Art,” American Journal of
Psychiatry, 132:10 (1975): 1005-1012. 


 Edgar, F., and Hazley,
R. “A Curriculum Proposal for Training Poetry Therapists,” in Leedy, J .J.,
ed., Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 260-268. 


----, and Levit, H. I. “Poetry Therapy with Hospitalized
Schizophrenics,” in Leedy, J.J., ed., Poetry
Therapy. Philadelphia: Lippincott, 1969, pp. 29-37. 


 Erickson, C. R., and
Le Juene, R. “Poetry as a Subtle Therapy,” Hospital
and Community Psychiatry, Feb. 1972: 40-41. 


 Forrest, D. V. “The
Patient’s Sense of the Poem: Affinities and Ambiguities,” in Leedy, J. J., ed.,
Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 231-259. 


 Freud, S. “The
Relation of the Poet to Day-Dreaming,” in Jones, E., ed., Sigmund Freud Collected Papers. London: Hogarth Press, 1949, pp.
173-183. 


 Greenberg, S. A. “Poetry
Therapy in a Self-Help Group AFTLI and/or Poetry Therapy,” in Leedy, J.J., ed.,
Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 222. 


 Greenwald, H.
“Poetry as Communication in Psychotherapy,” in Leedy, J.J., ed., Poetry Therapy. Philadelphia: Lippincott,
199. Pp. 142-154. 


 Hamilton, J. W.
“Gender Rejection as a Reaction to Early Sexual Trauma and Its Partial
Expression in Verse,” British Journal of
Medical Psychology, 41 (1968): 405-410. 


 Hammer, E. F.
“Interpretations Couched in the Poetic Style,” International Journal of Psychoanalytic Psychotherapy, 7 (1978-79):
240-253. 


 Harrower, M. “Poems
Emerging From the Therapeutic Experience,” Journal
of Nervous and Mental Disease, 149:2 (1969): 33. 


 ----. The Therapy of Poetry. Springfield, Ill:
Charles C Thomas, 1972. 


 Hayakawa, S. I.
“Postscript: Meta-messages and Self-Discovery,” in Leedy, J. J., ed., Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 269-272. 


 Heninger, O. E.
“Poetry Therapy: Exploration of a Creative Righting Maneuver,” Art Psychotherapy: an International Journal,
4:1 (1977): 39-40. 


 ----. “Iritis II,” Newsletter—American Physicians Poetry Association, 1:5 (1978): 15. 


 ----. “Poetry
Therapy in Private Practice: An Odyssey into the Healing Power of Poetry,” in
Lerner, A., ed., Poetry in the Therapeutic
Experience. New York: Pergamon Press, 1978, pp. 56-62. 


 Heninger, O. E. Personal
communication, Nov. 15, 1978. 


 Jones, R. E. “Treatment
of a Psychotic Patient by Poetry Therapy with a Historical Note,” in Leedy, J.
J., ed., Poetry Therapy. Philadelphia:
Lippincott, 1969, pp. 19-28. 


 ----. “The Double
Door Poetry Therapy for Adolescents,” in Leedy, J. J. ed., Poetry Therapy. Philadelphia: Lippincott, 1969, pp. 223-230. 


 Koch, K. “Teaching
Poetry Writing to the Old and the Ill,” Milbank
Memorial Fund Quarterly/Health and Society, 56:1 (1978): 113-126. 


 Lauer, R. “Abuses of
Poetry Therapy,” in Lerner, A., ed., Poetry
in the Therapeutic Experience. New York: Pergamon Press, 1978, pp. 72-79. 


 Lawler, J. G.
“Poetry Therapy?” Psychiatry, 35 (97)
227-237. 


 Leedy, J. J. ed., Poetry Therapy. Philadelphia:
Lippincott, 1969. 


 ----. “Introduction
to Poetry Therapy,” in Poetry Therapy.
Philadelphia: Lippincott, 1969, pp. 11-13. 


 ----. “Principles of
Poetry Therapy,” in Poetry Therapy.
Philadelphia: Lippincott, 1969, pp. 67-74. 


 ----. “In Memoriam
Eli Greifer 1902-1966,” in Poetry
Therapy. Philadelphia: Lippincott, 1969, pp. 273-275. 


 ----, ed., Poetry the Healer. Philadelphia: Lippincott,
1973. 


----, and Rapp, E. “Poetry Therapy and Some Links to Art
Therapy,” Art Psychotherapy: an
International Journal 1 (1973): 145-151. 


 Lerner, A. “Poetry
Therapy,” American Journal of Nursing,
73: 8 (1973): 1336-1338. 


 ----. “A Look at
Poetry Therapy,” Art Psychotherapy: an
International Journal, 3: l (1976): i-ii. 


----, ed. Poetry in
the Therapeutic Experience. New York: Pergamon Press, 1978. 


 ----. Personal
communication. 


 Livingston, M. C.
personal communication. 


 Lord, M. M., and Stone,
C. “Fathers and Daughters—A Study of Three Poems,” Contemporary Psychoanalysis, 9 (1973): 526-539. 


 Meerloo, J. A. “The
Universal Language of Rhythm,” in Leedy, J. J., ed., Poetry Therapy. Philadelphia: Lippincott, 1969, pp. 52-66. 


 MORRISON, M. R.
“Poetry Therapy with Disturbed Adolescents—Bright Arrows on a Dark River,” in
Leedy, J. J., ed., Poetry Therapy.
Philadelphia: Lippincott, 1969, pp. 88-103. 


 ----. “A Defense of
Poetry Therapy,” in Leedy, J. J., ed., Poetry
the Healer. Philadelphia: Lippincott, 1973, pp. 77-90. 


 Murphy, J. M.
“Forward” in Leedy, J. J., ed., Poetry
the Healer. Philadelphia: Lippincott, 1973, pp. ix-xvi. 


 ----. “The
Therapeutic Use of Poetry,” in Masserman, J. H., ed., Current Psychiatric Therapies, vol. 18. New York: Grune &
Stratton, 1979, pp. 65-71. 


 Nemiah, J. C. “The
Art of Deep Thinking: Reflections on Poetry and Psychotherapy,” Seminars in Psychiatry, 5:3 (1973): 301-311. 


 Parker, R. S.
“Poetry as a Therapeutic Art in the Resolution of Resistance in Psychotherapy,”
in Leedy, J. J., ed., Poetry Therapy.
Philadelphia: Lippincott, 1969, pp. 155-170. 


 Pattison, E. M.,
“The Psychodynamics of Poetry by Patients,” in Leedy, J. J., ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 197-214. 


 Pietropinto, A.
“Exploring the Unconscious Through Nonsense Poetry,” in Leedy, J. J., ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 50-76. 


 ----. “Monsters of
the Mind: Nonsense Poetry and Art Psychotherapy,” Art Psychotherapy an International Journal, 2 (1975): 45-54. 


 ----. “Poetry
Therapy in Groups,” in Masserman, J. H., ed., Current Psychiatric Therapies, vol. 15. New York: Grune &
Stratton, 1975, pp. 221-232. 


 “Poetry Therapy,” in
The International College Catalog,
1979-1980. Los Angeles, Cal.: The International College Catalog, p. 76. 


 Prescott, F. C. The Poetic Mind. Ithaca, N. Y.: Cornell
University Press, 1959. 


 Reik, T. “Forward”
in Leedy, J. J., ed., Poetry Therapy.
Philadelphia: Lippincott, 1969. pp. 5-7. 


 Reilly, E. “Sylvia
Plath: Talented Poet, Tortured Woman,” Perspectives
in Psychiatric Care, 16:3 (1978): 129-136. 


 Robinson, S. S., and
Mowbray, J. K. “Why Poetry?,” in Leedy, J. J., ed., Poetry Therapy. Philadelphia: Lippincott, 1969, pp. 188-199. 


 Rothenberg, A.
“Poetic Process and Psychotherapy,” Psychiatry,
35 (1972): 238-254. 


 ----. “Poetry and
Psychotherapy: Kinships and Contrasts,” in Leedy, J. J., ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 91-126. 


 ----, and Hausman, C.
eds. The Creativity Question. Durham,
N. C.: Duke University Press, 1976. 


----, and Greenberg, B. The
Index of Scientific Writings on Creativity. Hamden, Conn: Shoe String
Press, 1976. 


 Schechter, R. L.
“Poetry: A Therapeutic Tool in the Treatment of Drug Abuse,” in Leedy, J. J.,
ed., Poetry the Healer. Philadelphia:
Lippincott, 1973, pp. 17-23. 


 Schloss, G. A. Psychopoetry. New York: Grosset &
Dunlap, 1976. 


 ----, and Grundy, D.
E. “Action Techniques in Psychopoetry,” in Lerner, A., ed., Poetry in the Therapeutic Experience. New
York: Pergamon Press, 1978, pp. 81-96. 


 Silverman, H. L.
“Creativeness and Creativity in Poetry as a Therapeutic Process,” Art Psychotherapy: An International Journal,
4:1 (1977): 19-28. 


 Stone, A. A.
“Preface,” in Leedy, J. J. ed., Poetry
the Healer. Philadelphia: Lippincott, 1973, pp. xvii-xviii. 


 Stone, C. “Three
Mother-Daughter Poems: The Struggle for Separation,” Contemporary Psychoanalysis, 2:2 (1975): 227-239. 


 Waterman, A. S., Kohutis,
E., and Pulone, J. “The Role of Expressive Writing in Ego Identity Formation,” Developmental Psychology, 13:3 (1977):
286-287. 


 Wolberg, L. R.
“Preface: the Vacuum,” in Leedy, J. J., ed., Poetry Therapy. Philadelphia: Lippincott, 1969, pp. 9-10. 


 Wood, J. C. “An
Experience in Poetry Therapy," JPN and
Mental Health Services (Jan-Feb 1975): 27-31.


Notes


1This refers to Goethe’s famous
ballad of a sorcerer’s apprentice who made more magic than he could control and
was unable to stop an enchanted broomstick from carrying water for him. 


CHAPTER 29 

MUSIC THERAPY  


Karen D. Goodman   


Historical Use of Music in
Healing 


From ancient times music has played an essential role in the humane
treatment of individuals with mental, physical, and emotional illnesses. The
design of this treatment is fascinating because it not only parallels the
evolution of civilization but also the evolving integration of “magical” and
scientific healing. 


The primordial imitation of, and subsequent identification with,
certain sounds in the environment (wind, rain, waves, trees, animals) gave
primitive man access to nonverbal communication with his “invisible world”—a
“supernatural, magical” world which, he was convinced, controlled his well-being.
Healing rites, consisting of music, rhythms, songs, and dances, were led by a
“magician” who was conversant with the formulas for communicating with the
“spirits.” Eventually, ancient man moved from magical healing via music to
religious healing via music—still utilizing music as a communicative language
with the supposed sources of disease rather than recognizing the specific
ability of music to affect man’s psyche and soma. As it was written in the
Bible: “Seek out a man who is a cunning player on a harp [David]: and it shall
come to pass, when the evil spirit of God is upon thee, that he shall play with
his hand and thou shalt be well.” (Samuel I, Chapter 16, verse 16). 


Practices found in the medical tradition of ancient Greece
represented a similar divergence of attitudes. The Greeks used music and
musical instruments, believed to be gifts from the gods, to propitiate deities
they had created in their own image. Incantations, songs, and music were a
standard part of Greek and, later, of Christian ritual. Also available were
environmental healing treatments involving supplications for help from the
gods. At some 420 temples of Aesclepius the basic treatment consisted of ritual
purification, special diet, and sleep-inducing drugs, with a musical background
as an integral component of the dreaming/sleeping period. 


At the same time, rational and scientific ideas about music and
medicine were being developed by philosophers. Cassiodorus, Plato, and
Aristotle attributed certain emotional and ethical characteristics to various
musical modes. Socrates referred to the subliminal action of intoxicating
music, and Aristotle recognized the cathartic power of music. Plato introduced
the idea of specific harmonic modes, instruments, and rhythms affecting the
human psyche (Republic, III) and
suggests specific musical “recipes” for such afflictions as Korybantism and
insomnia. 


These elementary Greek concepts of music therapy, “a kind of
psychotherapy that affected the body through the median of the soul,” were not
isolated phenomena. In scrutinizing the history of psychiatry, it is striking
to note that almost all of the humane treatment movements have included music
as either a specific or nonspecific therapy. The tradition appeared in Baghdad
(eighth century, A.D.), Damascus (ninth century), Leleppo, Kalaoma, Cairo, and
Fez as part of the Arabic-Hebraic medical tradition (thirteenth century). As
early as 1100 B.C. travelers returning from the Middle East to Europe reported
“humane” psychiatric treatments that carried on the Aesclepian tradition. An
essential part of treatment was the concerts in which the instruments were
tuned in a special way so that they would not jar the patients’ nerves—an
example of the gentleness and humanity of these ancient institutions. 


While this Arab and Judaic tradition had some impact on the
Christian practice of medicine developing in Europe in the Middle Ages (for
example, the Salerno Medical School founded by Constantinus Africanus), it was
overshadowed by the prevalent attitude that the mentally ill, labeled as evil,
were to be punished rather than helped. 


The emergence of the Renaissance revitalized the use of music
therapy in terms of physiology and psychology. Moreover, the possibility of
man’s self-actualization via the arts was recognized in that the patient was
encouraged to express himself through a musical experience. Obviously this
experience was still not fully understood in relation to the therapeutic growth
of the psyche, soma, and/or interpersonal relationship between therapist and
client. The part the musicians themselves played in music therapy was to remain
largely empirical until shortly after World War II. 


 Music Therapy as a Profession  


As a distinct discipline, music therapy contributed to the holistic
point of view prevalent in the treatment of disease after World War II. Before
and during the war, musicians had been encouraged to use their talents purely
for morale purposes. However, the need to assess the influence of music on
behavior, its relationship to psyche and soma, and its potential as a specific
treatment process required validation in the scientific age. Music therapy
developed into a profession with recognized institutions (National Association
of Music Therapy established in 1950, American Association of Music Therapy
established in 1969), a degree (B.A., M.A.), internships, registrations (Registered
Music Therapist, Certified Music Therapist), textbooks, and journals (The Journal of Music Therapy). 


Many of the initial music therapists were music educators with
training and experience in public school music. Musicians from other
backgrounds joined them, and they and representatives of other professions—
primarily representatives of schools of psychiatric and psychoanalytic thought,
clinical psychology, milieu and attitude therapy (Menninger
Foundation)—contributed to the field of music therapy. Continuing research cast
doubts on beliefs on which earlier clinical practice had been based. Several
popular concepts—that specific music will predictably stimulate or sedate
patients, that background music increases verbalization in therapy groups, or
that learning of other subject matter by retardates can be enhanced by
utilizing their specific musical abilities— were not supported by research. 


The effect of music therapy research on clinical practice led to
diversification as some practitioners altered older methods while others turned
to new ones. While the mainstream of music therapy in the fifties and sixties
remained only supportive, pioneers in the field developed a profession with
additional depth. In Europe, Nordoff and Robbins, beginning their innovative
improvisation work with multiply handicapped children, made a great impact in
America by establishing a humanist tradition as well as a musical therapeutic
rapport between client and therapist. Such innovators as Florence Tyson and
Mary Priestley began to translate these concepts into clinical practice,
embodying the analytic model suggested previously, as well as contributing a
wealth of new material. Work with the adult psychiatric population was now
beginning to take shape. The suggestion that musical imagery was as valid as
dream imagery was utilized in clinical practice by Dr. Helen Bonny who opened
the Institute for Music Consciousness and Research in Baltimore, Maryland. In
the 1970s, clinicians realized the need for specialized approaches in music
therapy. Specialized music therapy now existed for the hearing-impaired,
aphasic, autistic, severely/profoundly handicapped preschooler, and criminal
offender. Indeed, specialized music therapy offered a variety of clinical
orientations including psychoeducational, behavior modification analytic, and
eclectic. Tremendous variety of age (infancy to geriatric) and handicap of
clientele, as well as influences from shifts in institutional treatment
philosophies and methods, have provided a plethora of approaches to music
therapy. 


Most music therapy was and is practiced in institutions for
psychiatric and retarded patients, although settings presently include
educational institutions, nursing homes, private practice in conjunction with
psychiatric practice, alienated subsystems in communities (such as addiction
treatment centers and prisons), and outpatient and inpatient clinics for
treatment of the physically handicapped. 


The field of music therapy is a “changing elastic diversity of
clinical activities and points of view, carried out by a polyglot inclusive
group whose bond remains the use of music for the benefits of the sick and
disabled.” 


 Music as a Tool  


Music is the art of sound in time, expressing ideas and emotions in
significant forms through the elements of melody, harmony, and color. Tones or
sounds occur in single line (melody) or multiple lines (harmony) and are
sounded by voice(s) and instrument(s). Appreciation of or responsiveness to
musical sounds or harmonies is inherent in the concept of music. 


There is no doubt that a medium that affects the emotions,
endocrines, circulation, respiration, blood pressure, mood, association, and
imagery of man can and must be used to meet specific needs in clinical
practice. With this in mind, a body of music therapists, psychologists,
psychiatrists, neurologists, pediatricians, physiologists, speech pathologists,
and numerous others continues to examine the ways in which music affects
individual physiological and psychological processes in man. 


One vital aspect of the biological foundation of music is the
separate roles of the right and left hemispheres in music perception. The
investigation of hemispheric roles and dominance, and the implication for
education, culture, and creativity is nothing new. However, this investigation
takes on added significance in regard to neurologically impaired or suspected
split-brain individuals who express themselves well through music. Music may
prove a means of transfer between left and right hemispheric functioning. Left
and right hemispheres are employed differently in the musical process. The
right “metaphoric” hemisphere, notably intact in many neurologically impaired
clients, is responsible for major aspects of musical perception and musical
behaviors; that is, the recognition of pitch, a gestalt sense of melody,
rhythm, style, and musical memory. 


The commonalities between the components of speech and music are a
basis for the perceptual processes of the right hemisphere, which influences
language functions and behavior. The left hemisphere is predominantly involved
with analytic, logical thinking, especially in verbal and mathematical
functions. With someone who is musically sophisticated the left hemisphere 


dissects its passages in a manner analogous to the feature-detecting
capacity of the left hemispheric visual fields. In other words, the right
hemisphere, in effect, thinks, “ah, yes, Silent Night,” two Columbia
psychologists report, but the educated left hemisphere thinks, “two sequences,
the first a literal repetition, the second a repetition at different pitch
levels—ah, yes, Silent Night by Franz Gruber, typical pastorale folk style.”
[p. 7] 


This assumes the processing involved in score-reading and score
notation as well as mediating temporal order and acuity. 


The neurological potential for music processing to relate to the
emotional life of any individual is enormous. Altschular says: 


The thalamus is a main relay station of emotions, sensations, and
feelings. It is believed that even aesthetic feelings are relayed by the thalamus
to the master brain. The thalamus is connected to the master brain by nerve
pathways, and the stimulation of the thalamus almost simultaneously arouses the
master brain. Once the brain is aroused, it sends impulses back to the thalamus
and thus a reverberating circuit is set in motion. We can conclude then that
music arouses our emotions, [p. 29] 


As an effective response, evidenced physiologically, music leads to
alterations of blood pressure; changes in respiration and pulse, the cardiovascular
system, and galvanic skin response; lowering of the thresholds of sensitivity
to other forms of stimulation; and delay of the onset of muscular fatigue. Why
music has this power, what exactly it is about music that is responsible for
its effects, and how one can effectively tap music’s power to utilize it
therapeutically still remain open questions although a wealth of information on
the subject is available. Generalities of human affective responses exist but
only to the degree to which individuality of physical, organic, psychological,
and experimental differences come into play. 


As parts making up the whole, melody, rhythm, and harmony each have
a vital, purposeful origin in the history of man and a psychological
significance in the form or lack of form they present. 


Melody appears to have its origin in primitive man’s sound
language—the sounds with which he reacted to external stimuli and expressed
affect. As the only instrument belonging to man, voice, able to produce both
melody and rhythm, best represents the “hidden person, his individuality, his
uniqueness.” As a primitive response, melody appears as the first “informal”
music experience of the child when his voice assumes differentiated crying and
then vocal contagion/babbling. The infant’s attendance to the timbre of the
mother’s voice is an initial melodic and affective experience: “With its
constant rising and falling and many inflections, it [melody] approximates the
affective component of the endocept. The ‘breathing’ of melody approximates
some of the physiological concomitants of emotion.” 


As primitive and childish melodies (feeble, poorly organized,
lacking in definite affective significance and nuance) take “shape,” they
logically feed into definite tonal relationships (intervals) which resolve on a
key note. Modes, the selection of tones within a scale, will vary from culture
to culture. Most common in this country are the major and minor scales. The
timbre or quality of sound offered to the child by the human voice may prove
either pacifying or disquieting. 


The choice of tone relations in a melody provides many possibilities
for psychological tension and relief—the frequency of and distance between
consonant and dissonant intervals; the direction of movement toward consonance;
the size of the intervals (small intervals, except for semitones relieving
tension); the movement/direction of the intervals (ascending tones being
generally more tension laden); the fulfillment of tonal expectation based on
past association; and resolution to the lower tone of a successively played
interval and/or the lowest point of a descending melodic line. Through our
experience with probabilities in sound, our expectations concerning music
develop. 


Rudolph Steiner relates the choice and directionality of intervals
to dance movement in the art of eurhythmy, in which particular sounds and
intervals assume physical postures and cathartic emotional value. 


Once perceived as a Gestalt, the familiar movement of the melody is
repeated in the song and may be perceived consciously or unconsciously. 


Rhythm, the feeling of movement in time, with its implication of
both regularity and differentiation, is, like melody, primordial. Rhythm is of
biological origin, beginning prenatally when the fetus produces rhythmic
heartbeats, chest movements, and limb and body movements. Sounds transmitted by
vibrations are responded to by the fetus in the third trimester. The
information suggesting that rhythmicity is at least “hard wired” into the
circuits of our brains is well founded: witness the seasonal or monthly cycles
or even diurnal rhythms in depressives; the basic rhythm of the rapid eye
movement of the sleep cycle; the obvious microrhythms of heart rate,
respiration, and brain wave activity; the various cries that change in rhythm
at different periods of life; the predictable rhythms of spontaneous neonatal
mouthing and sucking activity; the mannerisms and stereotypies of neonatal
motor patterns; and the movement patterns and rhythms found in each dynamically
invested phase of development. These and related studies may be potential
diagnostic tools not only for music therapists but for the entire medical
profession. 


Gaston said, “without rhythm, there would be no music, for its
unique potential to energize and bring order is seen as music’s most
influential factor.” According to Gaston, “rhythm is the primitive and driving
factor of music.” The manner in which rhythm is indicated or expressed by an
individual determines to a large degree the amount of energy invested in
responding to music. Rhythmic patterns between mother and infant impart to some
individuals an emotional message. Later, rhythmic interaction with another
person can become a dynamic medium for self-expression reflecting the earlier
experiences as well as being a means of relating to another person. 


The choice of rhythms in a given piece of music, whether it be a
listening or performing experience (precomposed or improvised), again lays bare
psychological possibilities for tension and relief. The predictable accented interplay
between basic beat (meter) and melodic rhythms, the stability and consistency
of basic beat, and the gradual evolution of tempi changes (much faster or
slower tempi can be tension laden) are all indicative of a need for order,
control, and security. This pleasure in order and control is an orientative
Gestalt for the mind as well as the body: “the ultimate foundation of rhythm is
to be found in mental activity.” This supposition concerning mental activity
and organization of rhythmic impulses led the music therapy pioneers, Paul
Nordoff and Clive Robbins, to suggest relationships between rhythmic response
and emotional and/or physical difficulties in hundreds of handicapped children. 


As previously mentioned, music is fundamentally melodic, and so it is
not surprising that the possibility of simultaneous combinations of tones, that
is, harmony, was only gradually appreciated and understood. As a direct
qualitative experience, a chord possesses its own “color.” There may be tension
and/or relief in an emotional reaction to one chord. However, it is more common
to perceive a succession of harmonic devices as tension or relief provoking.
The Western listener, unacquainted with alternative means of harmonic movement,
expects to hear the consonant root progressions inherent in music of the
European tradition. Various listeners and cultures have retained subjective
definitions of consonance and dissonance in spite of numerous attempts to
provide an objective definition. As consonance is thought to produce “an agreeable
effect” and dissonance “a disagreeable effect,” the composer arouses tension by
delaying the consonant and/or presenting the dissonant. “Either too much
tension or too much relaxation can be fatal. Excessive consonances produce
stagnation, while too many dissonances often result in ‘irritation’, undue
restlessness. Dissonances in music furnish an element of motion or progress,
and keep the mind and the imagination of the hearer aroused.” Initial contact
with sound occurs at birth, assuming different qualities and producing
different affective states contributing to the satisfaction of bodily
functions. As the infant develops, different sounds and auditory impressions
become associated with different responses and create definite emotional
reactions within the child. According to Nass, the ego has simultaneous
adaptive functions, and the “early listening and hearing experiences may serve
to master the outside world.” Thus, the ego can function to re-experience early
phenomena, as well as the present experience of listening during a therapeutic
situation. For some, the recreation of a way of “being with another person”
based on early sound experiences, comes through music—melody, harmony, and
rhythm. 


 Music as a Therapeutic Process  


In therapy, the music session is the ongoing context within which
the relationship between client and therapist is formed and the individual
personality elucidated. Both active and passive involvement with music provide
therapeutic opportunities that have been translated into clinical practice
within the last three decades. 


Listening to music is essentially a selective response in which some
elements of the musical experience become dominant while others are
subordinated. This attendance to certain elements of music varies from
individual to individual and is, in most cases, not conscious. According to
Mursell, extrinsic factors in listening include: (1) the general mood or
affective set of the listener, which is reinforced and/or prevailed upon by the
music (only when the listener’s affective state is very definite, strong, and
in sharp conflict with the prevailing mood of the music being presented, does
it constitute a disturbing factor); (2) the flow of association and the arousal
of imagery usually based on the mood and emotions elicited by the music; and
(3) the visual stimulation provided by the musician. The intrinsic factors in
listening, in order of their priority, include shifting volume and quantity of
tonal content; the Gestalt of the melody, rhythm, harmony, and the general
architectonic design of the music. 


With the great majority of listeners, attendance and emotional
reactions to intrinsic factors of listening are not controlled and usually
exist on a level that is apparently not conscious. Meyer attempted to clarify
the role of mental organization of rhythmic and melodic stimuli, expectation
and learning, and psychological “norms” of necessary repetition, resolution,
good continuation, completion, and balance of tension and relief. The ability
to recognize and respond to these components of the intrinsic listening
experience may prove to be a key diagnostic factor in work with mentally
disorganized clients. 


As music “activates tendencies, inhibits them and provides
meaningful and relevant resolutions,” it will effect tension or relief. Any
state of suspense in music, resulting in expectation, can provide positive
excitement in leading up to a resolution and/or negative upset in further
delaying or blocking a resolution. It has been speculated that the greater the
familiarity of a person with a certain piece of music or the higher his musical
training in general, the more he will enjoy musical sequences of greater
unexpectedness and complexity. In addition, the effects of repetition and
familiarity will provide an internal sense either of more mastery over the
music or of eventual boredom since there no longer exists any tension. How
increased tension can become pleasurable is a problem that has puzzled
psychoanalysts for years. Miller provided us with an analytic interpretation of
tension and relief via the music experience: Increased tension is the result of
the musical elements symbolically disturbing the listener’s degree of
ego-mastery. According to Meyer, the ego-mastery is upset when control over the
predicted resolution of the music is temporarily or permanently lost. According
to Miller, “Ego-mastery is symbolically disturbed during music by the listener
being reminded of previously disturbing situations such as environmental noises
(frightening and unexpected sounds), forbidden id impulses (sexual and
aggressive sounds), ego failures (complex and difficult sounds), and super-ego
pressures (unconforming and inartistic sounds).” Increased tension can become
pleasurable when the listener realizes emotionally that the music is only
“make-believe” and not threatening to the self; the eventual regaining of
mastery over the music situation leads to decreased tension. “Ego mastery is
attained in music when sufficient defensive energy is invested to understand,
overcome and re-master the symbols disturbing situations.” 


The ability of music to portray multiple, even opposite, emotions
simultaneously makes it possible for music to become deeply meaningful to the
listener in both positive and negative ways. The connection for these feelings
may be the world of imagery and associations. In many cases, the submerged
memory of a particular event and/or feeling is triggered by a song or
instrumental composition associated with the memory. The therapeutic value of
reawakening feeling in order to re-experience and elucidate it is a key feature
of music therapy. Frances Hannett, reviewing the significant themes of American
popular songs during the early twentieth century, pinpointed a primary (69
percent) thematic reference to an unfulfilled love relationship (that is,
mother-child). She also pointed out the value of a patient spontaneously
singing, whistling, or hearing a song as a means of conveying emotions and
feelings not being directly expressed. 


Musical daydreaming, attention to the suggestions and associations
of music and to its “meaning beyond itself,” may be viewed as the symbolic
expression of unconscious feelings and contents. As dreams are valuable
interpretative material for the analyst, so musical daydream, arising from the
emotional reactions a piece of music elicits, can prove valuable interpretative
material for the music therapist. It is on this basis that Guided Imagery in
Music (GIM), a process involving “listening to music in a relaxed state for the
purpose of allowing imagery, symbols and deep feelings to arise from the inner
self and then be used for therapeutic intervention or self-understanding,” was
developed by Helen Bonny, R.M.T. at the Maryland Psychiatric Research Center in
Baltimore, Maryland. 


The reader will keep in mind that although the direct effect of a
music listening experience may be to provide pleasure in and of itself, this
superficially therapeutic “music to sooth the savage beast” notion does not at
all fulfill the real purpose of therapy—to promote behavioral change of
longstanding value. 


 Performing Music  


Certainly our greatest concern is to encourage personal expression
by the music therapy client by means of either formal (precomposed) or informal
(improvisational) active music experience. Whether it be vocal, instrumental,
or involving movement, the perceptual, cognitive, motor, and emotional
processes incorporated into music performance make it an ideal therapeutic
opportunity: 


The voice represents the hidden person, his individuality, his uniqueness.
To be born means to become sounding, to have a voice means to be something
which has its own growth, its own development. . . . The primitive or modern
player has always identified himself with his instrument, which is a
prolongation of his body and transforms into sound his psycho-motor impulses
and liberates them. The manipulation of an instrument demands also conscious
control of movement in time and space and obedience to certain laws of
acoustics. The process has a well-known therapeutic value, [pp. 19-20] 


Contrary to popular opinion, the music therapy candidate is not
necessarily a trained musician. However, musicianship can develop. According to
the “Musical Communicativeness” evaluation scale of Nordoff and Robbins,
vocalization on a low level of response includes “fleeting reflexive sounds
that echo some parts of the music; brief sounds that have a connection with the
music, tonally and/or rhythmically and/or expressively”; instrumental on a low
level of response includes “[drum] beating [that] is compulsive, impulsive,
disordered, or totally uncontrolled, yet. . . shows fleeting reflexive effects
of the music—beating [that] is discontinuous, infantile, poorly coordinated, or
sporadic, yet . . . shows some slight influence of the music”; movement on a
low level of response includes “brief excited movements such as running,
jumping, stamping, hand and/or head movements in response to particular musical
stimuli—habitual movements show slight, irregular changes in tempo, intensity
and duration; compulsive rocking or twirling patterns give way briefly.” In
other words, the “music child” has yet to be formed but indicates some instinct
for potential music making. In addition to acquiring and/or integrating the
developmental prerequisites (cognitive, motor, emotional, perceptual factors)
necessary for each ensuing stage of musical communication (with the therapist
and/or peers) and expressiveness, the music therapy client will spontaneously
incorporate aspects of his or her personality into the music he or she chooses,
physically maneuvers, interprets, and/or communicates with the therapist.
Further spontaneity can proceed by improvisation with the therapist—through
movement, drama, vocalization, and/or instruments. The incorporation of the
performer’s personality into his music may demonstrate a parallel or
contradictory picture of the client’s extra-musical personality in need of
further elucidation and healthy integration. In the same way, the client’s
formal composition efforts—the notation and reading of musical ideas—are
autobiographical. “The tonal dream awake” is a direct avenue to personal
symbolic expression. 


 Relationship to a Previously Established
Theoretical Framework  


 Music Therapy and Piaget  


In an attempt to translate into clinical practice firm methodologies
for music therapy with various populations, it is apparent that musical
experience and development can and must ultimately fit into an affective and
cognitive framework. In this way the relationship between musical
experience/expression and human development is not only strikingly demonstrated
but also serves the clinician in establishing relationships between
developmental goals and musical objectives. 


From the cognitive-structuralist viewpoint of Piaget, one may
theorize that musical development evolves through the same stages as other
realms of knowledge: a sensorimotor stage (from birth to eighteen months)
during which children simply emit sounds and react to changes in sound; a
symbolic stage (ages two to six) when sounds begin to acquire communally shared
meaning; a concrete operational stage (ages seven to eleven) when children can
voice to one another a set of organized patterns of sound; and a formal
operational period (age twelve and up) when they can reflect on how music
works, analyze a composition, and freely invent new patterns. 


Already, researchers have begun to confirm the effectiveness of an
interrelated cognitive-musical framework approach both in music education and
in music therapy. Ewing seems to have translated into clinical practice the
even more specific stages of musical development in the first five years of
life that were outlined by Peter Ostwald. 


While musical precocity is often attributed largely to hereditary
factors (and individual differences in musical ability among young children are
tremendous), the stages of musical development suggested by the Piagetian
framework are applicable for the general population. It is, of course,
important to remember that musical precocity and, at the very least, “normal”
ability are found quite frequently among children who are not intellectually
outstanding and, in many cases, are retarded. Autistic children, in particular,
are stereotyped for their unusual musical capacities which, when developed into
communicative patterns, provide the first step in remediation of a serious
emotional illness. 


A supplementary effort on the part of Heinz Werner is much more
informative about the distinctive features of musical development. Focusing on
the musical aspects of children’s melodies, Werner examined the ascending and
descending movements of melody, the role of repetition, the emergence of
cadences, and the handling of phrasing. According to Gardner 


This fine-drawn analysis revealed which aspects of melodies were
most salient for children at a young age, and which aspects appeared
spontaneously— i.e., that resting on a lower note is a constant throughout
melodic production, presumably reflecting a fundamental tendency in vocal
production, but that ability to use and vary cadences waits upon the ability to
repeat a simple motif. 


Even with these initial studies, Werner substantiates the relation
between musical development and other aspects of linguistic and cognitive
development. 


 Music Therapy and Personality Theory: The
Analytic Framework  


In general, the conceptual basis for a psychoanalytic theory of the
arts relies upon: (1) the libido as an energetic source; (2) the transformation
of unconscious content in analogy with dreams, imagination, and humor; (3) the
dominance of the sublimative mechanism; and (4) the relative flexibility of the
repressive mechanism. These factors must all be considered specifically in
relation to music—the most formal of the arts. 


According to Noy, “The problem of defining the significance of forms
by relating it to the analysis of the content implied in those forms presents
the major challenge facing the analytical theory of art today.” This problem is
further compounded if one considers music “contentless” and/or “objectless.”
However, Suzanne Langer provided a convincing argument that music is indeed a
symbolic language even though its content may seem unfathomable much of the
time. Music lends expression to the world of feeling; it is a symbol and its
symbolized object is the emotional life. 


The tonal structures we call “music” bear a close logical similarity
to the forms of human feeling— forms of growth and of attenuation, flowing and
stowing, conflict and resolution, speed, arrest, terrific excitement, calm or
subtle activation and dreamy lapses—not joy and sorrow perhaps, but the
poignancy of either and both—the greatness and brevity and eternal passing of
everything vitally felt. 


Such is the pattern of logical form, of sentience; and the pattern
of music is that same form worked out in pure, measured sound and silence.
Music is a tonal analogue of emotive life. [p. 27] 


As a language that represents emotional life rather than ideas,
music is “much more liable to evade the defenses and to reach the unconscious”;
in this way it may “safely become an object of displacement rather than
language.” 


If one does indeed accept music as a language safely lending
symbolic expression to unconscious contents (although definition of these
contents is difficult to fathom), then one can also accept the likelihood of
perception of music through primary and secondary process. Researchers' have
written about a musical secondary process (the tune) uncovering a deeper
musical primary process (the rhythm) and have even suggested that primary
process mechanisms—displacement, condensation, inversion, repetition by the
opposite—are musically operative. Many questions remain however: Why does the
unconscious want or need to achieve tonal represervation? On what level does
the translation process of the unconscious content into tonal structure take
place? What is the nature of the motive or desire to find expression and
gratification in music? 


Perhaps part of the answer to the last question can be found by
recognizing the roles of the id, ego, and superego in musical expression. From
the point of view of the developmental hierarchy of psychological stages, the
meaning of music “. . . is derived from its capacity to allow subtle regression
via extraverbal modes of psychic function.” The id is served by music since
catharsis of primitive impulses is transformed into an emotional experience.
The ego is served by music since organization and hence mastery of sound
impulses is achieved; music is, in this sense, a form of play. The superego is
served by music since an expression of rules to which one submits becomes a
task to be fulfilled as well as an aesthetic experience. The elements of music
themselves serve to satisfy the libido. In summary, rhythmic repetition and
emphasis are a pleasurable means of discharged energy. Melody, produced under muscular
tension in the tones of the human voice, also produces this effect; and harmony
provides an additional and increased enjoyment since a number of items concur
in any simultaneous expression of pleasure. 


Further evidence to satisfy the question of motives in finding
expression and gratification in music is found in the writings of Maslow and
Jung. Maslow’s hierarchy of human needs—physiological, safety, belonging,
esteem, and self-actualization—are all within the capacity of musical
experience. Jung’s four functions of the psyche—thinking, feeling, sensation,
and intuition—are also integral components of the music experience. 


The key to the music therapy work, which calls itself analytic in
orientation, is recognizing that unconscious contents of the music experience
and the approach to the music experience must become conscious to the extent
that the client can achieve greater self-awareness. In some cases a musically
expressive way of relating may be linked to the rest of the behavioral
personality and help the client achieve greater personality integration. In
“pure” music therapy—therapy where the music experience itself is sufficient to
promote behavioral change outside the music room—verbalization regarding the
music experience is not necessary. Music therapy in this “pure” sense has been
achieved most often with children. With adults, particularly the neurotic, it
has usually been necessary for the therapist and client to verbally “process”
the musical experience. The client is often guided by the therapist to reflect
back and clarify what pertinent dynamics the musical expression has offered.
This process may elucidate other behavioral patterns in the client’s life. 


As the client is allowed to “work through” his conflicts musically
and verbally by being offered, and personally identifying with, an enriching
musical experience and a supportive client-therapist relationship, alternative
means of approaching and integrating the musical experience into the self
become possible. This emotional awareness frequently effects extra-musical
change. 


 Music Therapy and Cultural Diversity  


In concluding the argument that affective and cognitive structures
are related to musical development and must be clarified in forthcoming years
to enhance music therapy expertise, it is necessary to include the subject of
cultural diversity with regard to human development and musical expression. It
is dangerous to extend any findings beyond the population (in our case,
Western) in which they have been established. As musicians, musicologists, and
psychologists have demonstrated, the music of one’s culture may be influenced
by such factors as relationship to religion and art, “vocabulary” (that is,
musical mode), and different emphasis (for example, greater emphasis on rhythm
in primitive cultures). Lomax, investigating the universal relationships
between folk music styles and cultural characteristics of fairly primitive
societies, recognized the relevance of such findings to music therapy practice.
For example, the finding that unison instrumental folk music is more common in
societies whose political and social interaction patterns are simply organized
while counterpoint occurs more frequently in societies characterized by
complex, specifically defined and differentiated patterns of political and
social interaction, is somewhat analogous to the observation, made frequently
by music therapists, that appropriate individual participation in a
contrapuntal musical texture is associated with a fairly high degree of
individual behavioral organization and social competence. It has also been
found that recorded contrapuntal musical textures are responded to by some
psychotic patients as though they were social interactions and that patients’
acceptance or avoidance of contrapuntal music can provide clinical implications
about their tolerance of interactive, interpersonal situations. These and other
findings suggest a strong relationship between social structure and group
musical performance not only within a given society but within any social
subculture. 


 Basic Purpose and Structure of Music Therapy  


The intention of music therapy is to encourage, structure, and
develop musical activity that will serve to incorporate the affective,
cognitive, communicative, perceptual, and motor needs of the client. The
demonstration of enriching change and growth through musical, verbal, and
nonverbal communication and interaction with the therapist is directly related
to the extra-musical goals the therapy was intended to meet. In making a
referral to a music therapist another clinician (psychiatrist, psychologist,
occupational therapist, physical therapist, speech pathologist, special
education teacher, social worker, or the like) realizes that successful methods
will vary for each individual. The strength of music as a therapeutic tool is
that it motivates a client to work toward difficult goals in a personally
meaningful, expressive way. According to I Ching: 


Music has power to ease tension within the heart and to loosen the
grip of obscure emotions. The enthusiasm of the heart expresses itself in a
burst of song, in dance and rhythmic movements of the body. From immemorial
times, the inspiring effects of the invisible sound that moves all hearts and
draws them together has mystified mankind. 


As in psychotherapy, music therapy can and does proceed on three
levels: 


1. supportive therapy—strengthening of existing
defenses, development of new and better mechanisms to maintain control, and
restoration to an adaptive equilibrium; 


2. insight
therapy with re-educative goals —insight into the more conscious conflicts with
deliberate efforts at readjustment, goal modification, and living up to
existing creative potentialities 


3. insight
therapy with reconstructive goals—insight into unconscious conflicts with
efforts to achieve extensive alterations of character structure and expansion
of personality growth with development of new adaptive potentialities. 


Due to the tremendous diversity of age (preschool to geriatric) and
disability (developmentally disabled, emotionally handicapped, physically
impaired, multiply handicapped, substance abusers, criminal offenders), musical
activity is structured and developed differently for each client. Depending on
the training and orientation of the music therapist, the capacity of the client
to be involved in therapy, and the interdisciplinary goals set for that client,
the extent to which musical activity is developed to incorporate client needs
differs dramatically (see “Specific Applications of Music Therapy”). In those
cases where the client will undergo short-term therapy and may be chronically
ill and/or highly resistant to therapy, supportive music therapy provides
immediate access to the benefits of music (catharsis, self-organization,
socialization, time-ordering, mood-setting) without necessitating an
investigation of the dynamics of the activity to provide insight and change.
Pleasurable activities emphasizing interpersonal relationships, task
achievement, and social behavior in groups are common approaches to supportive
music therapy. 


Many cases of insight therapy with re-educative goals are
represented in the literature of music therapy with handicapped
children—particularly those children who are developmentally delayed. Most of
these children are in an educational setting in which interdisciplinary team
members work toward psychoeducational goals. Re-educative goals for geriatric
clients are commonly approached through music. In cases of stroke or
deterioration of the brain leading to disabled motor, communication and/or
thought processing, music, perceived through the right hemisphere, can be a
basis for motivating clients and “teaching” the left hemisphere to be operative
again. 


Insight therapy with reconstructive goals, the most in-depth
treatment, can be brought about with music creating an environment in which a
patient can explore intrapsychic phenomena, experience affect, develop mastery,
direct himself toward resolution of conflicts, and risk change. 


In all cases, music is used because it evokes various moods or
affective states and demands reality-oriented behavior to those stimuli—aural,
visual, kinesthetic, musical, and verbal—built on the time-ordered necessities
of a given musical situation. Through involvement with the musical process, one
can develop awareness of affectual states while maintaining the reality of the
moment. Music also provides time-ordering, self-organization, and experience in
relating to others or to the self. 


Since music can be very much a formal art, the capacity for entry
level music involvement will vary tremendously. Many clients may simply have an
emotional attachment to music and the desire (whether directly or indirectly
expressed) to become more involved. Others will have had previous amateur
and/or professional experience and emotional attachment (whether positive,
negative, or ambivalent) to their training in voice, an instrument,
composition, or the like. In all cases, the capacity of music to influence
behavior is clear to the music therapist. 


Recognizing the current capacity of the client to become involved in
music, and acting to provide support, guidance, and organization, the therapist
structures the client’s musical experience via listening, improvisation
(movement, personalized songs, simple instrumental activity, musical drama),
and/or preplanned song, movement, and
instrumental activity. As in normal development, the individual’s dependency
upon the guidance of the therapist should decrease as a repertoire of skills is
built up, and the client is able to initiate choices. A feeling of autonomy and
self-respect develops as the client identifies with the musical activity,
incorporates more and more of himself into it, and increases a sense of
mutuality with the therapist or group in the music-making experience. 


Other music therapy sessions may involve the gradual intervention of
the music therapist in dealing with a client’s rigidly bound patterns of
relating to an instrument. Assuming the client has a stake in preserving these
patterns, the therapist’s job is to listen, to help clarify the problem, and to
present opportunities for the client to try out alternate ways of relating and
musically communicating. 


As has been implied all along, the relationship between client and
therapist in the music therapy process is of paramount importance. The
development of basic trust, dependency, and then the emotional recognition of
the autonomy of the two individuals (or members of the group) is essential. In
music therapy, transference and countertransference come about through verbal,
nonverbal, and musical situations: 


The loving feelings of the music therapy positive transference do
not have the same frustrating aim-inhibited quality as they do in analysis. To
play music together and, even partially, to relieve physical tensions in this
way, can be an unconscious symbolic equation for various basic impulses such as
feeding, making love or even killing. Music therapy transferences are therefore
deep but more manageable, both in their positive and negative aspects, [p. 243] 


The amount and nature of verbal “processing” between client and
therapist once again depends upon the orientation of the therapy as well as on
the training of the therapist. A therapist incorporating re-educative and/or
reconstructive goals into therapy will provide as much structure and direction
as the client needs and will verbally support and “process” feelings evoked by
the music while possibly relating them to extra-musical patterns of behavior. 


Music therapy structure depends on the suitability of individual or
small group therapy, and necessarily involves assessment of client needs,
musical materials based on these needs, and evaluation of client response. 


 Specific Applications of Music Therapy  


 The Multiply Handicapped Child  


Today the profession of music therapy is probably most often
associated with handicapped children. These children have many needs in
relation to their primary difficulties and secondary delays. All of these
developmental delays (social-emotional, cognitive, communicative, motor,
perceptual) may be revealed in musical experience and the child-therapist
relationship. Common goals include speech initiation and language development,
ego organization and personality development, behavior modification, motor
control, lengthened attention span, and memory development: 


Often a handicapped child lives in a state of continuous tension,
and is unable to express his emotions in an orderly fashion. Frequently he is
unable to assimilate his life’s experiences. He may be confused because he
fails to interpret them. He has little or no faith in his own capacities. He
feels rejected and he rejects himself. Often he is unable to communicate his
needs, unable to control his inner conflict. The results are well-known
manifestations of unacceptable behavior. [p. 143] 


The music therapist must communicate with the child at the level of
the child’s developmental capacity for musical experience. In some cases the
therapist may begin this communication with a rhythmic tapping on the soles of
the child’s feet—“Hel-lo.” The child can appreciate this as a basis for further
vocal and/or movement feedback to the therapist via differentiated tonal cries
and rhythmic movement. Following a reflexive level of vocal and movement
response, a child has the capacity to move on to a tonal and/or rhythmic
response that bears a relationship to a therapist’s musical piano
improvisation. The expansion of the child’s world is made possible by the
therapist musically “joining” the mood of the child as well as by attempting to
incorporate the rhythms and tonalities of even primitive
behaviors—“stereotypic” rhythmic movements and/or undifferentiated crying. The
idea of reinforcing the present mood of the client is based on the age old “Iso
principle” that “like acts on like.” Clinical music therapy improvisation
techniques incorporate the tonal and/or rhythmic behavior of a child as well as
predictable music structures by which the child may “join” the therapist. The
therapist works for a “sustaining of directed response-impulses setting up
musical communication” as a basis for the “music child’s” further involvement
in individualized and, eventually, group activity. Self-expressive musical
confidence, enthusiasm for musical creativity, and free functioning and
communication of musical intelligence and skills are demonstrated in more
demanding, often highly structured, play songs,'' or orchestrations for
instruments such as drums, resonator bells, and assorted percussive and tonal
instruments, such as reed horns, glockenspiels, claves, wood blocks, bird
whistles, cymbals, adapted string instruments, autoharps, and zithers, designed
for developmental needs. The child able to engage in more abstract musical
role-playing is encouraged to do so in musical plays designed for voice and
simple rhythmic/tonal instrumentation. 


As in verbal therapy, there is often resistance to transition: 


For months he [eight-and-one-half-year-old, severely retarded,
nonverbal, psychotic child] responded only by rocking happily to simple,
conventionally consonant, rhythmic music—and only to this. Any time the
therapist introduced dissonances, added words to her singing, or tried to
structure his musical experience by repeating patterns, introducing a song, or
the like, he would start to cry with a tone of misery and anger. He showed no
interest when his name was sung. Any communication had to be entirely on his
conditions. [p. 11] 


The exploratory efforts of the therapist to engage the child
musically in conjunction with an understanding of the dynamics of the child’s
personality led to further growth: “But gradually, he began to accept as part
of his music a Tyrolean waltz played bi-tonally; this highly dissonant music,
which still contained some of his ‘old, uncomplicated’ music, engaged him and
provoked some vocal responses.” The ability to sing longer tonal phrases, the
subsequent exploration of vowel sounds, and finally holophrastic language
allowed this child an opportunity to sing about himself and his environment
(“What’s That?” “Roll Call Song,” “Goodbye Song”) while playing with the therapist. 


The playing-out of a child’s emotions through improvised or
precomposed music should lead to the child’s eventual control of the musical
situation; in this regard the ability to perceive and play a regular beating
pattern is a measure of inner control. The twelve categories of rhythmic
beating responses observed by Nordoff and Robbins in their more than twenty
years of clinical work all have psychological and neurological correlates. One
example of this is the compulsive beater: “What a compulsive beat signifies is
an enigma. It is almost always associated with children generally described as
autistic. Perhaps its most salient characteristic is its apparent
meaninglessness; no variety, no mobility, no expression, remoteness. It is
unrelated to the environment. 


The therapist employs techniques to create a comprehension of the
music rather than the ritualistic action of repeated beating: 


Gradually the boy [nine-year-old, brain-damaged, aphasoid, autistic]
is attracted to two songs sung by the therapists; one is about him and contains
his name. His emotional response can initially come no further than facial
expression and deeper breathing. His stiff posture relaxes to the warmth of the
melodies and harmonies. The songs alternate with rhythmic work, the therapist
leading from one to the other as the child’s responses indicate. Subjected to
syncopation and dissonance in the improvisation his compulsive beat begins to
break down. His beating now acquires some meaning and relates to the songs
(basic beat, melodic rhythm). Gradually he begins to sing fragments of the
songs with the therapists. As he works his way into musical expression through
a series of new experiences, he activates parts of his nervous system he has
not used before. 


The planning and implementation of musical involvement for the
handicapped child develops musical skills as a secondary benefit to developing
behavioral growth. As already mentioned, composed and improvised music therapy
materials are highly personalized in terms of the client’s personality and
developmental needs. Composed music therapy materials, based on speech and
language development, follow the inflections, rhythms, and phrasing of speech,
as well as reflecting the array of genuine emotional experiences children
undergo. Special motor needs for physically handicapped children, asthmatic
children, and developmentally delayed children' are met in music therapy
composition and instruments designed. The music therapy profession continues to
develop specific programming for such populations as the autistic, hearing-impaired,
severely/profoundly handicapped, communication disordered, cerebral palsied
learning disabled, and mentally retarded. 


 The Neurotic  


With neurotic clients in individual and/or small group therapy (see
“Group Work with Emotionally Disturbed Adults”), music therapy goals include
awareness of and feelings about one’s musical expression, extension and
integration of music expression, and spontaneous musicality and interaction.
The awareness of inner sensations and freedom to respond to these is essential.
In neuroses, the patient is frequently blocked due to particular or diffuse
anxiety. All music therapy goals bear a specific relationship to the client’s
particular psychopathology, which is, whenever possible, verbally processed
between client and therapist. “As the modern analyst resolves the patient’s
resistances to putting his thoughts and feelings into words (the music
therapist can) resolve resistances to putting them into music. This process is
begun by learning as much as possible about the client and discovering with him
what specific needs exist.” An ostensible “music lesson” may really be a
continuation of the learning process “with an exploration of the many
possibilities within the music and within the person in terms of what he might
want to say through his body and his own decoding of the composer’s message on
the printed page.” 


Depending on the level of anxiety, warmup relaxation techniques
utilizing rhythmic movement, deep breathing, appropriate vocal sounding, and
simple melodic piano improvisations may help the client begin the session. By
his own selected musical modality and materials the client provides the
therapist with a self-portrait of his emotional and cognitive styles/patterns
toward music making. These emotional and cognitive styles may reflect on the
patient’s emotional and cognitive styles outside of the music session. Through
the guidance of the music therapist, the client is encouraged to process his
feelings about musical experience in relation to self. The client is encouraged
to attempt alternate means of dealing with the music situation, as he would
with extra-musical situations. Such experiences may lead to new understanding
and possible alternatives in behavior. 


Often the highly verbal neurotic will gain more insight from the
emotionally-laden music experience than from incessant talking: 


The client, preoccupied with conflict about satisfying sexual
desires, entered the music room as usual wanting to discuss her problem.
Encouraged to sing her chosen selection, Jerome Kern’s “Make-Believe” (from
“Showboat”) she was vocally supported by the therapist. Following the first
stanza in which the client sang with strained serious voice, the therapist
chose a jazzy harmonically sensual backdrop for the piano accompaniment of the
second stanza. Going along with this “sexy” piano accompaniment, the therapist
modeled an uninhibited vocal timbre, rather breathy at times and suggestively
inflected. The client, vocally supported by the therapist, apparently found the
“sexy” style of singing spontaneously contagious and attempted to try it
herself. With difficulty she spontaneously shook her arms and hips, snapped her
fingers and, when not laughing, “dared” to sing sultry, low-pitched sounds.
These were in direct contrast to her usual shrill, strained voice. Her obvious
delight in singing was accompanied by embarrassed laughter and a blushing face.
She claimed she “didn’t like singing this way.” When the therapist pointed out
her physical reactions in relation to the experience, she began to understand
her gut reactions to sexual experience. It was gratifying for her to realize
she could express another “more submerged” side of herself safely through the
music. 


Priestley wrote that “as a reference point for working through the
psychic needs and tension—musical forms provide a safe environment and
structure for personal expression.” Furthermore, the therapist helps the client
by “providing a musical container to receive and complement the expression of
her painful emotions and makes it safe for her to talk about them and the
memories they evoked afterwards.” This “musical container” can be precomposed
or spontaneous; it is always shared—either directly or indirectly—by the
therapist. It can be a listening experience in guided imagery or a written
composition or song offered by the client. In many instances the improvisatory
effort between client and therapist results in dramatic casting of ideas or
roles. 


Among her various techniques of “analytical” improvisation,
Priestley suggested: (1) “holding,” that is, a means of allowing the client
fully to follow an emotional experience through to a climax in order to
diminish the fear of disintegration under high emotional stress, thus giving
the emotion the chance to be expressed while expending enough bound energy to
allow the client to think more and feel less about the subject; and (2)
“splitting-useful,” that is, where the client has projected part of himself
onto another character. Therapist and client take on different roles and then
switch musical feelings of “characters” in order to further clarify identities.
This technique is also useful in conflict situations where all the energy is
being held in maintaining the status quo. After the client describes her feelings
about both sides of the conflict in word pictures, the music therapist starts
off in the character of one person or idea: 


A university student, Eva, wanted to explore with me her unequal
relationship experiences. I started by being “Doormat” while she played
“Dominant” but she was not concentrating on her own expression but trying to
provoke me all the time. She said that she thought that if I did last out then
she would have to be “Doormat.” Next I was “Doormat” but I left spaces for her
to answer back musically but she never did. Next I made a long decrescendo
(gradual lowering of volume) to see when she would dare to reverse roles. At my
“pp” (pianissimo—soft level of volume) she was “ppp” (even softer) and then
when I reached “ppp” suddenly, right at the end, she did assert herself.
Following this, she felt able to resist her tutor’s efforts to make her take up
work at a “suitable” school whose principles she disbelieved in, and to risk
looking for a position in which she would feel happy and honest, [p. 125] 


 The Psychotic  


With the psychotic in individual or small group therapy, basic goals
(as with the neurotic) include awareness of one’s musical expression, extension
and integration of musical expression, and spontaneous expression and
interaction. The need for more structure is necessary to bring the patient into
closer touch with external reality. Of paramount value for the psychotic is the
formation of an attachment, the expression of self within a structure, and the
further channeling and structuring of emotional effort when musical
communication becomes established as the ongoing basis for attachment. 


Personal integration of emotion and meaning, whether it is apparent
to the therapist or not, is often a result of music therapy experience. The schizophrenic
patient usually does not express himself verbally, but may manifest the
organization of his feelings via the music. Experiencing a moment that is
relevant and real, the patient confirms his attachment within an ongoing
process; feeling is brought out of chaos into a structure; there is a
delineation of experience: 


Using his musical ear to pick out the notes on the keyboard, Arthur
[seventeen-year-old schizophrenic] very much wanted to recreate the musical
composition but was defeating himself by mechanically trying to reproduce the
melody. Since he had already learned the accompanying chords of the composition
while supported melodically by the therapist, he was guided to recognize that
the melody was composed of the same notes as the accompanying three-note chord.
He joyfully experimented with the concept while the therapist aided him. Given
a meaningful structure within which to work, it was easier for him to grasp the
melodic meaning of the composition. The rhythm had to be structured and modeled
for Arthur by the therapist as well; his ability to organize himself musically
is tremendously impaired although he is quite gifted musically. 


Cognitive organization is inherent in recognizing and enjoying the
structural parts of the music (melody, variations of melody, rhythms in
relation to melody, harmonies in relation to melody, and so forth) in and of
themselves, as well as in relation to a whole musical composition. One musical
idea follows another as the scheme unfolds. The joy in taking apart the puzzle
and then putting it back together in a meaningful way helps give the client a
feeling of control and mastery. 


The recognition of the psychotic client’s present capacity to
participate in and/or create music is essential. As in visual arts experience,
it is suggested that levels of musical participation may correspond to a
certain stage of pathology—particularly in the case of the schizophrenic
client: 


Marie was consistent in her creation of very literal music
materials. Harmonies were traditionally consonant and always repetitive in
terms of three basic Western chord structures. Melody was confined to a
five-note range and repeated twice. Rhythm was 4/4—an easily grasped structure
which always corresponded directly to melodic rhythm. She was a conservatory
graduate of Juilliard and had received considerable musical training in piano
and theory and composition. The usual musical directions of accent, phrasing,
dynamics, and tempi markings were completely absent from her composition. Only
as she became more trusting of the therapist and more revealing of her emotions
in her dearly loved classical music was she able to begin to compose with
syncopated rhythms, dissonant harmonies, larger tonal range, and an emotional
content related to the title of the music. In addition she spontaneously began
to include musical markings and to point out the “new” aspects of her work. 


If psychotic patients resort to thought disorder as a means of
defense against stress, then their complete disorganization and need for structure
in music may “progress” into a defensive, literal, tightly structured musical
interpretation as an alternative defense. This hypothesis is supported by the
observation that psychotic patients sometimes produce melodies in constricted
ranges with even patter rhythms, and that this constriction of range and lack
of rhythmic differentiation were found to function defensively. Often, patients
whose behavior is over-controlled also speak in pinched, narrow, or nasal
tones. Severely restrictive, constrictive behavior usually indicates much
anxiety, and severe constriction of vocal tones in patients may also be
indicative of conflict. Association between remission of these musical traits
and remission of a psychotic thought process has also been observed. 


The awareness that one can confront conflict and grow not only by
being one’s self but by participating with other selves may be achieved by
participation in musical structures. Ain described some of the roles music
serves in a group situation. The group as a whole perceives the sound (as do
the individuals) and reacts. The need to channel cathartic and play activities
is met by acceptable adult expression—instrumentation, songs, verbal
expressions, and the association accompanying the musical process and expression.
As previously mentioned, these activities and forms provide psychic distance from
threatening affect; the manner in which the person expresses himself musically
may represent his psychic constellation. The acting out of feelings provides a
possible basis for increased reality testing when feelings, expressions, and
mastery are overtly expressed within the group: “The musical stimuli can act as
a rehabilitative vector in revealing conflicting situations and manifesting
catharsis.” This structured reality simultaneously creates a means to explore
one’s affective states in relation to other people. Music is universally
capable of arousing affective responses and modifying existing moods in
individuals with only minimal musical talent: “Everyone understands music and
it is a communication form which no one can withdraw from . . . therefore ...
it is a social force which unites people during therapy.” One example of this
is the use of rhythm since it provides a “bond for joining people together
because rhythm ‘persuades’ individuals to act with other individuals. Thus we
can give in to rhythmic impulses and simultaneously maintain form and control
in expression.” It has been suggested that imitation and initiation of group
rhythmic patterns not only can facilitate and sustain the group’s attention
span and develop awareness of other members’ sounds but also can be the basis
for a group rhythmic sound. Likewise, the creation of a group melody to which
each member adds his pitch (tone) at a specified or spontaneous time can be a
basis for group identification: “Verbal processing is necessary for members to
become aware of their affectual and cognitive responses to interpersonal
relationships in the group.” 


The use of singing to unify a group is common in music therapy.
Solo, duet, and trio vocalizing are helpful “to develop autonomy and to foster
peer support.” The nature of the song material as well as the nature of the
music experience (listening versus participation) can affect the cohesion of
the group. Mitchell and Zanker found that active singing of folk and
traditional songs, as opposed to listening to diverse classical music,
increased group cohesion during music group therapy. The group members who went
from a passive listening experience to active participation by singing these
songs, showed further integration of their personalities during group therapy. 


Frances and Schiff, encouraging teenagers in group psychotherapy
sessions to choose songs and recordings that appealed to them, found that it
was “socially acceptable to be moved by the songs . . . [whereas] ... it is
less acceptable to share the same feelings openly in a group.” During this
group process “previously repressed affects became available for cognitive
understanding and control.” The authors did not cite any differences in growth
between active and passive musical experience. 


Writing lyrics to original or precomposed compositions “can be an
excellent way of members exploring their attitudes related to the group.”
Rosenbaum recognized that the song may be a way to express transference
feelings toward the therapist. The selection of the song can also serve as a
“transitional object to gain autonomy within the group or from the leader.” 


Group improvisation was perceived by Priestley as a means for group
psychotherapy. Depending on the members’ musical skills, percussion and tonal
instrumentation are commonly used to create nonverbal dialogues to explore
affectual responses within the group: “Depending upon the group’s and members’
needs, individual expression is verbally processed.” Ain suggested that some
members have not set the boundaries to control such qualities as dynamics (loud
and soft), tempo (fast and slow), and pitch (high and low) in a socially
appropriate way and can explore their control through the use of percussion
instruments. 


More active and more passive roles in the group are ongoing via
musical structures, not only when group sounds are influenced (harmonically,
melodically, rhythmically) by members, but also when a direct leadership role,
such as conductor, is allocated or elected. 


The intent of the group will vary. Ain suggested the creation of a
music therapy “work” group by structuring the beginning, middle, and ending of
activities. The intent of another kind of group might be to formulate attitudes
toward group members and therapist through the dynamics of musical activity.
Such a group would be termed by Ain as an “assumption” group. “If a person asks
for another to sing a song with him, this could be an indication of pairing in
the group. If the patient randomly plays an instrument, this could be a flight
from the group’s task. If a person is silent, he has the opportunity to
actively listen and, in his way, feel a part of the group.” 


It is apparent that the verbal processing of feelings evoked by
musical experience and the clarification of musical behaviors in relation to
human dynamics will differ from group to group. Verbal interaction among
members of the group and the subsequent relationship between verbal interaction
and musical processes need further investigation. Ain studied two groups (each
with four members) of developmentally disabled and emotionally disturbed young
adults who were exposed to maximally structured and minimally structured music
therapy groups for six weeks. He concluded that “inactive leadership is
contraindicated for short-term treatment with this population. The directive
approach is more necessary and appropriate during short-term music therapy
sessions for groups of emotionally disturbed and developmentally disabled young
adults.” 


It seems the capacity of the group members and/or the leader
(therapist) to provide order through sound affects verbal processing. Ain
writes: 


The leader continues to provide order through sounds and rhythms
that have inherent relational patterns. Members unconsciously identify with
these structures and feel ordered experiences. From this stance, the group
gains courage to verbalize feelings and expression related to their
intra-psychic and interpersonal functioning. An example of this process is when
Yvonne [age 22, latent type schizophrenic] finishes singing and playing her
rhythmic patterns she then expresses she feels less self-hatred and hopes to
work in a satisfying job. [p. 104] 


The music therapist recognizes that influential components of group
process in which music is used as a tool include the musical interrelationship
between group members and the therapist as well as the musical intervention and
structure of activities by the therapist. 
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THE EFFICACY OF INDIVIDUAL PSYCHOTHERAPY: A PERSPECTIVE AND REVIEW EMPHASIZING
CONTROLLED OUTCOME STUDIES1 



 Douglas W Heinrichs and William T. Carpenter,
Jr.  


 Introduction  


For three decades the great debate concerning the value of
psychotherapy has achieved no clear consensus. Recently, this debate has moved
from the arena of scholarly interest to that of public attention, becoming a
matter of major practical importance to all the mental health professions.
While a great deal of professional time and interest is devoted to individual
psychotherapy, an ever broadening range of efficacious pharmacologic treatments
now provides the clinician with alternatives to traditional psychotherapy in
treating many psychopathologic states. A crucial sociopolitical factor is now
relevant. With the growing reliance on third-party financing of health care and
the anticipation of national health insurance, treatment modalities are
receiving closer and more public scrutiny. Demonstration of efficacy must
satisfy not only clinicians, but increasingly policy makers and the public at
large as well. Treatments not fitting a narrow biomedical approach to
therapeutics are especially suspect. It is imperative that clinicians and
clinical trainees become experts not only in the theory and application of
psychotherapy, but also about research bearing on the efficacy question and the
theoretical and methodological issues relevant to this debate. This chapter
provides a review of the data base for judging psychotherapy efficacy, and
related concepts and special problems are also discussed. 


In the hands of trained clinicians psychotherapy has taken many
forms involving innovative experiments, new theory, and applications to an
ever-increasing range of problems. New approaches that have been judged
irresponsible by the mainstream of the mental health professions are not
uncommon. Of greater concern has been the willingness of nonprofessionals and
persons with no rigorous training and scant clinical backgrounds to become
popular advocates of a plethora of psychosocial techniques offered as
psychotherapy. No conceptual definition of psychotherapy can clearly
differentiate “proper” psychotherapy from all other interpersonal strategies
designed to be therapeutic. Nor are sufficient standards for education,
training, experience, and performance available for readily distinguishing
between a socially sanctioned expert and a self-appointed mental health care
provider. We intend to provide a perspective for assessing treatment efficacy
and to review results of relevant studies. This is best accomplished by
avoiding the wide border between psychotherapy and pseudo-psychotherapy, and
between the mainstream professional and self-appointed clinician. While not
denying the legitimacy of many activities outside the core tradition of
psychotherapy, the purposes of this chapter are best served by a focus on
dyadic psychotherapy used by highly trained clinicians in the treatment of
common psychiatric and psychosomatic diseases in adults, specifically schizophrenia,
affective illnesses, psychoneurotic and personality disorders, and
psychosomatic illnesses. 


The definition of psychotherapy used in this chapter will be
clarified by the selection of studies for inclusion. As a general definition,
we view psychotherapy as a treatment in which the relationship between patient
and therapist provides, a context for understanding the psychological
components of illness and the psychosocial matrix of its development. The
therapist should be prepared to use the data generated in this setting to
enable the patient to increase his self-understanding in the belief that
insight into one’s own psychology and psychopathology may induce therapeutic
change. While there are major cognitive or intellectual components in developing
self-understanding, most forms of psychotherapy presume that the emotional
components of the therapeutic relationship are indispensable to accumulating
information and assimilating insight. Hence, psychotherapeutic goals range from
the in-depth understanding and intrapsychic restructuring that are the goals of
psychoanalytic and psychodynamic treatments to the clarification and
articulation of more observable processes (for example, behavioral, affective,
and interpersonal patterns) that result in the maladaptive consequences for the
patient that are the focus of more time-limited psychotherapeutic strategies. 


The technique of psychotherapy may vary from nondirective and
interpretive to a more direct and advice-giving mode. The critical ingredient
is the use of the therapeutic relationship to encourage a cognitive/affective
reappraisal by the patient of himself and his situation as a prerequisite to
therapeutic change. Thus, treatments based on other types of interpersonal
techniques designed to alter behavior directly, such as behavioral therapy,
social skills training, provision of a reassuring relationship, and social case
work, are not reviewed as core psychotherapy. 


Nevertheless, insofar as many of these other approaches incidentally
involve a shift in the patient’s understanding of important issues, the
delineation of traditional psychotherapy is often imprecise. This is especially
true since identification with the therapist may be an important (if unwitting)
ingredient in the effectiveness of all these modalities, and each procedure
waxes and wanes in its “purity,” often containing aspects of other modalities. 


Only controlled outcome studies will be reviewed here in detail, but
the entire range of relevant information will be noted. Since the issues are
complex and the data confusing, a context has been developed for weighing the
validity of the various data bearing on this subject. To this end, it is
essential to consider the nature of medicine and, in particular, of psychiatry. 


 Psychiatry’s Scientific Mode and the Nature of
Evidence  


The empirical sciences gather information predominantly in one of
two modes (or a mixture of both). The experimental mode is applicable to
disciplines for which the relevant objects can be manipulated for scientific
study. This mode provides an unequaled degree of precision and clarity; as a
result those disciplines that can rely heavily on experimentation have become
the prototype of valid scientific methodology. For many scientific disciplines,
however, the objects of investigation do not lend themselves to such
manipulation. In such circumstances, science must rely on careful and critical
observations. In the case of astronomy, for instance, where the size of objects
limits experimental manipulation, most laws derive from the recognition of
stable and repetitive patterns. Rarely is any scientific discipline purely
experimental or observational, although one modality often dominates.
Experimental fields usually look to the observational domain to define
important questions and hypotheses to be pursued experimentally. In the case of
observational sciences, certain aspects of the relevant objects of study can
frequently be subjected to experimental manipulations in a limited way or in
the context of another discipline. 


The location of a science on the observational-experimental
continuum largely determines the range of information deemed relevant and the
methods with which it is approached. Medicine is primarily an observational
science that in certain areas has been able to rely on a body of precise
experimental work for supplementation. The limitation of experimental
manipulation in medicine and human psychology comes from the complexity and
adaptability of the human organism and from ethical considerations. The study
of neuropathology is a prime example. In the case of humans, it is unethical to
cause experimental lesions to observe functional consequences. Knowledge in
neuropathology accrues from the careful and meticulous observation of various
naturally-occurring lesions and their functional correlates. Where animal
systems are sufficiently similar, experimental methods may be applicable and
the knowledge gained inferentially applied to human neuropathology. In the case
of psychiatry, however, where the primary concern is with higher and
distinctively human functioning, animal models are more restricted in their
applicability. It is due to these considerations that the great tradition of
medicine has largely been one of careful observation. In the case of
psychiatry, there is a second limitation that has a pervasive effect. This is
the fact that the objects being studied, human beings, are self-conscious and
form opinions, judgments, and reactions about the manipulations to which they
are subjected. As a result, each subject’s response is in part dependent on
expectations rather than simply reflecting the consequences of the manipulation
(for example, the placebo effect). Furthermore, human subjects may refuse to
participate, and many informative manipulations in psychiatry are impractical
because of the limited number of people (scientists or subjects) willing to
participate. 


It is important to fully appreciate the fact that medicine
(including psychiatry) is primarily an observational science. Recent
preoccupation with a narrow biomedical model of disease has caused some critics
to decry data not derived in a strict experimental mode. This position ignores
the scientific base of modern medicine—clinical observation. It also fails to
acknowledge the tremendous gap between a demonstrated function in isolation
(for example, a single neuron preparation) and the overall harmony and
interplay among human systems (such as social, psychological, and biological).
With this understanding of medicine’s fundamental position, clinical sciences
will utilize the experimental mode wherever possible, and the interplay between
hypothesis generation from observation and hypothesis testing in
experimentation will be continuous. 


Therapeutics often provides opportunities to mix scientific modes in
clinical tests of efficacy. Psychopharmacologic investigations have been
strikingly productive in this regard. In spite of the inherent limitations of
medical research, rigorous efficacy tests of many drugs have been executed,
resulting in an impressive body of information. Study paradigms rely on both
manipulable experimental attributes (drug dose, placebo, random assignment,
repeated trials, external replication) and clinical observations (subject
selection, assessment of behavioral change, clinical context for conduct of the
experiment). A number of factors make such research more difficult in the case
of psychotherapy. Difficult, however, does not mean impossible, and we will
comment briefly on both necessary and unnecessary impediments to a more
definitive testing of psychotherapeutic efficacy. 


The following factors illustrate unavoidable problems in designing
mixed modal experiments to assess the efficacy of psychotherapy: 


 1.     
  Double-blind conditions for clinical trials have
proven of inestimable value in tests of drug efficacy, but there is no apparent
method for having patient and psychotherapist unaware of what treatment (if
any) is being provided. Single-blind conditions are imaginable (that is, the
therapist, but not the patient, knows what therapeutic modality is being used).
However, the patient not being specifically informed and being actually
uninformed are two different matters. Furthermore, single-blind studies have
not proven superior to open studies (both patient and doctor know the
treatment) in psychopharmacologic studies, since the clinician unwittingly and
perhaps nonverbally communicates his expectations.18 At present, the best
compensation for this problem is reliance on objective measures of change and
independent (blind, if possible) raters of change. Objective measures are
especially difficult where the aims of treatment are to alter subjective
symptoms. 


 2.     
   Placebo-controlled assessment of efficacy is a
problem in psychotherapy since no one has been clever enough to create the
trappings of psychotherapy while making the essential therapeutic ingredients
inert. The two alternatives are informative but limited. Comparing
psychotherapy to no therapy (for example, waiting list) can show efficacy but
cannot determine the mechanism (that is, placebo or psychotherapeutic effect).
Comparing different forms of interpersonal clinical contacts may reveal
comparative merits without determining the absolute extent of effect or the
placebo contribution to effect. Here, we are using placebo to refer to any factors
contributing to beneficial change other than those purported to be the
therapeutic modality. Placebo traditionally means that the treatment is inert
only with respect to the mechanism of action being studied— usually chemical.
Placebo may be quite active, but by psychological mechanisms. In psychotherapy
research, the experimental treatment is also assumed to depend on psychological
mechanisms, so the distinction between active treatment and placebo is clouded. 


 3.     
   Many
forms of psychotherapy require months, with most benefits being realized late
in treatment. Furthermore, individuals respond at remarkably different rates.
It is difficult to justify withholding treatment from a control group of sick
patients for long periods. Many aspects of a patient’s status change with time,
so prolonged clinical trials have more spontaneous variances (noise) and hence
require larger numbers of subjects. The time required of clinicians to do
psychotherapy, the length of a clinical trial, and the number of subjects
required converge to make these studies expensive and logistically complicated. 


 4.     
   Experimental designs undeniably alter to some
extent the clinical circumstances in which a treatment is received, often
improving care by bringing more resources, better follow-up, innovative
treatment, and an aura of expectation. Changes in the therapeutic setting may,
however, introduce anti-therapeutic artifacts in psychotherapy. Many argue that
informed consent procedures, random assignments, research criteria for patient
selection, explicit interest in special variables as reflecting change, and
other routine considerations in clinical studies undermine the uniqueness and
complexity of psychotherapy as clinically practiced. Crucial factors such as
patient motivation, patient-therapist matching, and a strong belief shared by
patient and therapist that the psychotherapy being done is the most desirable
treatment option are obvious problems affected by research design. 


 5.     
   Psychotherapy and therapist cannot be
standardized and monitored in detail. One can imagine the problems to be
encountered in drug studies if one could not determine the amount of drug per
capsule, could not be sure whether other active drugs were mixed with the
treatment drug, or be confident that the placebo was chemically inert. Problems
such as compliance and metabolic variance do complicate drug research, but
psychotherapy research cannot easily solve the “pre-packaging” problem. 


 6.     
   Some
experts such as Strupp101 contend that psychotherapy efficacy may be minimally
dependent on the precise mode of treatment and maximally dependent on innate
qualities of the therapists. If so, psychotherapy efficacy research will be
dependent on defining the innately gifted therapists. The inability to assure
the quality of the therapist will consistently weaken the measured effect of
therapy. 


These formidable problems in the scientific testing of
psychotherapeutic efficacy must be recognized. However, it is also important to
emphasize that factors not intrinsic to research design have unfortunately
hindered the scientific assessment of psychotherapy efficacy. 


 1.     
   There has
been a long tradition in psychiatry of appeals to authority, most obviously in
the psychoanalytic movement. The preeminence of psychoanalysis in American
academic psychiatry during the 1950s and 1960s created circumstances that
substituted authority for science in validating theory. Less abstract is the
fact that so long as everyone “knows” a treatment is good, there is little
urgency in pursuing its evaluation. While psychodynamic psychiatrists may have
been restrained by theoretical blinders, the problem is certainly not unique to
them as the many charismatic proponents of alternative models amply
demonstrate. (The authors have discussed the role of arrogance as an impediment
to clinical science elsewhere.) 


 2.     
   The claim
that psychotherapy is far too complex and the necessary observations too
numerous to permit scientific scrutiny has often been made without a realistic
appreciation that the nature of experimentation is to extract and simplify from
the complexity of the natural experience and, in a controlled way, to examine
the relationship between a few of the many variables involved. As such,
experimentation neither threatens or supplants clinical observation, but may allow
a more rigorous examination or confirmation of some limited aspects of the
larger clinical experience. Such claims are also offered without the
mathematical background to assess current techniques for statistical evaluation
of multivariate designs. 


 3.     
   The theoretically-oriented
clinician tends to underestimate the extent that his presuppositions influence
his clinical observations. Inference and observation have not always been
differentiated, hence the field has collected a great deal of verifying “observation”
without realizing how inferential and perhaps unreliable these clinical
findings were. 


 4.     
  An understandable human tendency exists on the
part of the psychotherapist to shun experimental research because of the
inherent threat of negative findings. If a pharmacotherapist finds, as a result
of controlled trials, that a particular drug is not efficacious, he does not
feel that his person has been indicted or his career jeopardized. He simply
searches for an alternative pharmacologic intervention. In the case of the
psychotherapist, however, who has all too often been trained exclusively in one
modality, the prospect of finding the sort of treatment he offers to be of
little or no value has major personal and professional ramifications. In this
regard, Frank quoted Confucius as saying that “a wise man does not examine the
source of his well-being.” 


 Observational Data on Psychotherapy  


The case report is the most common form of observation relating to
psychotherapy outcome, particularly in the psychiatric literature. Its strength
is in the detailed presentation of clinical material, and thus, it is more
effective in illustrating an approach and generating hypotheses than in
confirming them. Surveys are an extension of this sort of observation. The
larger number of cases adds to the persuasive power. However, the lack of
controls makes it impossible to assure that changes can be attributed to the
treatment. This is particularly true given the fact that the natural history of
psychiatric illnesses is highly variable and poorly specified. 


The meaning of the survey data of psychotherapy outcome has been
hotly debated for several decades. The challenge was first articulated by
Eysenck and further argued by Eysenck and Rachman. These studies reported that
approximately two-thirds of all neurotics improved substantially over a
two-year period, irrespective of whether or not they received psychotherapy.
This conclusion has been challenged by a number of investigators. A careful
review of this debate is provided by Bergin and Lambert. Several issues are
involved. The first is the spontaneous remission rate of untreated patients.
Eysenck and Rachman maintain there is a two-thirds improvement rate over two
years. Bergin and Lambert review a number of studies and find a median
spontaneous remission rate of 43 percent. They note, however, a high
variability between the studies reviewed, ranging from 18 percent to 67
percent. Among other factors determining this variability is diagnosis.
Although the literature does not provide definitive data, anxiety and
depressive neuroses have the highest spontaneous recovery rates with lower
recovery rates for hysterical, phobic, obsessive compulsive, and
hypochondriacal disorders. A second problem in reviewing the survey literature
is that different investigators use different criteria for improvement. Such
inconsistency may have a major impact on results. Bergin and Lambert illustrate
this by repeatedly calculating the collective improvement rate in five surveys
of psychoanalytic treatment using several different sets of criteria, each of
which seems reasonable. Yet, the overall percentage of improvement ranged from
44 percent to 83 percent, depending on the criteria used. 


A third confounding factor is the possibility that psychotherapy may
make some of the patient population worse (deterioration effect) and that this
factor would interfere with discovering a significant improvement due to
psychotherapy in other patients. Some data suggest such an effect. 


The many sources of variability in survey data make it impossible to
draw indisputable conclusions. However, it is fair to say that most recent
assessments of the literature, such as Meltzoff and Kornreich, draw
considerably more positive inferences about the effectiveness of psychotherapy than
the earlier and widely publicized reviews of Eysenck. These recent reviews
conclude that most studies (80 percent according to Meltzoff and Kornreich)
show moderate positive results to a greater degree than would be expected by
chance. These reviews generally include group and family, as well as
individual, modalities. At the same time, they note limitations in interpreting
such data and express the hope that there will be a decline in this type of
broad study. 


 The Controlled Study  


The controlled experiment has the greatest potential for
persuasively demonstrating the efficacy of therapy, particularly when built
upon a firm foundation of careful observations. Controlled outcome studies vary
immensely, however, in the quality of their design and execution, and the
degree of confidence in the findings must vary with the adequacy of design. 


Studies are improved to the extent that patients are homogeneous
with respect to diagnosis, prognosis, duration and severity of illness,
premorbid functioning, and prior treatment experience. Control patients should
be comparable on these and other relevant variables and the control experience
should minimize contaminating and biasing elements. Studies are further
strengthened to the extent that the psychotherapy itself is highly specified,
administered by experienced therapists, and of a duration and intensity likely
to maximize therapeutic change. Given the lack of firm correlation between the
array of outcome criteria used, it is desirable to collect a broad range of data.
Various sources should be utilized—patient self-reports, therapist reports, and
ratings by independent evaluators. Information should also relate to a range of
outcome dimensions—for example, symptoms, social and occupational functioning,
contentment and satisfaction, personality change, and treatment utilization. It
is also important that the patients chosen be acceptable candidates for the
treatment in question and that the outcome dimensions examined include those
most likely to be affected by the therapy. Although space does not permit a
systematic presentation of the degree to which the reviewed studies meet each
of these standards, these factors are considered in assessing the literature
and are noted in cases where they are particularly critical.2



The investigations reviewed here include controlled outcome studies
of individual psychotherapy in the core tradition for adults seeking treatment
for the common diseases noted earlier. Excluded are studies that do not make a
serious effort to use a control group of comparable subjects or that use
subjects as their own controls (since the variable natural history of these
illnesses and the order of treatments confound such efforts). Also excluded are
studies that use individual treatment as a minimum contact control to test some
other intervention. 


A computerized literature search covering the last three years was
conducted. Earlier work was identified from previous reviews. Of these several
hundred potentially relevant reports, only the following met the preceding
criteria for inclusion in this discussion. 


 Controlled Outcome Studies of Schizophrenia  


The most influential work in the area is that by May, Tuma, and coworkers.
Over 200 hospitalized schizophrenics in the mid-prognostic range participated
in these studies. Treatment was administered by psychiatric residents or
psychiatrists without extensive experience and it consisted of one of five
modalities—psychotherapy alone, psychotherapy plus neuroleptics, neuroleptics
alone, electroconvulsive therapy (ECT), and a control group with only general
treatment in a psychiatric ward. Although the therapists were inexperienced,
all psychotherapy was supervised by experienced psychoanalysts, who strongly
believed in the efficacy of the treatment they were supervising. The therapy
was primarily ego-supportive in nature with an emphasis on defining reality.
There was a minimum of depth interpretations and a substantial focus on current
problems and confronting the patient with the reality of his own behavior, as
well as the clarification of perceptual distortions. The therapists were seen
as acting as suitable models for interjection. Therapy was to be given on an
average of not less than two hours weekly, with an absolute minimum of one
hour. For non-psychotherapy cohorts, a serious attempt to minimize time spent
with the doctor was effective, resulting in considerably less doctor contact
than experienced by patients in psychotherapy. Treatment continued for one year
or until discharge from the hospital, although treatment could be ended after
six months, if the treating physician and supervisor agreed that a given case
was a treatment failure with little likelihood of responding for the duration
of the study. Patients were followed for up to five years. This investigation
is impressive in its attempt to assess patients on a wide range of outcome
variables. Rating scales, such as the Menninger Health/Sickness Scale and the
Cammarilo Assessment Scale were used to evaluate affective contact, anxiety,
ego strengths, insight, motivation, object relations, identity, and sexual
adjustment. Behavioral ratings were made by nursing staff. Ratings were made on
idiosyncratic symptoms for each patient. Other ratings and psychological tests
assessed cognitive functioning, thought disorder, and affective state. Duration
of the index hospitalization, as well as number of days in the hospital from
the first admission or from the index discharge over the subsequent five-year
period were assessed. Antipsychotic drugs proved significantly superior to
psychotherapy, which was, in general, no more effective than the treatment
given to the control group. On many variables ECT was intermediately effective.
Drugs plus psychotherapy worked slightly better than drugs alone. This work is
impressive evidence that psychotherapy administered in the hospital by inexperienced
therapists to mid-prognostic-range schizophrenics (not selected for
psychotherapy suitability) is not effective. The generalizability of this work
has been challenged in the belief that a more selective group of patients or
more experienced therapists would have made a difference. Nevertheless, this
investigation was a telling assessment of what was then the most common
psychotherapeutic experience available to the hospitalized schizophrenic
patient. 


Karon and Vandenbos randomized thirty-six hospitalized
schizophrenics to psychotherapy alone, psychotherapy plus drugs, or drugs
alone. The patients were primarily poor inner-city blacks, two-thirds of whom
never had been previously hospitalized. The therapy-without-medication group
received an active psychoanalytic therapy stressing oral dynamics and utilizing
“direct interpretations.” Sessions were held five days a week until discharge
and usually once per week thereafter. The group receiving both therapy and
drugs was given a psychoanalytic therapy “of an ego-analytic variety” conducted
three times per week and eventually reduced to once weekly. The third group was
hospitalized in a public institution in which phenothiazines were used as the
primary treatment. Treatment was available for all groups for twenty months,
and the therapy groups received an average of approximately seventy sessions.
Of the twelve psychotherapists participating in the study, four were regarded
as experienced and eight as inexperienced. Outcome variables included a
clinical status interview, projective tests, the Porteus maze, and tests for
vocabulary and intelligence. The two psychotherapy groups had significantly
shorter hospital stays and performed significantly better on the clinical
status interview as well as on a number of performance tests. Differences
relative to the experience level of the therapists demonstrated some advantages
for the more experienced therapists. These results have been challenged on
methodological and statistical grounds by May and Tuma, to which the authors
have provided a rebuttal. In addition to the small sample size and statistical
issues, the most telling inadequacy is the difference in the hospital
experience of the three groups (that is, non-psychotherapy groups were treated
in state hospitals). The problems are sufficient to weaken the merits of this
study, and a larger scale replication attempt is warranted. 


Messier and coworkers reported a follow-up of an earlier study of
hospitalized schizophrenics conducted by Grinspoon and coworkers. The original
study compared Thioridazine and placebo in twenty patients, all of whom
received twice-weekly analytically-oriented psychotherapy for two years from
senior staff psychiatrists in an active milieu. A vast superiority for the Thioridazine
group was demonstrated. All patients received psychotherapy, but its efficacy
could not be assessed. The follow-up study attempted to evaluate the impact of
psychotherapy by comparing the twenty patients in the original study with
twenty-one other patients chosen at the same time, but assigned to stay in the
state hospital where neuroleptics were the main treatment modality and
psychotherapy was uncommon. Outcome criteria included psychotic symptoms,
employment, recreational functioning, living situation, and capacity to live
outside of the hospital. There were no significant differences between the
state hospital group on the one hand and the psychotherapy alone, psychotherapy
plus Thioridazine, or the combined psychotherapy groups on the other. There
were several serious methodologic problems in this study. The no-therapy
controls, in fact, had an extremely different hospital experience than did the
psychotherapy patients. They had been treated in a state hospital, whereas the
psychotherapy patients were treated in a special research ward with an active
therapeutic milieu. Furthermore, patients were not assigned to groups in a
strictly random manner, in that patients transferred to the research ward were
only those who consented to participate in the research project and whose
families agreed to be involved in the treatment. If patient or family refused,
they were assigned to the state hospital control group. Furthermore, all the
patients were chronic, having been hospitalized for three or more years. Hence,
they are hardly representative of patients most likely to demonstrate benefits
from psychotherapy. For these reasons, the results of this study are severely
compromised and difficult to interpret. 


Rogers and coworkers studied thirty-two hospitalized schizophrenics,
half of whom had been hospitalized over eight months. Patients were randomized
to psychotherapy or no psychotherapy conditions, and an attempt was made to
minimize the use of medication in therapy patients. The experience and
orientation of the therapist was highly variable and poorly controlled, but
approximated Rogers’s client-centered therapeutic approach. Therapy lasted from
four months to two and one-half years with sessions held, on the average, twice
a week. Outcome variables included symptomatology, work behavior,
hospitalization status, the Minnesota Multi-phasic Personality Inventory
(MMPI), and the Q-sort. There was no significant difference between
client-centered therapy patients and controls, but a few trends favored the
former. This research was designed to study process variables and the
mechanisms of change in psychotherapy, and the assessment of outcome was
ancillary. The use of medication and assignment of psychotherapists were poorly
controlled, hence the results of this study relevant to efficacy are
compromised. 


Bookhammer and associates compared fourteen hospitalized
schizophrenics treated with Rosen’s “direct analysis” with thirty-seven
controls. All patients were suffering from their first attack of overt
psychotic symptoms at the time of the study. Control patients received a wide
range of treatments (probably including interpersonal therapies) in various
facilities, with no attempt to standardize or define their treatment
experience. All patients were evaluated periodically for five years by the
investigative team, who judged signs and symptoms, patient’s attitude toward
himself, interpersonal relationships, contact with reality, useful work, and
the amount of time spent out of the hospital. No significant differences were
found. One may conclude that “direct analysis” did not prove superior to a
hodgepodge of other treatments, but one may not judge whether all forms of
treatment were equally effective or equally ineffective. 


Marks and associates compared psychotherapy and token economy in
twenty-two chronic hospitalized schizophrenics, all of whom received both
treatments in a crossover design. Patients were evaluated with respect to work,
social, and conceptual competence, word association tests, symbolic literal
meaning test, and several tests of speed and maintenance of work set. The two
treatments had similar effects, showing significant improvement on twelve of
eighteen variables. The authors then compared thirteen subjects whose
medication was held constant, prior to and during the study, with patients
participating in a drug study conducted a short time before this investigation.
Both studies covered a similar period of time, used a crossover design, and had
similar behavioral assessment (especially of ward behavior). The drug study
revealed no difference between drug and placebo treatment in these chronic
patients. Comparing the results of the two studies on the nine measures common
to both, patients receiving token economy treatment or psychotherapy showed
significantly more improvement on eight of the nine measures than patients in
the drug/placebo study conditions. The drug study included eleven patients who
participated in the later therapy study as well and thus were serving as their
own controls. The post hoc nature of this comparison cannot answer questions as
to the adequacy of randomization and comparability of the control conditions
between studies. Thus, these results are hardly persuasive. The aforementioned
studies evaluate psychotherapy in hospitalized patients and do not relate to
the role of psychotherapy in the outpatient setting. 


Only two of the six studies reviewed purport to demonstrate efficacy
for individual psychotherapy with hospitalized schizophrenics, and serious
methodologic flaws in these leave the verdict unsettled. The work of May and
associates in the 1960s was an exceptionally accomplished initiative, but
whether the negative findings are applicable to more experienced therapists and
schizophrenic patients judged suitable for psychotherapy is not yet determined.
No controlled study of individual psychotherapy in the outpatient context has
been reported to date. The most relevant study to mention, therefore, was
conducted by Hogarty and co-workers.'- They examined the role of individual
social casework and vocational counseling, termed “major role therapy,” in the
aftercare of schizophrenic patients. Although not fitting even the broad
definition of psychotherapy used in this review, their work demonstrates
several points important in conceptualizing and designing studies of
psychotherapy in the outpatient setting. After randomizing 374 newly discharged
schizophrenics to chlorpromazine or placebo aftercare, each group was further
randomized to either no psychological treatment or “major role therapy” (MRT).
Patients were treated for two years or until relapse. MRT had no demonstrable
value during the first six months, but for the seven to twenty-four-month
period it significantly reduced the relapse rate independent of drugs. At
eighteen and twenty-four months, a significant interaction appeared between MRT
and drugs on measures of symptoms, social and occupational adjustment, and
overall functioning among the subgroup of patients completing the study without
relapse. For medicated patients, MRT improved functioning, especially in
interpersonal relations and overall functioning. Unmedicated patients, however,
did better without MRT! These findings were achieved despite the small
difference—less than one social work-contact per month—between MRT and non-MRT
groups. Two major implications are: (1) long duration of treatment may be
necessary to demonstrate benefits from some interpersonal treatments; and (2)
beneficial effects of psychological therapy may only be apparent in patients
receiving medication. False negatives (type II error) may be obtained in
studies of too brief a duration or where psychotherapy is not evaluated in
combination with drug treatment. This latter point has been reinforced by the
recent demonstrations by Goldstein and coworkers of a drug-family therapy
interaction. 


Regarding schizophrenia, the authors find the reports of skilled
clinicians working intimately with their patients extremely informative as to
the phenomenology of schizophrenia and, to a lesser extent (since it is
necessary to allow for theoretically based bias), informative regarding the
intrapsychic and psychodynamic components of schizophrenia. The focus of this
review is efficacy of psychotherapy as treatment, not as a clinical method for
observation. Here the survey data contribute little, and only a half dozen
controlled studies of dyadic psychotherapy have been reported. Considering the
complexity of psychotherapy and the heterogeneity of schizophrenia, these few
studies could not be definitive even if results were consistent and methods
without serious flaw. These contrast with twenty-nine controlled studies of
antipsychotic drug therapy in 3,519 outpatients and scores of such studies on
inpatient units. The results of psychotherapy on schizophrenia to date have not
been consistent, but the modest benefits noted in several studies are
outweighed by the negative results in the others. Also of note is the fact that
in the negative studies more patients have been studied by better methods. 


Since some mental health professionals consider it axiomatic that
“talking therapies” do not favorably alter the course of schizophrenia, it is
worth noting several recent reviews of a broader range of interpersonal
treatment techniques for schizophrenia, including milieu group and family therapy.
These reports find stronger evidence for treatment efficacy than do the studies
reviewed in this chapter. Many of these broader studies mix individual
psychotherapy with other psychological treatments, and drugs are less likely to
be excluded as a component of treatment. 


Finally, the clinician judging which treatment modalities may be
attempted with schizophrenic patients is cognizant of the limited effects of
all present treatments (including pharmacotherapy) and the formidable morbidity
endured for decades by those patients with chronic forms of this illness. While
some treatment effects may seem modest or even trivial, the humane and
financial benefits that accrue to patients who become slightly more able to
maintain relationships, slightly more likely to hold a job, and slightly more
likely to recognize and avoid pathogenic stresses, are enormous when illness
begins in young adulthood and may last sixty years. The monetary savings that
would be associated with reducing unemployment in discharged schizophrenics
from 67 percent to 60 percent are so vast that even the cost containment expert
for third-party payers should be eager to avoid prematurely closing the door on
rationally derived, potentially beneficial therapeutic techniques. In the
absence of definitive answers from controlled studies, the clinician weighs all
available data with judgment and intuition. It is worth keeping in mind that
only 10 to 20 percent of all medical therapeutics have been proven effective in
controlled studies. 


 Controlled Outcome Studies of Affective
Disorders  


There are no controlled outcome studies of individual psychotherapy
with manic patients. There are, however, three well-designed investigations of
psychotherapy efficacy in depressive disorders. 


The Boston-New Haven Collaborative Depression Project studied 150
depressive female outpatients, randomized to either high-or low-contact groups.
Each group was further randomly assigned to amitriptyline, placebo, or no
medication. Most of these neurotically depressed women had one previous
depressive episode, and only 5 percent had bipolar affective illness. Each
patient had an acute depressive episode of significant severity but had
responded to four to six weeks of amitriptyline therapy prior to inclusion into
the study. The study focused on the aftercare phase of treatment. The high
contact group received therapy consisting of at least one hourly session per
week with an experienced social worker. It focused on identifying current
maladaptive patterns of interpersonal functioning and altering them. There was
little attempt to reconstruct early experiences in the patients’ lives. All
patients were seen for a monthly fifteen-minute visit with a psychiatrist to
assess clinical status and to adjust medication. This was the only clinical
session for the low-contact group. Duration of treatment was eight months. This
design permits evaluating drug effects in aftercare (drug versus placebo),
psychotherapy effects (high versus low contact), the effectiveness of each
treatment group versus no treatment, and drug/psychotherapy interactions.
Patients receiving amitriptyline had less depressive symptomatology early in
treatment and fewer relapses into depressive episodes. A tendency to fewer
relapses in psychotherapy patients was not statistically significant, but
measures of occupational and interpersonal functioning revealed significant
benefit from the fifth to the eighth month of psychotherapy. Since
amitriptyline did not affect these variables, this study neatly demonstrates
that pharmacotherapy and psychotherapy may have their major effects on
different aspects of psychopathology, a demonstration that affirms expectations
based on common sense and uncontrolled clinical observation. Treatment was not
controlled following the eight-month trial, and six and twelve months follow-up
did not find persisting group differences. 


Weissman and coworkers report on a study of eighty-one acute
unipolar, non-psychotic depressed patients, randomized to individual
psychotherapy alone, psychotherapy plus amitriptyline, amitriptyline alone, and
nonscheduled treatment with a maximum of one visit per month. Treatment lasted
sixteen weeks. Psychotherapy was similar to the Boston-New Haven Project, but
differed in two respects. First, it was administered by psychiatrists rather
than social workers. Second, by a careful examination of what actually occurred
in psychotherapy sessions in the Boston-New Haven Project, a manual was
developed that prescribed the psychotherapy used with a degree of specificity
uncommon in this sort of research. Again, the therapy focused on the social
context of the depression and the identification of maladaptive patterns of
interpersonal functioning. This time, psychotherapy was as effective as drugs
in reducing depressive symptoms and relapse—both to a significantly greater
degree than nonscheduled treatment. There was a trend favoring the combination
of therapy and drugs. This work suggests an efficacy of psychotherapy in
treatment of acute depressive symptomatology equal to that of medication, over
and above any effect on interpersonal adjustment, which was not assessed in
this report. 


Rush and coworkers randomized forty-one significantly depressed
outpatients to either cognitive therapy or treatment with imipramine for twelve
weeks. All patients were at least moderately depressed on the Beck Depression
Inventory, most had multiple prior depressive episodes and reported suicidal
ideation. Over one-third had been depressed more than one year and nearly
one-quarter had previous psychiatric hospitalizations. All patients were
unipolar. The technique for cognitive therapy was highly specified and
elaborated in a treatment manual, and averaged one and one-half sessions per
week. The focus of the therapy involved altering negative and pessimistic
cognitive attitudes of the patient toward himself and the environment.
Cognitive psychotherapy was significantly more effective than imipramine in
reducing depressive symptoms, as judged by the patient, the therapist, or an
independent clinical evaluator. This difference was maintained at three months
follow-up and persisted as a trend at six months. Furthermore, 68 percent of
the drug group reentered treatment for depression during the follow-up period
as compared to only 16 percent for the cognitive therapy group. 


These three studies were especially well designed to test efficacy
of special forms of psychotherapy and to contrast these effects with those of
an established effective treatment. The investigators assured that both
pharmacotherapy and psychotherapy were conducted according to standards, and
both therapeutic approaches were superior to minimal or no treatment.
Psychotherapy showed a beneficial effect on psychosocial aspects of course of
illness, but also rivaled or surpassed antidepressant medication on symptom and
relapse measures in two of the studies. Future studies are required to
determine if these findings are generalizable to more severely ill patients, to
mildly depressed patients, or to patients with bipolar affective disorder. Also,
whether other forms of psychotherapy are effective in treating moderately to
moderately-severe depressed patients awaits demonstration. 


Although only three studies can be cited, the evidence strongly
affirms the efficacy of special forms of psychotherapy in outpatient
depressives. These studies illustrate the applicability of carefully designed,
controlled studies of psychotherapy efficacy and should prove as influential as
they have proven informative. Investigations of depression have an advantage in
being able to select relatively homogeneous patient cohorts for study, to focus
on a more limited range of change criteria, and to use briefer periods of
treatment than seem plausible in schizophrenia, where heterogeneity of patients
and pervasiveness and chronicity of psychopathology create a greater challenge.
Nonetheless, these study paradigms may be fruitfully applied in testing
treatment effects in other psychiatric disorders. 


Controlled Outcome Studies of Psychosomatic Disorders and
Psychological Sequelae of Physical Disease 


The following studies relate to the use of individual psychotherapy
to treat either illnesses traditionally seen as psychosomatic in nature or as
the adverse consequences of physical illness. 


Grace and coworkers studied the impact of a form of “superficial
psychotherapy” designed to alleviate the stress of patients suffering from
chronic ulcerative colitis. Two groups of thirty-four patients each were
matched with respect to age, sex, severity of ulcerative colitis, duration of
illness prior to therapy, age of onset, and X-ray changes. Patients ranged in
age from fifteen to fifty-four years; 60 percent were classified as severely
ill. The duration of illness ranged from one month to over ten years. One group
of patients received psychotherapy of unspecified intensity and duration. The
second group was treated medically, with an emphasis on diet and antispasmodic
agents. All patients were observed for at least two years. All psychotherapy
patients were treated by the senior author. Outcome was assessed in terms of
deaths, operations performed, symptoms of colitis, complications, time spent in
hospitals, visits to physicians, and X-ray changes. Although outcome
evaluations were performed by the authors, who knew the treatment assignments,
the potential for bias was somewhat mitigated by the fact that several outcome
measures were primarily objective criteria requiring a minimum of
interpretation and, in the case of X-ray changes, the X-rays were read by
radiologists unaware that a study was being conducted. Although no tests of
statistical significance were performed on the data, large differences favoring
the psychotherapy group were found for nearly all of the outcome measures. An
additional group of the 109 patients with ulcerative colitis treated at the
same hospital but not included in the study was also examined. They received
standard medical treatment, and although significantly less ill than the study
patients, their outcome more closely resembled the control group than the psychotherapy
group on most measures. 


O’Connor and associates studied 114 patients suffering from
ulcerative colitis of at least five years’ duration. The psychotherapy group
consisted of 57 patients referred for psychiatric treatment. The majority had a
diagnosis of personality disorder, although one-third of this group were
diagnosed as schizophrenic (criteria unspecified). The psychotherapy ranged
from formal psychoanalysis for six patients to short-term therapy of less than
twenty sessions directed at current conflicts for 13 patients. The remaining
portion of the sample received psychoanalytically-oriented therapy twice weekly
for one to two years. The control group was matched with the therapy patients
for severity of ulcerative colitis, sex, age of onset, and use of steroids. It
is important to note that the groups were not matched for psychopathology,
given the fact that the therapy group were all referred for psychiatric
treatment and the control patients were not. It is not surprising that
psychopathology was markedly more severe in the therapy group. The patients
were followed for at least seven years after the initiation of therapy. Outcome
measures included periodic protoscopic examinations and ratings of bowel
symptoms. Psychological criteria were derived from ratings in occupational
functioning, sexual adjustment, family relationship, and self-esteem. Also
evaluated were hospitalizations, amount of steroid therapy, amount of surgery,
and mortality rate. It was found that patients with a schizophrenic diagnosis
did very poorly regardless of treatment and clearly worsened over the course of
the study. When the schizophrenic patients were removed from the analysis, the
psychotherapy patients were found to improve over the entire course of
follow-up, while the control patients worsened. In spite of the symptomatic
advantage for psychotherapy patients in both somatic and psychologic domains,
the mortality and surgical rates were approximately equal in treated and
untreated groups. While this study suggests an advantage for psychotherapy in
patients with ulcerative colitis, there are a number of significant
methodologic flaws. No tests of statistical significance were performed on the
data, the length of the follow-up period was not uniform, and, most importantly,
the patients were not assigned in a random manner. If psychopathology and
ulcerative colitis interact negatively, this design may underestimate
psychotherapy benefits. 


Glen studied forty-five patients with confirmed diagnoses of
duodenal ulcers. The therapy group received once weekly psychotherapy based on
the method of Alexander, concentrating initially on disturbing life situations
and later on events of early life and dreams. The control group received
standard medical treatment consisting of advice on diet and alkali use. All
patients were treated for approximately six months and evaluated for a two-year
period. Unfortunately, the only outcome criterion reported was
histamine-induced maximal acid output. The result was in favor of the
psychotherapy group, but not significantly so. In contrast to the studies of
O’Connor and associates and Grace and associates, where a wide range of
relevant outcome criteria were evaluated, this study demonstrates the loss of a
large body of potentially valuable information when assessment is limited to a
single variable. 


Schonecke and Schuffel demonstrated no benefit for psychotherapy
combined with either bromazepam, placebo over bromazepam, or placebo alone in
the treatment of functional abdominal disorders. Outcome focused on abdominal
symptoms, depression, anxiety, and a personality inventory. Although both
groups improved on a number of outcome measures, there was no significant
advantage for either group. However, the design of this study is grossly
inadequate for evaluating the potential benefits of psychotherapy in that the
therapy consisted of a total of only 60 minutes over a six week period. Few
clinicians would anticipate tangible results from such minimal contact. 


Although there are methodologic flaws in each of these studies, it
is illuminating to note that the two studies that evaluated outcome with a
broad range of clinically relevant measures demonstrated an advantage for
psychotherapy. Conversely, the studies that were limited to a single narrow
outcome measure or used an unreasonably brief trial of psychotherapy had
negative results. While it is difficult to draw firm conclusions from so few
studies, the methodologically adequate studies do demonstrate a value for
psychotherapy in at least some psychosomatic disorders. 


Two studies examined the efficacy of individual psychotherapy in
managing the psychological sequelae of physical illnesses. Gruen studied
seventy patients in an intensive care unit following their first myocardial
infarction. The therapy group was seen for thirty-minute sessions five or six
days a week throughout the hospitalization. The initial phase of therapy
consisted of a nonprobing discussion of the patient’s feelings and reactions to
the hospital, during which time the therapist assessed the patient’s strength
and coping mechanisms. In a context of empathic concern and reassurance, the
therapist then began to help the patient explore his fears and anxieties and to
clarify unrealistic attitudes toward his illness and his future. The patient
was encouraged to articulate and resolve conflicts, develop his coping
strategies, and utilize existing resources. Measures of outcome included time
spent in the hospital, in the intensive care unit, and on the monitor. Other
somatic measures included the amount of angina, arrhythmias, and heart failure.
In addition, physicians and nurses made ratings of depressive behavior, nervous
and anxious behavior, refusals of treatment, violations of orders, and weak and
exhausted behavior. Affects were also evaluated with a number of psychological
tests. Follow-up interviews were carried out approximately four months after
the infarction, usually in the patient’s home. At follow-up, the patient’s
physician was also asked to assess the patient’s functioning. The follow-up
interviews were rated for level of anxiety and the degree to which the patient
had resumed a normal life compared with the physician’s judgment of the
patient’s capabilities. The results demonstrated a wide range of significant
advantages for the psychotherapy group. These included less time in the
hospital, in the intensive care unit, and on the monitor; fewer patients with
evidence of congestive heart failure and supraventricular arrhythmias; less
evidence of weakness and depression in the nurses’ ratings; and less depression
in the physicians’ ratings. Several ratings from psychological tests also
showed a significant benefit for the treatment group. At follow-up, the
psychotherapy group showed significant advantages both in anxiety ratings and level
of activity.3



Godbole and Verinis studied sixty-one inpatients at a rehabilitation
hospital, who were referred for psychiatric consultation. The patients were
predominantly older women, widowed or divorced, with an average age of
sixty-nine years. All had major physical disabilities and the majority had
multiple physical diagnoses. The psychiatric diagnosis was either reactive
depression or life situational reaction. Patients were randomly assigned to
either no therapy or one of two therapy conditions. Both forms of therapy
consisted of ten-to fifteen-minute sessions three times a week for two to four
weeks. One type was characterized as brief supportive psychotherapy, the second
was brief psychotherapy utilizing a confrontation statement according to the
method of Garner. Both therapists and nurses responsible for the care of the
patients completed a series of rating scales describing aspects of the
patients’ behavior, including psychiatric and physical symptomatology, personal
interaction with others, and self-care. Patients completed scales measuring
depression and self-concept. In addition, a record was kept of the discharge
plans for each patient with the assumption that those patients returning home
were more improved than those who had to be rehospitalized or continued in
aftercare facilities. On the basis of ratings by both the nurses and the
therapists, patients in either form of brief psychotherapy improved
significantly more than the no therapy group, and the confrontation approach
was significantly more effective than the other two methods in improving the
patients’ ratings of depression and self-concept. Both types of psychotherapy
were significantly more effective in returning patients to their homes than no
therapy, the brief supportive psychotherapy being most effective in this
regard. 


Thus, in addition to the studies of psychosomatic illnesses per se,
these two investigations support the efficacy of psychotherapy as part of the
overall management of medical illnesses and their sequelae. 


 Controlled Outcome Studies of Psychoneuroses
and Diagnostically Mixed Groups  


Most of these studies suffer from the lack of homogeneous or
well-specified patient groups, but diagnoses of psychoneuroses or personality
disorders predominate. Some studies include psychotic patients. 


Frank and his colleagues are pioneers in this area. In a series of
reports, they compare patients receiving individual or group psychotherapy with
low-contact controls. Individual therapy was one hour weekly and group therapy
was one and one-half hours per week. The minimal contact group saw a
psychiatrist for no more than one-half hour every two weeks. The minimal
treatment condition was intended as an alternative to a pure no treatment
control, which was regarded by these investigators as difficult to implement
and ethically questionable. All patients were diagnosed as psychoneurotic or
suffering personality disorder other than antisocial personality. Alcoholism
and organic brain disease were exclusion criteria. There were eighteen patients
in each of the three groups. Twenty-three patients who dropped out of therapy
before the fourth meeting were replaced in their original groups and were
analyzed as a separate cohort. Treatment was offered for six months, with 89
percent of the patients having at least four months of treatment. Both the
individual and group therapy focused on current interpersonal difficulties and
the feelings they aroused. Two outcome measures were used: (1) a discomfort
scale consisting of the patient’s self-rating of forty-one common complaints;
and (2) a social ineffectiveness scale consisting of fifteen categories of
behavior involving interpersonal relationships rated by trained observers
following interviews with the patient and a relative. Evaluations were made at
six months, one year, two years, five years, and ten years. At the end of the
six-month experimental period, the three groups and dropout group all showed a
similar and significant decrease on the discomfort scale. This improvement
occurred very early in the six-month period and was interpreted as a
nonspecific response to any offer of treatment. On the social ineffectiveness
scale, however, there was significantly greater mean improvement, and a higher
percentage of patients improved in the individual and group therapy cohorts
compared with the minimal treatment or dropout groups at six months. By the
time of the five-year follow-up, all three groups demonstrated progressive,
negatively accelerated improvement. As a result, at five years, there were no
significant differences between treatment conditions on either outcome measure.
By the time of the ten-year follow-up, there was again a significant advantage
in social effectiveness for the individual and group therapy patients over the
minimal contact controls. This seems to be the result of a return of the
minimal contact group to levels approaching their scores immediately following
the treatment; whereas the other two groups maintained their improvement at a
steady level between five and ten years. Follow-up evaluations were completed
on 50 to 65 percent of the original cohorts. This work suggests that social
adequacy may be specifically responsive to psychotherapy, as opposed to
subjective discomfort. This again demonstrates the importance of assessing more
than one dimension of outcome in evaluating the efficacy of psychotherapy.
Combined with the results of the Boston-New Haven Collaboration Depression
Project, it suggests that interpersonal functioning may be a dimension of
outcome particularly sensitive to psychotherapeutic interventions. Finally,
this work also demonstrates the value of long-term follow-up assessment in
determining the full impact of psychotherapy on patients’ lives. 


Sloane and associates studied 94 outpatients, randomized to either
behavioral therapy, psychotherapy, or waiting list status (no treatment). All
persons eighteen to forty-five years of age applying for treatment at a
university psychiatric outpatient clinic were considered for the study.
Patients were excluded if they seemed “too mildly ill”; were too seriously
disturbed to risk a waiting period; evidenced signs of psychosis, mental
retardation, or organic brain disease; or were judged to be primarily in need
of drug therapy. Patients were also excluded if psychotherapy was not
considered to be the treatment of choice. Of a total of 119 patients, 98 met
the criteria and were accepted for this study. They were predominantly white
women in their early twenties, roughly two-thirds of whom suffered from a
psychoneurosis and the other third from a personality disorder. Treatment
consisted of hour-long sessions on a weekly basis for four months. A list of
stipulative definitions of each therapy was developed indicating procedures
common to both treatments and those that were allowable only within one or the
other modality. Thus, for example, elements characteristic of the psychotherapy
included infrequent direct advice, interpretation of transference and
resistance, the use of dreams, the interpretation of symptoms, and the
eliciting of childhood memories. Behavioral therapy was characterized by the
lack of these elements, plus the use of specified behavioral techniques. 


All therapists participating in the study were highly experienced in
the modality of treatment they were providing. Outcome measures included a list
of three target symptoms developed individually for each patient and a
structured interview assessing general level of functioning and overall
improvement. Several personality tests were also administered. The patients and
independent evaluators also rated work, social, sexual, and overall adjustment.
Patients were evaluated initially, at the end of the four-month treatment
period, and after one year. 


At the end of treatment, both the psychotherapy and behavioral
therapy groups improved significantly more on the target symptoms than did the
waiting list group. The psychotherapy and behavior therapy groups did not
significantly differ from the waiting list group in work or social adjustment.
The behavior therapy group showed a significant advantage on the global
measure. Results of the one-year follow-up are difficult to interpret since
well over half of the waiting list patients subsequently received
psychotherapy, and many of the patients assigned to a treatment group received
varying amounts of additional therapy after the four-month period. 


This study is outstanding in many ways, such as, the use of highly
experienced therapists, selection of patients judged to be good candidates for
psychotherapy, careful characterization of treatment modalities, careful
implementation of random assignment, and inclusion of numerous clinically
relevant outcome criteria including some specifically tailored for the
individual patient. This study demonstrates that psychotherapy is helpful in
improving target symptoms of particular importance to specific patients. The
lack of effect on more general adjustment measures is surprising, but may
reflect the brevity of the therapy. Investigations that do provide strong
evidence for such a generalized effect, such as the work by Frank and his
coworkers and the Boston-New Haven Collaborative Depression Project, continued
active treatment for six months or more. 


Koegler, Brill and associates studied 299 patients drawn from
applicants to a psychiatric outpatient clinic. All patients were white females
between twenty and forty years of age. Exclusion criteria included psychosis,
severe depression, disabling physical illness, and sociopathic disorders. The
most common diagnoses were personality disorders, psychoneuroses, psychosomatic
disturbances, and borderline schizophrenic states. Patients were randomly
assigned to one of six conditions: individual psychotherapy, Meprobamate,
prochlorperazine, phenobarbital, placebo, or waiting list (no treatment).
Psychotherapy consisted of a fifty-minute session at least once a week for an
average of five months. The treatment was primarily psychoanalytically oriented
and generally nondirective. Patients in each of the three drug groups were seen
for fifteen-minute visits either weekly, biweekly, or monthly. All treatment
was administered by psychiatric residents. Patients were evaluated initially,
after five and ten weeks of treatment, at the end of treatment, and at
follow-up averaging twenty-one months posttreatment. Outcome measures included
a symptom check list and rating of change completed by therapists and the
patients’ ratings of change on twelve dimensions, including symptoms,
self-satisfaction, and social and occupational functioning. At termination, a
close relative also rated change over the course of therapy with respect to
symptoms and overall functioning. In addition, the MMPI was administered
initially and at termination. Finally, a social worker rated several aspects of
general adjustment and work adjustment based on written reports about the
patient. Although no differences between groups were apparent at five and ten
weeks, by the end of treatment patients receiving either psychotherapy or Meprobamate
were significantly more improved on self-ratings than the other groups.
Meprobamate and psychotherapy patients also showed a significant advantage in
social work evaluations and some aspects of the MMPI. In addition, there were
numerous nonsignificant trends in the data that favored psychotherapy and Meprobamate
patients over patients in the other groups. The impression from the data is
that Meprobamate and psychotherapy seemed superior to the other treatments.
There was overall improvement in all treated groups, contrasting with a lack of
improvement in the waiting list group. At the time of follow-up, there were no
longer significant differences between groups, but a tendency remained for the
psychotherapy group to be the most improved. 


Lorr and coworkers studied 150 male patients applying for treatment
at Veterans’ Administration clinics who were judged suitable for intensive
individual psychotherapy. Exclusion criteria included psychiatric
hospitalization or psychotherapy during the previous three months, history of
neurologic disorder or alcohol addiction, patients who could not discontinue
current medication for the study, and patients over fifty-five years of age.
Patients were randomly assigned to either psychotherapy or no psychotherapy.
Each of these groups was further divided into one of three medication
conditions, either chlordiazepoxide (Librium), placebo, or no pill. The no
psychotherapy-no pill group was placed on a waiting list. Psychotherapy
consisted of fifty-minute interviews once a week. All patients, except the
waiting list group, also saw a separate clinician for regulation of
medications. All treatments were continued for four weeks. Therapists, which
included staff members and trainees, had widely different levels of experience.
Ratings were collected from the patients, the therapists, and the physicians on
a range of outcome dimensions, including degree of discomfort, level of
symptoms, feelings and attitudes, patient self-assessment of social and
psychological change, and global ratings of improvement. Both physicians and
patients rated active drug treatment significantly more helpful than placebo.
For all groups receiving either active medication or placebo, there was no
indication that psychotherapy improved outcome. However, the psychotherapy only
group did better than the waiting list group, and the improvement in the
psychotherapy only patients was in a pattern indistinguishable from patients
also receiving active drugs. The results of this study are consistent with the
hypothesis of Frank and associates that the early effects of treatment are
rather nonspecific and occur in a similar fashion with any serious offer of
help made to the patient. Thus all forms of treatment—active medication,
psychotherapy, and placebo showed significant benefits to the patient as
compared to the waiting list condition. The length of treatment, four weeks, is
better suited to demonstrate specific drug effects than specific psychotherapy
effects. 


Morton studied forty subjects referred by vocational counselors at a
university center. Although psychotic patients were excluded, the personal and
social adjustment of these subjects was judged by the counselors to be
significantly impaired. All subjects were seen for an initial diagnostic
interview that systematically explored fourteen areas of adjustment. Subjects
were matched, based upon the results of this interview, an incomplete sentence
test, and a problem checklist. One member of each matched pair was randomly
assigned to psychotherapy, the other to a waiting list control condition. The
psychotherapy consisted of three sessions conducted within a three-week period.
The therapy utilized the Thematic Apperception Test (TAT) to elicit and
elaborate areas of conflict and maladaptation. Following the therapy, both
experimental and control subjects were re-interviewed by the experimenter and
the vocational counselor who had made the original referral. The subjects also
completed an incomplete sentence test and a problem checklist. The final
interview by the vocational counselor and the experimenter was essentially a
survey interview designed to elicit the subject’s awareness of any change that
had taken place since the initial interview. Initial and terminal interviews
were tape recorded. Outcome measures included the incomplete sentence test, the
problem checklist, a global rating of adjustment by the vocational counselor, a
similar rating by the experimenter, and global ratings made by three
independent raters based upon the tape recorded initial and terminal
interviews. A significant advantage for the psychotherapy group was found on
the pooled global ratings of change and the incomplete sentence test, with a
trend favoring psychotherapy on the problem checklist. The vocational
counselors judged some improvement in 93 percent of the experimental group, but
in only 47 percent of the control subjects. 


Fairweather and coworkers investigated the effect of individual and
group psychotherapy as components of therapeutic inpatient programs. The
ninety-four patients who participated were equally divided among long-term
psychotics (over one year previous hospitalization), short-term psychotics
(less than one year previous hospitalization), and nonpsychotics. Each of these
three diagnostic groups was equally divided into four experimental conditions.
Group C was provided an individual work assignment and a plan for post-hospital
living by a rehabilitation team. Group I had the same treatment as Group C,
plus individual psychotherapy two to four hours per week. Group G received the
same treatment as Group C, plus group psychotherapy twice per week. Group GG
received group psychotherapy and participated in group work situations in the
context of a group living environment. Psychotherapy was described in this
study as “psychoanalytically oriented.” Both experienced and inexperienced
therapists were used. Evaluations were made shortly following a patient’s
transfer to the experimental ward and a second time shortly before he left the
ward, either at time of discharge or after six months of treatment. Instruments
used included a Ward Behavioral Scale, the MMPI, the Q-Sort, the Holland
Vocational Preference Inventory, and the TAT. A follow-up questionnaire was
completed six months after the patient left the experimental program either by
a person with whom the patient was living or, if the patient was hospitalized,
by a staff psychologist. This questionnaire assessed the amount of time
employed, the amount of time in the hospital, alcohol use, antisocial behavior,
number of friends, verbal communication, general adjustment, problem behavior,
and degree of illness. 


Patients receiving individual psychotherapy remained hospitalized
significantly longer than patients belonging to the other three groups. There
was little difference between groups on the MMPI, but interactions between treatment
and diagnosis were apparent on some scales. In general, these suggested that
long-term psychotic patients did better without psychotherapy, while non-psychotic
and short-term psychotic patients benefited from psychotherapy. There were no
significant differences between groups on the Ward Behavior Scale, the
Vocational Preference Inventory, and the Q-Sort. The TAT showed no significant
differences overall, but again interactions between treatment and diagnosis
were present. Group therapy methods were advantageous with nonpsychotic
patients, and all psychotherapy approaches benefited short-term psychotics.
When long-term psychotics were treated, however, individual psychotherapy
showed differential benefit. On the follow-up questionnaire, only the amount of
employment significantly differentiated treatment groups. All psychotherapy
groups showed a higher percentage of employment than the control condition.
This was most pronounced with the individual psychotherapy and the group living
conditions. 


When all measures are considered, there is the suggestion that
nonpsychotic and short-term psychotic patients show more adaptive change with
psychotherapy, while long-term psychotic patients change more adaptively
without it. The authors use differences in the variance of outcome measures
among groups to argue that psychotherapeutic approaches result in more change,
both positive and negative, than control treatment. However, the validity of
this line of reasoning is highly debatable. With the exception of the follow-up
questionnaire, there is a heavy reliance on various psychological tests as
outcome criteria. Scores on these tests are not easily translated into
meaningful clinical change, thus limiting the value of this study for assessing
clinical efficacy of psychotherapy. This investigation illustrates the
importance of diagnosis to the impact of psychotherapy, and the need for
well-defined patient groups in clinical trials. 


The following studies are sufficiently flawed methodologically or
have such narrow outcome criteria of questionable clinical relevance that they
receive only brief comment. Argyle and coworkers failed to demonstrate a
benefit for psychotherapy or social skills training on a social skills rating
scale. In this case, the outcome measure is extremely narrow and oriented
toward specific goals and theoretical assumptions more appropriate for social
skills training than for psychotherapy. Furthermore, its relation to other
aspects of patient functioning was undetermined. Shlien and associates demonstrate
an advantage for psychotherapy on a Q-Sort procedure. In addition to limiting
outcome to a single measure far removed from daily life, this study leaves many
important methodological considerations unspecified, including the manner of
assignment to treatment condition and comparability of patients in each group.
Barron and Leary and Levis and Carrera found no advantage for psychotherapy on
MMPI scores. Again, outcome is limited to a test score without assessing the
clinical status of patients. Furthermore, the former study made no attempt to
use random assignment, whereas the latter did not specify how patients were
assigned to groups and provided no characterization of the patient group. 


Another series of studies has compared different forms of psychotherapy
with one another or with behavioral therapy. Since neither treatment in these
studies has established efficacy, and control groups not receiving treatment
were not used, they add little to the question of psychotherapy’s value.
Furthermore, most of them have not persuasively demonstrated an advantage of
one approach over the other—behavioral therapy versus traditional psychotherapy,*
reflective versus leading therapy, and cathartic versus traditional therapy.
The one exception in this regard is Siassi, who found a persistent and
significant advantage for psychodynamic psychotherapy (in a group of patients
judged to be good candidates for psychodynamic treatment) when compared to a
range of eclectic, reality-oriented therapies. 


Each of the reasonably adequate studies on predominantly
psychoneurotic outpatient populations demonstrates some significant benefits
for individual psychotherapy. The nature of that gain differs somewhat among
studies and does not always persist at follow-up. Furthermore, these studies
may underestimate the potential for psychotherapy since therapy is usually of a
relatively brief duration (from a few weeks to six months), often used with
extremely heterogeneous populations (substantial portions of whom may be ill
suited for therapy), and frequently implemented by inexperienced therapists or
trainees. 


Many process studies (not reviewed here) have begun the critical
task of identifying the attributes of patients, therapists, and the treatment
process that maximize therapeutic benefits and minimize ineffective or harmful
results. These issues are far from resolved. At present, there is persuasive
evidence that psychotherapy is efficacious in a substantial number of
psychoneurotic and personality disordered patients. The next generation of
studies may better define which psychotherapies are most promising with which
patients and determine the limits of therapeutic generalizability. 


 Discussion  


Despite widespread interest in dyadic psychotherapy, few carefully
designed and controlled studies of its efficacy have been undertaken. This
reflects not only the very considerable complexity of the task, but also a
prolonged willingness of psychotherapy advocates to ignore the scientific
requirement to demonstrate results. Times have changed, and with an ever
increasing public and professional assumption that little or no evidence
supports psychotherapy as a treatment, the social, professional, and financial
base for interpersonal treatments is in jeopardy. Old arguments against
scientific scrutiny of psychotherapy are giving way to careful study of some
aspects of treatment for some patient types. 


The authors have emphasized that medicine is a predominantly
observational science, hence the experimental results reviewed in this chapter
must be clarified and extended by the rich body of case reports and surveys.
Concerning several classes of illness (affective, psychosomatic,
psychoneurotic, and personality disorders), there is a confluence of evidence
supporting the efficacy of psychotherapy. The many reports of patients being
helped by psychotherapy are supported by the majority of methodologically
adequate studies examining the same issues under the controlled circumstances
these reports lack. The most important present questions are: (1) which
subgroup of patients in these categories are most likely to benefit, and which
(if any) may suffer a detrimental effect; (2) precisely which psychotherapies
are effective, and what training, experience, and setting are required for
their optimal administration; (3) under what circumstances is psychotherapy
superior to alternative treatments, additive and/or synergistic with other
treatments, and inferior to them; (4) what are the cogent patient/ therapist
matching considerations; and (5) upon what aspects or mechanisms of
psychotherapy is benefit dependent. There is considerable evidence that
psychotherapy works, but why it works is still argued from doctrine rather than
data. 


The efficacy of dyadic psychotherapy in schizophrenia has been more
difficult to establish, and both the observational and experimental data are
inconsistent. Some anecdotal reports describe considerable success with
psychotherapeutic strategies, but many clinicians are unimpressed with their
own experiences treating schizophrenics with psychotherapy. The controlled
studies have been in hospital settings and have failed to demonstrate any
strong effect. One exception, in addition to observational data, suggests that
if such therapy can be helpful it requires selected patients and experienced
therapists. The term schizophrenia covers an extraordinarily broad range of
psychopathology comprising many aspects of human functioning. Many
psychotherapeutic innovations will require study before the field can securely
define what is therapeutic for which aspect of psychopathology in what phase of
illness, and so forth. The vigorous pursuit of these studies is mandated by the
following considerations: (1) the potentials of interpersonal therapeutic
approaches for schizophrenic patients have barely been touched by scientific
study (hence any closure on the issue is premature); (2) no alternative
treatment provides definitive relief to the schizophrenic patient, especially
in the long-term deterioration of interpersonal and intrapsychic functioning; (3)
while antipsychotic drugs are clearly effective in reducing positive symptoms
and relapse rates, it is urgent to determine if combining psychotherapeutic
approaches with drug treatment can enhance benefits and reduce drug exposure
and the risk of tardive dyskinesia; and (4) schizophrenia is so common and
severe an illness that the broadest range of etiologic and treatment research
must be encouraged. 


If the case for psychotherapy can be made with at least moderate
persuasive power for many diagnoses, why is it currently under such severe
attack? Medicine is an applied science. Consequently, patients seeking relief
from their suffering require treatment based on the best available information
even in the absence of certainty. The requirement for scientific rigor is a
laudable development in psychiatry, but it can result in a distorted
perspective that precludes reasonable action based upon significant but
imperfect knowledge. In spite of its limitations, the data on psychotherapy
indicate benefits for many patients, often where there is no alternative
treatment. In medicine, many treatments are accepted despite the lack of
rigorous experimental validation because they possess an intuitive rationale
persuasive to professionals and laymen alike. Taking a thorough medical history
and coronary bypass surgery are examples. Other maneuvers may be so well
grounded on indisputable facts of anatomy, physiology, or chemistry that they
are persuasive, at least to those educated in the field. Only 10 to 20 percent
of medical procedures are based on evidence from controlled studies.
Psychotherapy is handicapped in this regard. Its mode of action often seems
improbable and nearly mystical to many. Lacking a well-established basic
science of mental and behavioral phenomena, psychotherapeutic strategies are
all too often justified by appeals to highly abstract and debatable models that
are acceptable only to some subset of professionals. While some of these
difficulties are intrinsic and unavoidable, many psychotherapeutic interventions
can be related to less abstract and relatively atheoretical concepts. Thus, it
seems reasonable that a person with impaired patterns of relating to others can
be helped by ongoing interaction with an individual trained to recognize those
patterns, help the patients appreciate their nature and consequences, and
assist in developing more adaptive modes. Such formulations not only make
psychotherapy more intuitively acceptable but can articulate clinically
tangible hypotheses about how therapy operates that can be tested by workers
from various theoretical backgrounds. 


While some experts may argue that only rigorously validated
treatments should be employed, the authors believe that the intuitive rationale
and the danger and invasiveness of a treatment must be considered.
Hemodialysis, for example, has no intuitive relationship to schizophrenic
functioning, and it is a highly invasive procedure with considerable risk.
Thus, it is reasonable to require experimental demonstration of efficacy before
hemodialysis becomes an accepted treatment for schizophrenia. Psychotherapy, on
the other hand, is not invasive in the same sense, is relatively safe, and can
be intuitively related to many problems of the mentally ill. The authors
believe clinicians are justified in using such a treatment until subsequent
research definitively resolves the question of its efficacy. 


Even when careful research in psychotherapy is carried out, a major
impediment to confidence in the results is that the personality of the therapist
is extremely important in ways that are difficult to define. Most medical
treatments can be specified in terms of a technique with little reference to
the provider beyond an assurance of a basic level of competence. For example,
the ability to perform a splenectomy requires a set of skills that can be
rather clearly specified. Thus, it is relatively easy to determine that a
residency in surgery provides adequate training in those skills. Consequently,
although all surgeons are not equally skilled, the public is justified in
assuming that physicians completing designated training programs have a basic
competence in the surgical treatment of illness. In assessing the efficacy of splenectomy,
one is able to examine the outcome of cases treated by a group of trained
surgeons and have reasonable confidence that the results were generalizable to
the surgical profession at large. For psychotherapy, these crisp distinctions
are lacking. Not only is it difficult to specify a precise “correct” technique
for a given patient, but it is generally assumed that the personal attributes
of the therapist are extremely important in determining outcome quite apart
from technique. Thus, in contrast to the example of surgery, there are three
important gaps in our knowledge. First, it is not known what aspects of
technique are specifically therapeutic for a given patient. The future
generation of process studies should help clarify this issue. Second, there are
no criteria for determining the personal attributes a person must have to be an
effective therapist for a specific patient. And third, it is consequently
difficult to know if a given training program provides the necessary education
and experience to ensure that its graduates are competent in psychotherapy. The
resulting problem for research is that a given study may say more about the
efficacy of psychotherapy as practiced by a specific person(s) than about
psychotherapy as a generalizable technique of treatment. 


The professional psychotherapist finds himself surrounded by lesser
trained and untrained self-appointed experts. The public must have some
consistent basis for placing trust in the health professions, and third-party
payers justly demand guidelines for determining when psychotherapy is a
legitimate treatment of illness by qualified health professionals. While not
offering a detailed proposal, the authors suggest the following guidelines
regarding this issue. 


 1. As health care
practitioners, it is perilous to claim expertise in areas that cannot be
integrated within the framework of a broad medical model encompassing
sociologic, psychologic, and biologic data relevant to health and disease. The
scope of this chapter was limited to psychosocial intervention in disease
states, but psychotherapy within a medical model would also include prevention.
The authors do not consider the plethora of human interventions into normal
functioning (troubled or not), whether these be traditionally valued (for
example, academic counseling, pastoral counseling) or the self-actualizing and
personal growth movements whose popularity rose during the 1970s, to be the
legitimate domain of the health professions. 


 2. Expertise in psychotherapy
is often assumed of graduates of programs in medicine, psychology, and social
work. Sociology and psychology are taught in these fields, but programs vary
tremendously and little or no training in psychotherapy may be provided. The
public deserves some cross-disciplinary collaboration in establishing minimal
requirements for the training of those practicing psychotherapy. 


 3. To the extent that
psychotherapy is offered to patients (persons with a diagnosable illness), it
should be provided in a medical framework. It is no longer justifiable to treat
with a limited repertoire those with mental illness. The depressed patient may
need psychotherapy (not necessarily by a physician), but clinical judgment
concerning pharmacotherapy, ECT, genetic counseling, family or group therapy,
occupational guidance, and other considerations must be continuously integrated
in clinical care. Treatment of psychiatric illness within a medical framework
can no longer permit exclusive and doctrinaire treatment approaches, and
collaboration between physician and psychotherapist should not merely be
“medical screening.” 


The confusion as to the medical legitimacy of mental health efforts
has resulted in an unacceptable compromise of partial financial support for a
diffuse array of alleged treatments. To counterbalance the possibility that at
times payments are made for psychological interventions of questionable
legitimacy, the truly mentally ill suffer from inhumane restrictions on the
health care they receive. If the mental health profession fulfills its
responsibility to clearly demarcate the domain of appropriate treatments for
legitimate mental illnesses, there is no scientific rationale for excluding
psychiatric patients from full access to health care. The poor prognosis cancer
patient is not offered thirty days maximum inpatient care and a limited number
of outpatient visits, but the poor prognosis schizophrenic patient is forced
out of the public’s consciousness and pocketbook as quickly as possible. A
pragmatic as well as a humanitarian rationale applies here. Health care
planners have been preoccupied with direct costs and have ignored the social
and financial burdens associated with unemployment, inability to manage a
household, and so forth. If the financiers of health care paid social security
disability, welfare, and unemployment benefits, they might be more eager to
assure the adequacy of inpatient and outpatient treatment for mental illness.
Various psychotherapies seem particularly likely to improve functioning in
these areas of “hidden” health costs. 


 Conclusions  


Considering the full range of evidence, there is a strong case that
the core tradition of psychotherapy for adults suffering from common disorders
offers clinical benefits for many patients. With the lack of comprehensive
alternatives, this justifies continued support for psychotherapy at this time.
Yet, there is no room for complacency. Support in the future requires extensive
efforts to determine what elements of therapy are effective and with which
patients. Process studies can provide useful hypotheses to help focus and
specify future outcome studies. Since controlled studies are most meaningful
when imposed on an extensive body of clinical observation, the traditional core
of psychotherapy with its wealth of information should be the top priority of
such focused investigation. In addition, this is the most prevalent type of
psychotherapy currently being practiced. Innovative techniques are certainly to
be encouraged, but validating nearly one hundred years of clinical effort
deserves our most urgent attention. 
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Notes


1Dr.
Morris Parloff, chief, Psychiatry and Behavioral Intervention Section, Clinical
Research Branch, National Institute of Mental Health, was generous in making
available unpublished material, critically reviewing an earlier draft of this
manuscript, and offering suggestions to the authors. 


2     
Some reports fail to mention important aspects of the research design and its
execution. This is reflected in the absence of key information in the reviews
of some of the following studies. 


3     
While the severity of the infarction may be a factor, there was no specific
matching for this variable. Presumably, it was handled by the random factor.
This probably reflects the fact that it is difficult to initially rate the
severity of the infarction accurately. 


CHAPTER 31 

ADVANCES IN THE PREVENTION AND TREATMENT OF MENTAL RETARDATION  


 Frank J. Menolascino and Fred D. Strider  


In this chapter current approaches to the prevention and treatment
of mental retardation will be reviewed with a focus on specific psychiatric
treatment and intervention appropriate to the combined syndromes of mental
retardation and mental illness. In a concluding section, the authors will
indicate their views regarding the essential elements of comprehensive
approaches and treatment. 


 Introduction  


The model of primary
(prevention of the appearance of a disorder), secondary (very early diagnosis, effective treatment, and return of
the person to a normative state), and tertiary
(minimization of the remaining handicaps and return of the person to as high a
level of functioning as possible) prevention will be utilized to review the
currently available and possible future preventive approaches in each of these
three dimensions. Although this three-step approach may seem simple, it is
actually quite complex because there are over 350 causes of mental retardation.
Major prevention programs have been successful in certain states: for example,
Illinois has been successful in the area of screening and prevention of lead
poisoning; California has energetically encouraged public education concerning
mental retardation; Connecticut has mounted an excellent program to prevent Rh
blood incompatibility; and Massachusetts has a well-established program for
discerning a number of preventable forms of inborn errors of metabolism. The
interconnections between different levels of prevention and ongoing service
delivery, and possible linkages between the different human service systems
that serve the mentally retarded will also be discussed. This section will
examine the continuity between prevention and clinical treatment of the
physical and psychiatric symptoms of mental retardation. 


 Current Status of Prevention Efforts  


A recent national report entitled “Preventing Mental Retardation:
More Can Be Done” noted that, at the national level, the current “state of the
art” in the prevention of mental retardation is fragmented and, while promising
much, delivers little. There are always major lags between the evolution of new
knowledge of mental retardation and its direct application in the field. The
gap is currently being narrowed by advocacy, public information programs, and
such exceptional programs as the regionalization and expansion of metabolic
screening of newborns for the inborn errors of metabolism. However, federal funds
have frequently been withdrawn from excellent pilot programs in prevention, and
the states have not always been able to maintain enough programs even though
these preventive efforts are cost-effective and the lack of money “up front”
results in increased costs and unnecessary human suffering later on. 


In the United States, there are eight areas of activity in mental
retardation in which preventive efforts are currently being implemented—albeit
with some major gaps: (1) comprehensive prenatal care (including recent
increased attention to “high risk” pregnancies and prenatal nutrition); (2)
infectious diseases (both prenatal and postnatal); (3) chromosome disorders;
(4) metabolic diseases (such as the inborn errors of metabolism); (5) internal
(for example, Rh blood incompatibility) and external (for example, lead
poisoning) intoxications; (6) adverse early childhood experiences within the
family; (7) childhood accidents; and (8) other approaches such as screening for
neural tube disorders. Each of these areas will be briefly reviewed. 


 Comprehensive Prenatal Care  


The dearth of comprehensive prenatal services is a significant
national problem. Low birth weight and prematurity are often associated with
the symptoms of mental retardation, epilepsy, and cerebral palsy. A major issue
in prenatal care is malnutrition during pregnancy, which may cause infant death
or permanent brain impairment. Excessive maternal alcohol consumption or drug
use raise the risk of having an abnormal infant to almost 44 percent. 


After birth, the vulnerability of the developing brain to permanent
damage as a result of inadequate nutrition has been clearly implicated. This
susceptibility has been observed in both experimental animals and human beings.
Nutritional supplement programs must include pregnant and lactating women,
infants, and preschool children. Since the brain is still very rapidly
developing during the first six years of life, one of the great advances in
national health care in the last quarter century has resulted from improved
general nutrition; this advancement must be vigorously extended to the poor. 


National and state statistics indicate that many women still receive
insufficient prenatal care, even though federal and state programs have been
established to reach persons in economically depressed areas who might not
otherwise receive such services. The extent of need for additional services is
unknown because neither federal nor state agencies have adequately analyzed the
extent of current prenatal care needs, the areas of greatest needs, or the
effect of existing prenatal programs. 


Following conception, comprehensive prenatal care can help prevent
low birth weight and prematurity, which are in turn directly associated with
mental retardation. This is the point at which early detection of and direct
treatment intervention for chronic conditions (for example, diabetes mellitus,
essential hypertension, hypothyroidism,) in the mother are critical. The
identification of “high risk” pregnancy, in conjunction with the rapid initiation
of specialized obstetrical care, can save lives and minds, and can also save
dollars in long-term care. The Vermont Association for Retarded Citizens
recently completed a study that concluded that a comprehensive perinatal
program should be composed of the elements (noted in figure 31-1) that
delineate the mechanics of dealing with “at-risk” pregnancies. 


The components indicated by this flow chart are neither new nor are
they expensive to initiate. This approach encompasses putting together the already
known basic components of a successful prenatal program. As to linkages, the
Vermont plan for perinatal care recommended that the perinatal program be
regionally based throughout the state via a strong university and department of
health collaboration. Although Vermont is a small state, it is interesting that
it felt that its projected perinatal program could build on current resources
by adding—over a four-year period—the following components to bring the program
to fruition: (1) family planning and counseling services; (2) genetic screening
and counseling; (3) maternal/fetal transportation; (4) high-risk obstetrical
unit; (5) intensive care of the newborn; and (6) program evaluation 


A greater level of awareness by family physicians and family
planning centers of the importance of high-risk pregnancy identification is
needed. A key factor is the availability of the mother’s obstetrical history,
which can yield the necessary information for a prompt referral to regional
diagnostic programs for the further detection of, and direct dealing with,
high-risk pregnancies. Increased funding and resources will be needed to carry
out these prenatal efforts in our country, and the system (or individual
programs) to be utilized can be a series of specialized units in regional
general hospitals or a medical service system that is integrated into current
generic health services. 


TEENAGE PREGNANCIES 


The alarming number (20 percent of all live births and 26 percent of
low-birth-weight infants) of teenage pregnancies directly contributes to
increased numbers of premature infants and infants who are gravely “at risk” to
develop mental retardation. Adolescent pregnancies increase health risks, such
as higher incidences of toxemia, anemia, prolonged labor, and, for the infant,
increased incidences of low birth weight and related signs and symptoms of
mental retardation. 


Teenage pregnancy is a pressing social problem compounded by
ignorance, immaturity, illness, illegitimacy, and poverty. It costs billions of
dollars each year in welfare support and medical costs. It has been estimated
that about half of the women currently on the welfare rolls had their first
child during adolescence. A significant number of teenagers are not adequately
informed about, or disregard, contraception. Every year, more than one million
teenage girls, most of them single, become pregnant; many are younger than
fifteen. These pregnancies result in about 600,000 live births a year. The
others are terminated by miscarriages (100,000) and abortions (300,000).
Teenage mothers give birth to a disproportionate number of premature babies
born with low birth weight (under 2,500 grams): 16.5 percent for women under
age fifteen; 10.1 percent for women age fifteen to nineteen. Among very small
premature babies (under 1,500 grams), the incidence of mental retardation in
those who survive is about 26.3 percent compared to only 1.6 percent for
full-term babies. 


Teenage motherhood brings many complications. Many young girls are
ill informed of medical care needs and do not receive adequate prenatal care or
nutrition. Others, especially those in their early teens, ages eleven to
fourteen, are not physically mature and are often unable to bear the stress of having
a baby without high risk to mother and child. 



[image: Figure 31-1]

Figure 31.1. 
Perinatal Program Flow Chart




Beyond the medical concerns related to adolescent pregnancies are
some difficult social issues: (1) the low priority of the adolescent in our
society; (2) the conspiracy of silence and lack of accurate information
regarding human sexuality; (3) lack of access to medical services, including
contraceptives; and (4) the influence of a society with a negative view of sex. 


Currently, our country’s health services delivery systems do not
provide one-stop centers offering comprehensive pregnancy-related services,
including counseling oriented to the prevention of teenage pregnancy. Also not
provided are the mechanisms for extended follow-up necessary to provide needed
services to pregnant teenagers whose offspring may be “at risk” for mental
retardation. However, a bill enacted by the Ninety-fifth Congress (S. 910 by
Kennedy, Williams, Javits, and Hathaway) has established federal grant support
for networks of community-based services to prevent initial and repeat
pregnancies among adolescents. Further, there is congressional action pending
to amend the Maternal and Child Health Act (Title V of the Social Security Act)
and other pertinent legislation (such as Title XIX of the Social Security Act)
to establish a network of “risk centers” for women whose pregnancy presents
high risk, with special emphasis on the problems of teenage pregnancy. These
congressional actions can well result in the initiation of a series of
pregnancy “at-risk centers” throughout our country. These centers will require
a close liaison (and subsequent linkages) between obstetric, pediatric, mental
health, visiting nurse, and social work resources in order to be most
effective. 


 Infection  


Infection, both before and after birth, has been a continuing cause
of mental retardation. Prior to 1963, the prevention of these infections was
viewed as an improbable development. In that year a vaccine became available
for measles and, in 1965, a vaccine for rubella was produced. The incidence of
mental retardation resulting from measles and rubella has plummeted, but the
immunity levels in the general public are still unnecessarily low; death and
residual symptoms from these infections still occur. 


The topic of infectious diseases, which affect both the unborn and
the born, still requires more research attention. For example, meningitis
strikes over 20,000 citizens each year and its cardinal signs and symptoms
should be made common knowledge in order to increase detection of the disease
very early in its course. Few field studies of available vaccines for the most
frequently noted bacterial agents that produce meningitis have been made.
However, the increasing demand (and establishment) of mandatory immunization of
children before school entrance is a nationwide trend. 


A recent General Accounting Office (GAO) Report pointed out that
immunity levels in the general population have not been adequately assessed to
identify areas in which immunization levels are low, nor have vaccination
programs raised immunity to acceptable levels. The National Center for Disease
Control still considers immunity levels to be too low in our country. For
example, it is estimated that over 10 percent of all pregnant women are at-risk
of contracting rubella. This is a sad commentary when a blood sample from the
pregnant woman can be analyzed to determine whether she is immune to rubella or
requires effective treatment. 


As of September 1977, forty-seven states had laws requiring rubella
immunization before school entry. Though the Headstart program guidelines require
that each enrollee have a physical examination, including screening for
immunization status, this has been waived in some states and so only incomplete
records are available. From a national perspective, two elements are necessary
to effectively combat these diseases: (1) comprehensive data on immunity levels
in the child and adult female population to pinpoint problem areas; and (2)
aggressive immunization programs targeted on areas with low immunity levels.
Utilizing these guidelines, at least 95 percent of all children would be
immunized before they entered school and rubella titers would be a part of all
family planning services. Private physicians must be educated to be highly
conscious of the medical-legal implications of providing this protection to
women of childbearing age. 


As with preschoolers’ immunizations, rubella titer evaluation and
follow-up immunization before entering high school should be made mandatory.
Since vaccination must precede conception by two months, at the time of
marriage a reevaluation should be required and a vaccination or booster given
if the antibody titer is not adequate. This vital preventive step could be
legislated by the federal government as a prerequisite for obtaining a marriage
license. 


Certain federal programs, in particular Headstart and family
planning programs, can improve surveillance data and possibly raise immunity
levels. These programs are all important linkages to other components of a
state’s approach to prevention. Mandatory vaccination, before entering school,
against diphtheria, pertussis, tetanus, measles, rubella, and poliomyelitis is
a current trend that has been firmly supported by recent federal government
statements. The Department of Health, Education and Welfare (HEW) committed an
additional 3 million dollars for childhood immunization programs in 1979; and
former HEW Secretary Califano made mandatory immunizations an integral part of
the Child Health Assessment Program, which focuses on the health status of
young children. 


The normal childhood diseases (mumps, measles, chicken pox) can
occasionally result in encephalitis with subsequent mental retardation as a
residual. Supportive treatment of these “normal” childhood diseases, which
infrequently have “non-normal” outcomes, must be actively sought. 


Chromosome Disorder 


Chromosome abnormalities are estimated to account for about 16
percent of institutionalized mentally retarded citizens. Amniocentesis makes
possible the prenatal diagnosis of an increasing number of developmental
disorders such as: chromosome abnormalities (Down’s syndrome), neural tube
defects (meningomyelocele, anencephaly), inborn errors of metabolism, and sex-linked
genetic disorders. The need for an amniocentesis evaluation is appropriate when
the following factors are present: increased maternal age (over thirty-five
years), maternal carrier of X-linked diseases, previous trisomic offspring,
previous neural tube defect, maternal carrier of an established chromosome
translocation, parental carriers of inborn errors of metabolism, and high-risk
pregnancies with repeated miscarriages. Amniocentesis may also be indicated
when there is distinct evidence of genetically-based instances of severe mental
retardation in the family. An obstetrician and/or genetic counselor may
recommend that amniocentesis be performed between the fifteenth and eighteenth
weeks of pregnancy. About 5 percent of mid-term pregnancies (250,000 yearly)
are considered “high risk” and would benefit from the amniocentesis procedure. 


Contrary to some current opinions, many children’s lives are saved
by genetic counseling and amniocentesis evaluation. For example, if the
amniocentesis procedure showed the presence of a normal child, then recourse to
abortion is unnecessary. If a Down’s syndrome infant is detected by
amniocentesis, then the parents can make specific plans for early physical
intervention, psychosocial stimulation early in life, and similar
treatment-management approaches that can serve to ameliorate the developmental
delay. Continuing and increased availability of amniocentesis, in the authors’
opinion, will also accelerate the development of methods for very early
treatment in utero that may
ameliorate any prenatally diagnosed conditions. 


Currently, genetic screening and counseling services are only readily
available to the higher income groups, while the majority of people who would
benefit from such services are not receiving them. Also, an insufficient number
of at-risk mothers are not receiving these services because the needed pool of
trained manpower does not exist. However, current research in selectively
detecting fetal cells that have intermingled with the maternal bloodstream
during early pregnancy, holds promise for replacing the current amniocentesis
technique with a relatively simple peripheral blood sampling test—thus
enhancing the availability of prenatal diagnostic services. 


The incidence of neural tube disorders is related to genetic factors
and the need to screen for these disorders. Yet screening for neural tube
disorders (that is, alpha-fetoprotein levels in peripheral blood and amniotic
fluid, via amniocentesis) should become a routine aspect of all prenatal care
programs. 


A concise review of the indicators for chromosomal disorders in
pregnant women should be routinely utilized in prenatal care in all health
programs. Outreach into the lower socioeconomic groups is needed. Because
family planning programs contact so many women, these programs are ideal as
sites for outreach activity. The referral consciousness of the family practitioner
in regard to potential chromosome disorders in at-risk mothers must also be
raised. 


 Metabolic Disorders  


Metabolic disorders and chromosome abnormalities are separated
because the nature of the diseases and methods of diagnosis are, at times, very
different. Many hereditary metabolic disorders can be diagnosed in the newborn
and a few (Methylmalonic acidemia) have been detected and treated in utero. The classical illustration of
the detection of an inborn error of metabolism in the newborn period is phenylketonuria
(PKU). Disorders such as hypothyroidism (twice as common as PKU) are also
detected by means of newborn screening, and treatment is available. 


A number of model state laws have appeared in the last two decades
mandating the screening of newborn infants for metabolic disorders that are
associated with mental retardation. These screening techniques have been
automated to make them more cost-efficient. Expansion of metabolic screening to
include many other treatable disorders is feasible; with automation the cost of
multiple screening may be little more than that of one routine PKU test. For
example, the following disorders can be detected early and rapidly by mass
screening: (1) PKU; (2) hypothyroidism; (3) Galactosaemia; (4) valinemia; (5)
homocystinuria; and (6) histidinemia. 


Yet, much remains to be accomplished. A national survey of newborn
screening to which forty-three states responded, noted: Six states were not
conducting PKU screening programs; thirteen states were screening for Galactosaemia;
seventeen states were screening for hypothyroidism; and fifteen states were
carrying out additional tests, some of which included alanine deaminase
deficiency, histidinemia, lead poisoning, sickle cell disease, thalassemia,
leucine deficiency, (such as, maple syrup urine disease), methionine
deficiency, Tay-Sachs disease, and toxoplasmosis. In the twenty-one state
questionnaire returns that were usable, a composite 95 percent coverage for PKU
was found. Two states have programs to detect maternal phenylketonuria early in
pregnancy so that a reduced phenylalanine level diet can be instituted to
protect the baby in utero. Screening
requirements are, to some extent, specific for different populations, and
transient neonatal phenomena are responsible for many abnormal results. It is
important to have sound methods for confirmation and follow-up. 


PKU, which occurs in one in 10,000 newborns, has become the classic
model for illustrating the prevention of mental retardation. In the past, 1
percent of the incidence of severe retardation was secondary to PKU. Now these
tragic consequences can be avoided by a phenylalanine controlled diet. 


Six states attempt to detect maternal PKU by assessing elevated
phenylalanine blood levels present in the neonate. Maternal phenylketonuria is
an emerging problem, since the symptoms of mental retardation are a consequence
of the infant being literally saturated in
utero by high concentrations of phenylalanine in the mother’s bloodstream.
Routine screening of expectant mothers for PKU should be followed by treatment
of the maternal carriers with a reduced phenylalanine diet. The cost-benefit
ratio for prevention of PKU is clearly in society’s favor. 


Newborn screening for thyroid deficiency has been actively pursued
in recent years. Since the incidence of congenital hypothyroidism has been
reported to be from one in 3,000 to one in 7,000 live births, it is clear that
this disorder is a frequent metabolic cause of mental retardation. The clinical
diagnosis of hypothyroidism in an infant is difficult, and the screening
technique becomes both a crucial diagnostic and preventive tool. The initial
mass screening is accomplished by a filter paper technique (the
thyroid-4-component), and the positive samples are validated by further testing
(the thyroid stimulating hormone component). This procedure has recently become
operational in Michigan where the State Health Department coordinates both the
screening (by young volunteers from the Illinois Association for Retarded
Citizens) and treatment coordination (by the medical staff of general hospitals
throughout the state). Their program is an excellent example of putting current
knowledge about the prevention of mental retardation into direct service for
young citizens. The condition of these infants would otherwise probably not
have been detected within the first three months—the critical period of
intervention. If treated with exogenous thyroid hormone within the first three
months, the majority of the afflicted infants will develop normally. 


Some maintain that “meddlesome” intervention with our genetic
endowment, by permitting genetically abnormal people to survive and to
reproduce, will be detrimental to our “national genetic balance” (that is, the
gene pool). However, it has been estimated that by allowing PKU patients to
reproduce it would require over 100 generations for the gene frequency to
double. It is only since the infant mortality rates started to fall that we
have been able to differentiate more clearly genetic diseases from acquired diseases.
The process of human evolution has been altered far more rapidly by antibiotics
than by the advent of PKU or hypothyroid testing. 


With automation of the assessment of direct blood specimens (via the
punch-index machine), newborn screening tests for treatable inborn metabolic
error diseases such as homocystinuria, tyrosinemia, Galactosaemia, maple syrup
urine disease, histidinemia, and valinemia can be added to PKU testing without
excessive addition of laboratory personnel. If the laboratory processes a
minimum of 25,000 newborn specimens a year, the cost increase over PKU
screening alone is minimal. It is most frequently recommended that a regional
program be based in a university department of pediatrics in close alliance
with the state department of health. This linkage is an essential one if the
operational problems noted in the recent past in attempting to implement
neonatal screening programs are to be avoided. Guthrie noted that for most
states, the legacy of the 1960’s controversy concerning PKU remained in the
1970’s in the form of three problems: (1) lack of liaison between the medical
centers and the screening programs; (2) many states with laws requiring PKU
testing simply do not have sufficient population to make multiple testing of
newborn infants practical; and (3) many states with large populations allow
each private laboratory to perform small numbers of PKU tests for a profit,
thus causing the same problem that exists in small states. In May 1975, a
regional model of linkage, the Oregon Neonatal Metabolic Screening Program, was
established in Portland. It receives screening test specimens from Oregon,
Alaska, and Montana. In January of 1976 the Massachusetts Metabolic Disorders
Detection Program in Boston started receiving screening test specimens from
Massachusetts, Rhode Island, and Maine. 


Although an increasing number of the inborn errors of metabolism can
be tested on a regional basis and the cost is only about $2.50 per complete
testing, the follow-up of high-risk infants should be assured. This follow-up
care should be available at special treatment-management regional centers (for
example, local crippled children facilities, medical centers, or in conjunction
with regional treatment centers) such as those established in California (California
Assembly Bill #45, 1977). Experiences in England, Sweden, and France have
clearly documented that over 50 percent of the motor and special sensory
handicaps noted in developmentally at-risk newborn children can be completely
reversed, to the great developmental enhancement of these children.
Accordingly, early secondary prevention efforts can inadvertently become
tertiary preventive challenges if follow-up services are not available after
early diagnosis has been accomplished. 


Intoxications  


Lead Poisoning 


Lead intoxication and Rh blood incompatibility disease are fine
examples of primary preventive accomplishments in the field of mental
retardation. Recognition of childhood lead poisoning is relatively new—it was
first described in children in the early part of the twentieth century. The
cause was assumed to be the ingestion of paint, but the role of air-borne lead
in general exposure—primarily from automobile emissions—has recently received
increasing attention. 


There has been a clear recognition of lead’s ubiquity, and
intervention has taken place on the federal legislative level with the “Lead
Paint Act,” and planned reductions in the content of lead in gasoline. Young
children up to the age of six years are at great risk, especially from peeling paint
and chipping plaster in dilapidated housing. There is a strong association
between pica and lead poisoning. Programs have been instituted to eliminate
asymptomatic and symptomatic lead poisoning. The free erythrocyte
protoprophyrin (FEP) test, which can be conducted from a drop of blood on
filter paper, has made wide-scale testing feasible. Spinoffs of the FEP
screening test include detection of iron deficiency anemia and the
hemoglobinopathies. 


Lead poisoning is not just an inner-city problem, but a widespread
one that justifies more than a high-risk target area approach. This insidious
and cumulative metal affects American children in epidemic proportions; over
600,000 bear blood levels above 40 mg/100 cc of blood. In 1970, the U.S.
Surgeon General recommended that 40 mg/100 cc blood be the borderline at which
the child is in potential danger of clinical lead poisoning; in 1975 the
revised borderline was lowered to 30 mg/100 cc of blood. Ages one through six
years of life are at the greatest risk for lead poisoning, with the peak years
being from one to three. Theoretically, even very low levels of lead are
associated with toxicity, and lead is known to cross the placenta during
pregnancy. 


Does a threshold for lead toxicity exist? On both theoretical and
empirical grounds, there are several reasons to believe that if there is a
threshold, many children have exceeded it. First, there is no known metabolic
function for lead. Secondly, global environmental levels of lead have increased
since the industrial revolution—most markedly since the invention of the
automobile—and, in the evolutionary scale of time, the human organism has had
only a brief opportunity to adapt to contemporary environmental levels. Third,
no toxicologist would accept a margin of safety of 50 percent, yet thousands of
children carry blood-lead levels of 40µg/dl. Lastly, the symptoms of lead
toxicity are vague and easily missed. Headache, lethargy, colic, or clumsiness
are not readily identifiable as symptoms of lead poisoning. Perino and
Ernhart  reported that black preschoolers
with blood-lead levels above 50 µg/dl had significant impairment on the
McCarthy Scales of Mental Development when compared to children matched for
race and controlled for other variables with blood-lead levels below 30 µg/dl.
Undoubtedly, many children with these symptoms are misdiagnosed by both parents
and physicians. 


Of considerable interest is the report of Beattie and coworkers.
They identified seventy-seven children with mental retardation of unknown cause
and matched them with normal children on age, socioeconomic status, and
geographic residence. The place of residence of the mother was identified and a
sample of the drinking water was analyzed for lead. No normal children came
from homes with excess lead, while eleven mothers of retarded children lived in
homes with high levels of lead in the water during the time they carried the
child. The authors concluded that the risk of retardation is increased by a
factor of seven by living in a home which has a high lead level in the water
during the mother’s pregnancy. 


Mass screening for lead poisoning utilizes the free erythrocyte
protoporphyrin test (FEP), which consists of a dried blood sample collected on
filter paper. Volunteers can be quickly trained to collect the dried blood
specimens, and the samples are forwarded to a state (or regional) laboratory.
The Illinois Association for Retarded Citizens has been particularly effective
in organizing volunteers to screen large regions of the state of Illinois. Their
testing technique (noted previously) and the more recent zinc-protoporphyrin
test are inexpensive. Positive tests are further evaluated via blood level
determinations. The family physician carries out treatment with British
Anti-Lewisite Factor (BAL) when necessary. 


An effective program against lead poisoning must concern itself with
a number of issues. Parents and the general public must be educated as to
sources of lead, its effects, and what can be done. Screening with an
inexpensive test (such as the free erythrocyte protoporphyrin test) is
necessary because signs and symptoms of toxicity are too variable and covert.
Following detection at the screening level, confirmation, and the institution
of therapy, the child should be periodically monitored as to the effectiveness
of the treatment—this may sometimes be necessary for up to two years. Finally,
the environment of the child must be corrected to prevent re-exposure. 


In summary, lead poisoning is directly linked to mental retardation,
epilepsy, and cerebral palsy; it is a widespread problem, is frequently
asymptomatic, and often presents with generalized or vague symptoms. The new
free erythrocyte protoporphyrin test has made widespread screening for lead
poisoning feasible. Although the total elimination of lead from our environment
is probably not possible as a relatively short-term goal, the elimination of
leaded gasoline is nearing reality. 


Rh Incompatibility Disease 


Hemolytic disease of newborns secondary to Rh incompatibility, is
now a preventable disease—only ten years after the introduction of routine post-birth
administration of hyperimmune globulin (i.e., RhoGAM) to Rh-negative mothers.
Careful adherence to clinical and preventive guidelines can help ensure that
every susceptible woman is treated, so that the disease will be eliminated. 


The latest available information (1974) reveals that there are over
7,000 infants born each year in our country who have sequellae of Rh-blood type
incompatibility. Yet, only five states have Rh-blood type registries or
education of the general public and professionals about the use of RhoGAM for
preventing this disorder. An example of an excellent state-wide educational
program on the use of RhoGAM is that carried out in Connecticut. 


Immunoglobulin (RhoGAM) was licensed for human treatment in 1968.
Although it can protect children from Rh incompatibility, it is currently
underutilized. Problems exist because of its lack of availability in rural
areas and failure to administer the agent to women after abortions as well as
after births. Public and professional awareness must be raised concerning its
vital preventive role. Prevention of Rh incompatibility includes the following
issues: (1) early detection of all Rh-negative mothers; (2) availability of
this information during pregnancy and delivery; and (3) prompt utilization of
immunoglobulin after the delivery of each Rh-positive child to an Rh-negative
mother. Yet, there is a lack of complete national information on the incidence
of Rh-negative and the accompanying immunization by immunoglobulin. For
example, the recent GAO Report noted that only five states had mechanisms for
fully monitoring Rh hemolytic disease (Connecticut, California, Illinois, New
Jersey, and Colorado); only seven states required by law either premarital or
prenatal blood typing; and only six states had special programs for
immunoglobulin utilization, as of the date of the report. One would think that
the private physicians would routinely check for Rh incompatibility, but the
current Rh incidence rate indicates that this is not true. The consequences of
not checking for Rh-negative incompatibility might lead to tragic consequences
for the afflicted child. 


Interestingly, Connecticut has had a complete Rh prevention program
in operation for the last ten years. A recent report from the Center for
Disease Control shows that Connecticut has had a 96 percent decline since 1970
in maternal sensitization and Rh blood disease in the newborn. Their prevention
program includes routine premarital or prenatal blood typing. Comprehensive
data are compiled on immunoglobulin usage at the time of birth, abortion, or
miscarriage; Rh incidence and mortality (fetal and infant); the number of
sensitized women; and the overall effectiveness of each of these preventive efforts
are regularly monitored. State law in Connecticut requires that the Rh typing
be listed on the marriage licenses, and each hospital is mandated to report
information concerning Rh determination, the use of immunoglobulin, and
follow-up results. 


Mercury Poisoning 


The hazardous situation occurring through large amounts of mercury
being discharged into waterways was first recognized in 1970 when eating fish
that had been contaminated was established as a definite link to human
toxicity. There are two types of mercury poisoning, acute and chronic. The
acute situation arises from the ingestion of soluble mercuric salts (mercuric
chloride) and produces serious renal tubular damage. The chronic form develops
from inhalation of mercury vapor or ingestion of small quantities of mercuric
nitrate or other salts; it clinically presents with psychiatric and
gastrointestinal symptoms. 


At an increasing rate, alkyl mercury compounds have become
significant environmental problems. The compounds ethyl and methyl mercury are
soluble in organic solvents, and the covalent carbon/mercury bond is not
biologically degradable. Intestinal absorption is nearly complete, and it is
difficult for the body to rid itself of these compounds because of the
continuous interchange of the gastrointestinal-liver blood circulation. Seed
grain which has been treated with alkyl mercury compounds (such as antifungal
agents) has been diverted into food, resulting in epidemics in Japan and
several other countries. Methyl mercury is especially found in tuna and
swordfish taken from waters contaminated with mercury. In humans, this compound
freely passes the placental barrier, accumulating in the fetus, with resultant
cerebral palsy and mental retardation in the newborn. 


It has been found that n-acetyl-DO-penicillamine, in a dose of 500
mg four times a day, accelerates the excretion of mercury and has been used
successfully in the therapy of chronic mercury poisoning. However, this
treatment is not effective in methyl mercury poisoning, in which case the use
of ion-absorbing resin to interrupt the body circulation of toxic levels of
mercury shows promise as a method of treatment. 


The prevention of mercury poisoning will necessitate the shift of
industries away from mercuric chloride, calomel, and mercury ointments—for all
of which safe substitutes are available. This would eliminate acute poisoning
and many instances of chronic poisoning. This shift to alternative compounds
has already occurred to some degree. Mercuric nitrate has been eliminated from the
felt-processing industry. Mercury salts for fingerprinting by police
departments have been replaced by barium, zinc, or bismuth salts. Silver has
replaced mercury in the manufactory of mirrors. This shift to alternatives,
however, should be accelerated. 


 Early Childhood Experiences  


The noxious developmental effects of adverse childhood experiences
have, unfortunately, only recently been directly addressed by our society.
Child abuse (physical, sexual, and emotional), secondary effects of severe
childhood mental illness (childhood depression and the psychoses), minimal
opportunities for developmental stimulation secondary to poor parental
modeling, racism, and the “culture of poverty” all represent major current
prevention frontiers. Children born and reared in urban ghettos or impoverished
rural areas are fifteen times more likely to be diagnosed mentally retarded
than children from middle-class, suburban environments. 


The Milwaukee Project was a research undertaking in which a target
group of women from socioeconomically blighted census tracts in the
metropolitan area of Milwaukee, Wisconsin, were studied. A very high frequency
of mental retardation had previously been clearly documented in these census
tracts. The research focused on two major approaches: (1) intensive training
programs for pregnant mothers (for example, counseling and vocational training,
instruction in mothering, child care, and homemaking); and (2) direct
assistance to the families in stimulating their child by providing enriched
early developmental experiences. The results clearly showed that the study
group of children born to these mothers developed intelligence quotients
averaging 25 points higher than the control group of children who were not
provided these mother-child special training /stimulation experiences. This
study indicates what can be done to alter socio-cultural causes of mental
retardation by intensive environmental stimulation programs. 


Unfortunately, most of the research in this area has not utilized
the rigorous methodology employed in the Milwaukee Project. Indeed, definitive
evaluations of the bulk of current environmental enrichment programs—and the
people they are reaching— still needs to be determined. For example, the GAO
Report notes that the University of Connecticut completed a national survey to
determine what developmentally enriching programs for children under three
years of age were operating or proposed. Information was solicited from several
sources, including the state departments of education, state offices of child
development, and early education program directors. A total of fifty-three
ongoing and proposed programs were identified as operating at 116 sites and
involving about 19,000 children and their families. Additionally, eight
universities and twenty-three community colleges were involved in infant and
toddler research and service programs. No clear set of program guidelines (or
results) was discernible. The availability of these development enrichment
programs is far below the demonstrated need for them. The national-state
evaluation picture has changed little since this 1974 study. 


The prevention of psychosocial retardation requires education,
improved childrearing practices, and environmental correction for developmental
high-risk infants. Ideally, programs would start early and continue until the
child enters the formal school system, concentrating on definitive
developmental corrections and on increasing verbal-social skills. Attitudinal
changes in the homes (and in school) will probably have the most long-lasting
effect, since the intellectual/ educational atmosphere of the home is an
important determinant of future development. Regional and state programs must
work aggressively to train mothers of at-risk children (for example, low-income
adolescent mothers). Unfortunately, it is very difficult to clearly delineate
the linkages necessary in order to accomplish this goal. The complexity of this
issue which literally cuts across virtually all areas of the concept of
prevention is noted in table 31-1. 


Accordingly, it appears that improvements in national policies,
commitments to enhanced living standards, and increased human service provision
can result in a Gestalten that acts favorably on the future lives of these
psychosocially at-risk individuals. It is not the authors’ intention to
belittle the efforts of specific prevention programs, which can appreciably
affect the noted key issues (for example, child abuse prevention projects), but
to stress that the scope of this prevention challenge is a massive one since it
eventually addresses key issues such as the persistence of “illiteracy.” 


TABLE 31-1 Relationship between Poverty and School Failure 



 
  	I. Inadequate Intrauterine Environment due to: 
  	
 

 
  	
  	A. Poor maternal growth 
 

 
  	
  	B. Poor maternal nutrition 
 

 
  	
  	C. Poor maternal health and health care 
 

 
  	
  	D. Too many pregnancies too close together 
 

 
  	
  	E. Extremes of maternal age (too young or too old) 
 

 
  	
  	F. Poor obstetrical care 
 

 
  	II. Poverty: 
  	
 

 
  	
  	A. Increased infant mortality 
 

 
  	
  	B. Increased infant morbidity 
 

 
  	
  	C. Elevated family size 
 

 
  	
  	D. Poor nutrition 
 

 
  	
  	E. Increased illness 
 

 
  	
  	F. Absence of adequate health care 
 

 
  	
  	G. Inadequate physical surroundings 
 

 
  	
  	H. Inadequate home learning environment 
 

 
  	
  	I. Inadequate home emotional environment 
 

 
  	
  	J. High level of social stress 
 

 
  	III. Effects in childhood and adulthood 
  	
 

 
  	
  	A. Increased chance of school failures and under-achievement 
 

 
  	
  	B. Adult unemployment and underemployment 
 





Source: Birch, H.G., and Gussow, J.D. Disadvantaged Children:
Health, Nutrition, and School Failure. New York: Grune & Stratton, 1970, p.
268. 


 Childhood Accidents and Postnatal Injuries  


Childhood accidents and allied postnatal instances of head injury
continue to be a major cause of mental retardation. Similarly, accidental
poisoning also remains difficult to prevent. 


Accidents are the number one cause of death among infants and
children. Although postnatal head injury seldom results in mental retardation,
there is an increased incidence of residual behavioral disturbances and
neurological handicaps. A recent Canadian report on this topic noted that
preschoolers, with their energy and lack of judgment, are at greatest risk.
Other predisposing factors are hyperactivity, aggressiveness, hunger, and
tiredness. Accidents that can result in severe injury to the brain include auto
accidents, falls, sports injuries, near suffocation or drowning, and extensive
body burns. The American Academy of Pediatrics recently stated that
approximately 90 percent of these childhood accidents are preventable. 


Prevention strategies must include an increased public education
program, promoting safety in the home and in sports, packaging of drugs in
child-proof containers, and special hazards protection, such as auto seat
restraints. Similarly, there should be stringent enforcement of child abuse and
“driving while intoxicated” laws. There also needs to be an increase of correct
information for parents about the signs and symptoms in a child that require
immediate medical attention. The utilization of information services (for
example, poison control centers) and similar public information can help in
dispersing this information. 


 Other Disorders  


There are many disorders for which the causes are not always known,
but the disorders themselves can be ameliorated or prevented. For example, the
role of nutritional supplements, both during pregnancy and in early life, has
been shown to improve the physical integrity of infants. Accordingly, states
such as California have passed legislation that automatically provides these
supplements to low-income pregnant mothers, their infants, and their young children.
This prevention program emphasizes the importance of giving all children an
optimal chance for full physical development—even though the specific role of
early nutritional intervention is heatedly debated among scientists. 


Similarly, even though the exact causes of hydrocephaly and spinal
cord disorders such as meningomyelocele (herniation of the spinal cord through
its overlying bone and skin covering in the lower lumbar back region) are not
known, therapeutic alternatives are available. Specifically, mothers who have
had a previous child afflicted with one of these disorders can now be screened
during subsequent pregnancies via a peripheral blood test for the
alpha-fetoprotein (a protein that leaks out of the spinal fluid system of the
fetus into the surrounding amniotic fluid, and hence into the maternal
circulation). If the test is positive, it can be confirmed via amniocentesis,
and the parents may be given the option of a therapeutic abortion.
Interestingly, Dr. Robert Cooke has recently suggested that abortion may not be
necessary if we further explore the evolving research work on fetal surgery (in utero) on monkeys. This work
provides a direct parallel for future interventions in humans—interventions
that would both avoid abortion and provide the future infant with an intact
central nervous system. The current hope for prevention of these disorders is
best provided by the previously mentioned regional chromosomal
screening/genetic study centers. Last, an enhanced awareness of this prenatal screening
test and a rapid increase in genetic counselors will be needed to offer this
alpha-fetoprotein assessment to all potential cases. 


 Priorities and Linkages  


The prevention of mental retardation will have its greatest impact
if attention is focused on the following areas: (1) optimizing preconception
conditions; (2) improving pregnancy outcomes; and (3) optimizing infant growth
and development. The activities necessary in each of these three areas
constitute an intervention strategy for the prevention of mental retardation.
This involves a Cycle of Continuing Intervention (see figure 31-2), which
indicates that persistent and broad-based interventions are necessary to prevent
mental retardation in future generations. 



[image: Figure 31-2]

Figure 31-2. 
Cycle of Continuous Intervention.
NOTE: Vermont Department of Public Health. Mental Retardation
Prevention Plan, Burlington, Vt.: Vermont Department of Public Health, 1977. 






A fully operational program for the prevention of mental retardation
would contain all of the elements listed in the “Cycle of Continuing
Intervention.” Since the availability of financial resources may preclude the
unilateral implementation of the prevention program, priorities should be
established. One criterion for establishing priorities may be to choose those
program elements that will have an immediate impact upon the prevention of
mental retardation. Another criterion would be to choose those program elements
that produce the greatest impact for the dollars expended. Together, these
criteria indicate that the perinatal program be selected as a high priority
item because of its ability to influence a number of factors that cause mental
retardation. For example, the activities of a comprehensive perinatal program
should produce a decrease in the number of low birth weight infants, chronic
maternal conditions, and genetically determined abnormal infants. The elements
of such a comprehensive perinatal program were previously reviewed in the
“Perinatal Program Flow Chart” (figure 31-1). In addition to indicating the
necessary program elements, this chart also depicts the flow of a prospective
patient through such a perinatal program. 


Some of the perinatal program elements previously described are
currently in place and operating in some of our states while other elements
need to be developed or expanded. The following items are additional resource
requirements that may be needed to produce a comprehensive perinatal program:^)
family planning and counseling services; (2) genetic screening and counseling
services; (3) maternal/fetal transportation; (4) high-risk obstetrical units;
and (5) intensive care units for newborns. 


Other priorities in the prevention program that promise to have an
immediate demonstrable impact on the prevention of mental retardation, or that
are cost effective, include regional screening of all newborns for the seven
inborn errors previously reviewed and for hypothyroidism and lead poisoning.
Provisions must also be in place (via linkages with regional centers) for
intervention services such as the PKU diet, further assessment of thyroid
status (T-4 testing), and treatment, (for example, BAL treatment for lead
poisoning), and so forth. A measles and rubella immunization program, an Rh
identification program with subsequent steps included to ensure that
desensitization is provided (availability and administration of RhoGAM), and a
vigorous child abuse and neglect prevention program should be implemented. 


It should be remembered, however, that the implementation of these
priority activities will not entirely prevent the occurrence of mental
retardation. With our current incomplete records and knowledge, however, it is
important to pursue these activities until all feasible preventive measures are
known and/or enacted. 


Throughout this presentation, linkages have been suggested between
early diagnostic screening services and how or where follow-up treatment can be
provided. Priorities must be established so that appropriate intervention can
take place. In order to maximally reduce the incidence (that is, the number of
new cases in a given year) of the developmental disabilities and have an impact
on their prevalence (that is, the number of cases present in a given year), a
high priority should be given to the immediate establishment of strong regional
combined prenatal and perinatal programs. The goals should be: (1) reduction of
the incidence of low birth weight infants; (2) reduction in complications at
birth; (3) reduction in complications of the low birth weight infant; and (4)
reduction of genetically determined syndromes. 


Some of the allied challenges to these goals are: (1) routine
rubella titers with follow-up immunization prior to conception; (2) newborn
screening for all currently known errors of metabolism via regionalized state
supported programs; (3) full funding for regionalized state-wide screening
programs for lead poisoning, Rh incompatibility, hypothyroidism, and mercury
screening programs; and (4) adequate immunization clinics in each school. 


All of these services could be provided by neonatal and perinatal
risk centers, located in the major population centers. The rapid availability
of genetic counseling (on a regular basis) is an associated necessity.
Intervention techniques (alpha-fetoprotein, amniocentesis and, in the future,
intrauterine fetal surgery) should also be made available to all who need them. 


Further, a high priority must be established for widespread public
education for responsible parenthood. To achieve this priority goal, there
should be appropriate family planning and counseling available to all persons
of childbearing age. The necessary skills and responsibilities of parenthood
must be emphasized. 


Other services that could be provided by neonatal and perinatal risk
centers are: 


 1.     
   development and support of a state program for
family planning under the department of health; 


 2.     
   increased
support of planned parenthood and other women’s “walk-in” health clinics to
provide contraceptive information and counseling regarding responsible sexual
behavior; and 


 3.     
   acknowledgment that sexuality and family
planning education are part of health education and should be actively
supplemented by the educational and health care system. 


There are a number of other priority areas where a lesser impact can
be made in order to decrease the incidence of mental retardation: 


 1.     
   rapid
implementation of an extensive health education curriculum throughout all
schools (starting in the first or second grade); 


 2.     
   programs
to prevent child abuse and neglect, including: (a) identification of the family
at risk when the mother is pregnant and close follow-up (that is, a maternal
childcare nurse who is psychologically sophisticated, can provide a nurturing
experience for the parents, serve as a resource person in helping them with
childrearing, and foster optimal child development); and (b) use of the nurse
(or other developmentally-oriented health care professional) as a liaison with
other social-educational-medical service support systems to maximize the
services offered to the family—a variety of well-coordinated supportive
services over a prolonged period of time do significantly help a large portion
of actual or potential abusers; 


 3.     
   a
nutritional education program for all pregnant women; and 


 4.     
   assessment of the status of catastrophic
insurance needs (Major Medical provisions in third-party insurance contracts),
so that the outcome of pregnancy is not complicated by unbearable financial
burdens to the family. 


First Steps 


A professional who is committed to advocating prevention-oriented
programs in mental retardation should focus on the following “first steps” to
effectively aid the citizens in his area: 


 1.     
   Assure
immunization for all infants and preschoolers. 


 2.     
   Expand
program of Rh screening and mandatory marriage license recording of blood
typing as soon as possible and include insurance of RhoGAM availability and
utilization. 


 3.     
   Initiate
a lead poisoning prevention program by rapidly screening a mass population with
the FEP test, treating those currently ill, and spurring the development of
rigid lead control measures. 


 4.     
   Establish
at least one regional intensive care unit for at-risk newborns. 


 5.     
   Establish
at least one regional genetic and/or metabolic laboratory to screen more
extensively for the inborn errors of metabolism, lead poisoning, and
hypothyroidism. 


 6.     
   Initiate
a teenage pregnancy risk center, utilizing currently available federal funds. 


 7.     
   Activate
and extend local public education programs, especially for primary and
secondary school pupils, in the prevention of mental retardation. 


 8.     
   Extend
early intervention education programs (such as Project Homestart and Headstart)
to broaden understanding of the psychosocial causes of mental retardation.
Support local programs to combat child abuse and neglect. 


The current state of the art in prevention of mental retardation has
been reviewed. The issues surrounding the establishment of a comprehensive
approach to this challenge have been noted. A system for initiating state-wide
or regional programs to meet this challenge, including priorities and linkages,
has been presented. 


Our country has gone a long way toward helping to prevent mental
retardation—those disorders that have blighted the lives of millions of its
citizens and their families. It can do more. The authors’ hope is that this
chapter will aid in bringing about a brighter future of full developmental
opportunity for all of our country’s citizens. 


 Treatment  


Current treatment strategies utilized in the field of mental
retardation can be subsumed under the general subtitles of “Cure for a Few,”
(for example, early dietary management in phenylketonuria, neurosurgical
intervention in craniostenosis), “Treatment For Many” (for example, specific
correction of speech and hearing problems, seizure management, psychotherapy
for concomitant emotional illnesses), and “Habilitation for All” (for example,
special education, vocational training). This section will review the current
state of the art by describing possible treatment of the various etiological
groupings of the retarded. The following overview of suggested treatments is
presented in greater detail by Menolascino and Egger. 


 Genetic and Chromosomal Disorders  


In the chromosomal disorders, cure, as we understand the concept, is
not possible because no specific treatment interventions are currently
available. At present, for example, strategies of treatment for Down’s syndrome
consist of: (1) meticulous medical care during the newborn period; (2) close
observation for other associated anomalies; (3) early adjunctive treatment for
associated disorders (for example, respiratory infections, which frequently
require energetic treatment because of anatomical problems in the palate, nose,
and sinuses; and (4) a high general vitamin regimen with optional doses of
vitamin B and C in particular because of proneness to early and repeated
infectious diseases. Down’s syndrome patients should also be medically
evaluated early in life to establish cardiac status because of the high
prevalence (18 percent) of congenital heart disorders among these patients.
During the past ten years advances in techniques of cardiac assessment and
surgical intervention have been especially helpful in correcting the cardiac
defects in Down’s syndrome. These and other treatment approaches can be of
great assistance in minimizing the secondary signs of this chromosomal
syndrome. 


Habilitation strategies can accomplish a great deal in all of the
chromosomal disorders (including the cri du chat, trisomy D, and trisomy E
syndromes) to maximize the development of these youngsters early in life. These
modern habilitation strategies are most clearly observed in recent approaches
to Down’s syndrome. For example, at the University of Washington, groups of
Down’s syndrome patients one year of age and older have been taught at an
advanced rate a wide variety of perceptual and motor skills (such as tactile
and visual-motor differentiation and color discrimination). Progress reports of
this eight-year study indicate that most of the Down’s syndrome patients in the
study are functioning in the mild to borderline range of intellectual ability
(rather than the usual severe to moderate intellectional levels seen in
nonstimulated Down’s syndrome patients)—showing that early habilitation efforts
do have a profound impact on the developmental prognosis of patients with major
chromosomal disorders. In all the chromosomal disorders, as a general rule,
habilitation represents a major resource for amelioration of the effects of
these disorders even though treatment and curative procedures are not currently
available. 


Disorders associated with sex chromosome abnormalities may or may
not also be associated with mental retardation. In both Turner’s and
Klinefelter’s syndromes, endocrine treatment can be very helpful, as can
counseling these youngsters and their parents about problems associated with
sex differentiation. The disfiguring signs and symptoms of the ears and neck in
Turner’s syndrome can be corrected by plastic surgery so that these patients
appear as normal individuals. Similarly, individuals with Klinefelter’s
syndrome tend to have a high incidence of cardiac difficulties, and can profit
from close attention to factors such as hypertension management and alternation
in the level of their physical activity. Although a cure is not available for
either Turner’s or Klinefelter’s syndromes, treatment for physical remediation
and supportive psychotherapy may be of considerable benefit by increasing the
patient’s ability to lead a normal life in the community. 


In the congenital neurocutaneous syndromes of childhood (for
example, tuberous sclerosis, neurofibromatosis, Sturge-Weber syndrome, etc.)
curative strategies of treatment are also not available. However, treatment
approaches may be helpful. In tuberous sclerosis, recent work suggests the
presence of isolated tubers (firm connective tissue masses) in the brain. Since
these tubers seem to be the foci for seizures, their surgical removal has, in
selective instances, dramatically reduced the frequency of seizures. As in all
seizure disorders, ongoing neurological consultation and continued care are
necessary because the organic basis for the continuing seizure disorder (the
tuber) makes these individuals prone to seizure phenomena unless meticulously
followed to monitor anticonvulsant status. 


Neurofibromatosis patients frequently have disfiguration of the face
and neck secondary to the neurofibroma soft tumor masses sited in the myelin
sheaths of the cranial nerves of the face and neck. Cosmetic surgery may aid by
removing the neurofibromas, and similar surgical treatment can remove the
disfiguring facial-skull hemangiomas associated with the Sturge-Weber syndrome.
Further, recent treatment advances in the Sturge-Weber syndrome have developed
from the observation that calcification of the brain occurs on the same side
(hemisphere) as the large papillary hemangioma of the face. In selected
instances partial hemispherectomies that remove this calcified brain tissue
have significantly decreased the frequency of seizures. 


There have been dramatic and significant advances in the cure,
active treatment, and habilitation of the mentally retarded associated with the
inborn errors of metabolism. Phenylketonuria is the classical example in this
area. A child with phenylketonuria whose disease is diagnosed very early and
who is placed on a therapeutic diet consisting of synthetic foods specially
formulated to be very low in phenylalanine, will tend to develop normally both
physically and intellectually. Recent work suggests strongly that if a mother
who has had a previous phenylketonuric child is placed on the PKU diet during
her next pregnancy, she will produce a child who has not been excessively
exposed to the toxic effects of high phenylalanine levels during gestation. This
approach, when coupled with early postnatal dietary treatment, further reduces
the risk of damage to the child during the middle years of childhood. 


Early diagnosis and treatment, coupled with an appropriate dietary
regime, can also ameliorate the effects of maple syrup urine disease. If the
diagnosis is made at a sufficiently early age, similar treatment strategies are
effective in Wilson’s disease. Later in life, treatment of Wilson’s disease
includes the use of BAL as an aid in precipitating the excess copper out of the
system. Similarly, homocystinuria can be effectively treated with dietary
supplements of methionine and dosages of vitamins B and C. More active
treatment approaches are developing rapidly and, even when such approaches are
not curative, they are frequently effective in slowing down the rate of the
effects of the inborn error of metabolism. 


Both Galactosaemia and fructosuria are examples of defects that can
be cured. After early diagnosis, simply switching the child from cow’s milk to
goat’s milk (or a different type of nondairy component) eliminates the
deleterious effects of both of these metabolic defects. 


The lipid metabolism disorders (for example, Tay-Sachs disease,
Spielmeyer-Vogt disease, Niemann-Pick disease) remain an area of concern and
active research. Currently there are no available treatment regimens leading to
cure. The same can be said in general of the connective tissue disorders such
as the Ellis-van Creveld syndrome, Ehlers-Danlos syndrome, and Marfan’s
syndrome. Here one treats the associated symptoms and uses appropriate
supportive habilitation procedures. In the complex inborn errors of sugar
metabolism, there is currently a good deal of argument as to whether Hurler’s
syndrome is curable or not. The enzyme defect in the disorder is known, and
some early experimental diets (almost like the early PKU diets) appear to offer
the possibility of a cure. 


Recent work has shown that youngsters suffering from the Lesch-Nyhan
syndrome have a gross abnormality of uric acid metabolism. The high uric acid
blood level is associated with major behavioral problems in which they
aggressively bite their fingers and lips. Medication similar to that used in
treating gout returns the uric acid blood levels to normal and tends to abolish
dramatically the behavioral symptoms. Whether these medications will change the
long-term course of the disease is not known at this time. 


In summary, more and more is being learned about the disorders
caused by genetic factors and more and more about specific enzyme defects; this
knowledge has provided the medical community with procedures that permit
intervention at a specific biochemical level or dietary level, and similar
approaches that actually slow down, if not reverse, the disease process. Many
treatment approaches for associated handicaps can appreciably alter the life of
the afflicted individuals and greatly assist in ongoing habilitation efforts. 


 Metabolic Diseases and Intoxications  


Metabolic diseases and intoxications leading to the symptom of mental
retardation represent, as a general group, disorders that can be controlled
and, in selected instances, definitively treated. These disorders represent the
result of abnormal levels of enzymes, metabolic substitutes, or derangements of
endocrine substances. Primary hypoglycemia, diabetes mellitus, and
hypothyroidism are the metabolic diseases most frequently noted during the
early years. In the past, without specific treatment, such conditions produced
serious medical disease with accompanying brain damage. Now, with therapeutic
agents such as insulin, control of the blood sugar level can prevent this
disorder from ravaging the brain or other organ systems. Similarly, the early
diagnosis and treatment of hypothyroidism (depending on the nature of the enzyme-organ
problem involved) is a dramatic medical advance. 


Drug toxicity raises the issue of the side effects of particular
compounds, such as the risk of deafness associated with streptomycin and the
risk of kidney toxicity secondary to the use of sulfa compounds. The essential
strategy in these disorders is to obviate the use of potentially harmful
pharmaceuticals when there are other less toxic agents available. For example,
returning to the treatment of thyroid disorders, radioactive iodide has been
found to be extremely toxic, and perhaps carcinogenic; whereas propylthiouracil
can be rather safely utilized. The Thalidomide experience is a clear example of
the need for fully understanding the potential for drug Teratogenesis and
avoiding such pharmaceuticals in favor of less toxic agents. Preventive
postures should also govern the use of the phenothiazines and barbiturates;
when such drugs are utilized, the lowest dosage possible should be administered
in a fashion that minimally impairs the autonomy of the individual. 


There is no specific treatment (and probably never will be) for
mental retardation caused by exposure of the fetus to radiation. Prevention is
the only effective means of control. 


The alkylating agents (such as those for the excretion of lead and
mercury) are excellent treatment interventions for individuals exposed to
excessive amounts of lead or mercury compounds. The energetic use of BAL factor
for decreasing the lead levels in the body can be considered curative for
associated symptoms such as the anemia that is produced by this intoxication. 


In reducing mental retardation related to maternal diabetes, the
optimal treatment approach is meticulous clinical management of the diabetes
mellitus in the pregnant mother. It is essential to be on the alert to identify
the fragile juvenile diabetic who becomes pregnant and will require close
clinical monitoring of her metabolic status. 


As a cause of mental retardation, toxemias of pregnancy have been
decreasing in frequency as a result of mass screening for hypertension.
Treatment is supportive during the acute toxemia state. Toxemias of pregnancy
are best approached by preventive measures and meticulous obstetrical care of
the mother. 


 Prenatal, Perinatal, and Postnatal Factors  


This is a very complex area since it bridges such diverse disease
entities as toxic states, infections, blood incompatibility, and improper diet.
Treatment of the multiple factors leading to mental retardation associated with
the prenatal, perinatal, and postnatal periods is often a secondary
consideration. There are a significant number of general preventive strategies,
such as assuring excellent prenatal care, focusing on maternal nutrition, and
providing general social and financial support for the mother and her family.
These strategies, however, transcend the resources of the usual health care
system. 


They include social programs that foster the well-being of ail
individuals, such as the recent federally funded program to establish centers
for pregnant teenagers, not only to give help while they are pregnant, but also
to provide counseling and redirection of their life styles, in hopes of
preventing future unwanted pregnancies. 


Prenatal Factors 


Among the specific prenatal causes of mental retardation, are
congenital syphilis and rubella. With syphilis, the issue of public education
and early diagnosis with specific laboratory testing during the newborn period
arises again. If there is an active infection phase in the newborn child, a
cure is now possible via penicillin treatment. Treatment of syphilis takes on
more specificity in the secondary and tertiary stages of this infection. 


Rubella is a stellar example of what can be accomplished in the
primary prevention of mental retardation. Recent national public health efforts
have produced population immunization levels in the United States of between 92
to 95 percent of females under eighteen years of age. This figure provides
great hope that the recurrent epidemics of rubella—and its tragic aftermath for
pregnant women—will no longer occur in our country. Yet, even when primary
prevention efforts have not been utilized, there is still much that can be done
therapeutically after the birth of a child whose mother had rubella during the
first trimester of her pregnancy, and there is ample opportunity for active
tertiary prevention programs for the child. The most common residual handicap
of congenital rubella, a high frequency hearing loss, can be effectively
ameliorated by special programs for the hearing-impaired. Other associated handicaps
include mental retardation, microcephaly, and blindness. Programs for the
visually impaired can be helpful in dealing with the child’s visual problems.
These children also have special needs for intensified contact with people,
especially early mother-child interactions. Accordingly, a very energetic
program to promote personal interaction is needed in the first year of life.
Without this psychosocial development intervention, the youngster is likely to
develop a fixed autistic orientation to the outside world. 


Infectious diseases of both prenatal and postnatal origin continue
to present major treatment challenges. For example, though toxoplasmosis
continues to be a relatively frequent prenatal syndrome which can produce
mental retardation, no specific treatment exists for it at this time. Repeated
attempts at a cure have been made with anti-parasitic drugs, but it continues
to be extremely resistant to definitive treatment. Antiviral agents have been
utilized in another prenatal infection, cytomegalic inclusion body disease, but
the findings as to their efficacy are still equivocal. These and similar
prenatal disorders continue to present a treatment challenge, whether in utero or in the newborn and early
infancy periods. Of the childhood diseases, rubella in particular presents a
special challenge. Ironically, many professionals continue to view these
disorders as being “usual,” “common,” or “expected” in childhood. Accompanying
this attitude is the opinion that these disorders are not dangerous even though
according to clear data, one-third of all children who display clinical signs
of rubella tend to have abnormal electroencephalograms during the febrile phase
of this disease. They are extremely at risk to develop encephalitis secondary
to this systemic viral disorder. Such considerations underscore the need for
meticulous medical care during the acute period of infection. Utilization of
supportive medical care should be addressed to the use of anticonvulsants
and/or antibiotics for the secondary symptoms and infections of the primary
generalized rubella infection. This contemporary approach to the active
management of rubella can be helpful in preventing secondary manifestations or
resultant handicaps. 


Perinatal Factors 


The perinatal factors that increase the likelihood that a mother
will have a retarded child are well known: prolonged labor, toxemia,
prematurity, difficult birth, perinatal hypoxia, maternal syphilis, maternal
pelvic radiation, maternal diabetes, prolonged maternal infertility, low socioeconomic
status, previous birth of a defective child, maternal age (very early
adolescence or over age thirty-five years), and high parity (five or more
pregnancies, especially if closely spaced). In all of these factors, preventive
treatment should focus on: (1) full awareness and documentation of the fact
that the mother is at risk; and (2) maximum prenatal care for the mother.
Modern prenatal care represents the best possible means of providing the
newborn child as great a chance as possible to develop normally. After birth,
the child of the at-risk mother should be fully evaluated and closely observed,
with close attention to supportive physical care. For example, physical factors
that present major treatment challenges are frequently noted in infants of low
birth weight with associated congenital anomalies of the limbs. Special sensory
defects of these infants require energetic treatment. From across the world,
the findings of the last decade strongly indicate that if early treatment is
provided, there is a sharp decrease in both the number and extent of symptoms.
For example, infants who have experienced a physically traumatic birth may
develop symptoms of cerebral palsy. Treatment techniques, such as
developmentally oriented physical therapy, which focuses upon increasing the
range of motion of the child’s limbs and decreasing spasticity, may well result
in the elimination of 75 to 80 percent of cerebral palsy symptoms. These
children should be closely monitored by follow-up observation and allied interventions.
These treatment strategies also foster early development and habilitation. 


Postnatal and Early Childhood Diseases 


Postnatal infections continue to be a major cause of mental
retardation. The two major groups of these disorders are the infection processes
subsumed under the terms meningitis and encephalitis. It is of crucial
importance to remember that these two disorders are entirely different, tend to
have distinct infectious agents, and subsequently may require different
treatment approaches. Meningitis is an infectious disorder that primarily
involves the meninges of the brain, is bacterial in nature, and, if diagnosed
early, can be effectively treated by a broad range of antibiotics.
Encephalitis, on the other hand, does not specifically involve the meninges. It
directly attacks brain substance itself, tends to be caused by viral agents,
and is typically not responsive to currently available antibiotic therapy.
Effective treatment for meningitis requires: (1) rapid diagnosis; (2)
laboratory identification of the bacterial agent involved; and (3) specific
treatment interventions which may involve exceeding the usual dosage range of
antibiotics. Delayed or ineffective treatment may leave the child with
seizures, coma, and mental retardation. Clearly, these meningeal infection
disorders are curable. Even those children who are brought in too late for
early definitive treatment, usually have far fewer residual handicaps if
vigorous treatment and supportive general measures are initiated. 


The effective treatment of the infections that cause encephalitis
is, at the present time, a most difficult and discouraging problem. There are
only a few effective antiviral agents that may be helpful in selected instances
of encephalitis. Current treatment emphasizes general physical support during
the period of acute infection to prevent the body from being overwhelmed (for
example, cortisone may be needed to prevent adrenal exhaustion), and youngsters
who develop seizures during the acute phase need active treatment with
anticonvulsants. Active treatment, albeit supportive, increases the rate of
cure in encephalitis, but, more importantly, it significantly decreases the
number of residual effects of the infectious disease process. Special
rehabilitation treatment resources are especially needed for those youngsters
who have regressed in their development as a result of a meningitis or
encephalitis episode. 


Tuberculosis, especially the pulmonary form with brain foci,
formerly was endemic in certain parts of the United States. It is rarely seen
today. Treatment involves: (1) specific and early diagnosis; (2) specific and
early antibiotic therapy; and (3) persistence in the treatment. This treatment
regimen has made tuberculosis a minor problem in our country since it is a
curable infection. However, if early diagnosis and specific antibiotic agents
are not utilized (or not utilized in appropriate amounts), youngsters who have
suffered pulmonary tuberculosis may have residual brain damage, special sensory
impairments, and mental retardation. 


 New Growth and Tumors  


New growths or neoplasms, which result in the symptom of mental
retardation, encompass disorders that are essentially restricted to the central
nervous system. Benign and malignant brain tumors are the most frequent
causative agents. Treatment centers around: (1) early diagnosis before the
tumor has grown so far that it has destroyed adjacent brain tissue; (2)
attempts to remove neurosurgically the abnormal tissue to determine whether or
not it is malignant; and (3) support for the child whose world has changed as a
result of the tumor, whether it is malignant or not. Accordingly, the major
treatment approach is definitive surgery or surgical techniques that focus on
aiding the child to recoup as much intact function or ability as possible. 


 Hypothyroidism  


It has become clear, during the last five years in particular, that
hypothyroidism in the newborn is probably as frequent as phenylketonuria (that
is, it occurs in one in 6 thousand to one in 10 thousand births). Mass
screening and laboratory confirmation have made possible accurate checks for
hypothyroidism in the newborn nursery and subsequent definitive treatments.
Although the spectrum of causology can range from enzyme deficiency to tissue
anomalies of the thyroid, it can be said that, if detected early, congenital
hypothyroidism is curable; if the diagnosis is not confirmed within the first
year of life, it is no longer curable. In this instance, the word “curable”
indicates reversal of all the skin, blood, and body changes, and of mental
retardation. It is the latter aspect, development of intelligence, that is
nonresponsive to treatment intervention after one year. Even so, one must still
inaugurate treatment and management to provide specific metabolic support to
the individual (for example, thyroid compounds and/or iodine) so as to salvage
as much developmental function as possible. 


Today, primary prevention strategies do exist for detecting
hypothyroidism. In some states, in which newborn screening for hypothyroidism
is mandatory, the disorder is no longer present. Universal application of these
primary preventive approaches should cause hypothyroidism to become a disease
of the past. 


 General  


Disorders that reflect brain or skull malfunction as a cause of
mental retardation encompass brain malformations and specific syndromes of the
face and skull. In this area, cure, or primary prevention, is currently not a
viable treatment goal for the majority of individuals suffering from these
disorders. However, a small number of these disorders are amenable to surgical
intervention. For example, in the area of spina bifida with associated
disorders such as meningomyelocele, surgery in the first week or two of life
allows the physician to open the herniated sac in the posterior sacral area of
the spine, carefully resect the tissue around the area of the spinal cord,
replace the spinal cord in the vertebral column, and cover it over with a bone
graft. If this particular surgery is not performed early in life, the spinal cord
will become adhered to the overlying sacral area tissues and will stay fixed at
the point where it is herniated out of the spinal column. Later brain-spinal
column growth will literally pull the brain down onto the upper cervical
vertebrae and produce serious compression of the brain stem. In a number of
these instances, surgical intervention can be a curative procedure. In other
instances, resultant bilateral paralysis (distally from the umbilicus) may be
secondary to a spinal lesion and, in these cases, a general rehabilitative
treatment program similar to those utilized in cerebral palsy is needed. 


Craniostenosis usually implies that the sutures of the human skull,
which are normally about 80 percent closed by two to three years of age, begin
instead to close at nine to ten months of age. At this developmental time
(under normal conditions) the growing brain is literally pushing the overlying,
and still very mobile, skull to ever greater expansion. If the sutures close
prematurely, the rapidly enlarging brain begins to fill a closed cranial vault
with resulting secondary pressure and atrophy of the underlying brain. The
treatment of choice is early diagnosis by means of radiographic studies of the
skull. Neurosurgical intervention involves crushing the suture lines, placing
strips of platinum or polyethylene in the suture lines, and allowing this
material to remain in place until the child is almost three years of age. For
many children with craniostenosis this neurosurgical procedure is curative. 


Over the past thirty years, great strides have been made in the
treatment of hydrocephalus. This condition is caused by production of an excess
amount of cerebrospinal fluid in the midline structures of the brain. This
excess fluid balloons out the inside of the brain and pushes the skull out to
form a very large external configuration. Following radiographic studies to
locate and categorize the nature and/or cause of the individual case, a Holtner
valve can neurosurgically be placed in one of the lateral ventricles of the
hydrocephalic brain and connected to surgical tubing that exits out the
adjacent mastoid or is threaded under the skin to the heart or one of the
kidneys. The Holtner valve is arranged so that when a certain pressure gradient
of the cerebrospinal fluid is reached inside the skull, the valve opens and
discharges excess fluid into the mastoid, heart, or kidney for excretion. The
use of the Holtner valve and associated surgery can be regarded, in many
instances, as curative for hydrocephalus. 


Other disorders, such as the first arch syndrome, Rubinstein-Taybi
syndrome, and the Klippel-Feil syndrome, are not curable or effectively
treatable at this time. However, as with many other disorders, treatment can
provide general physical support. Habilitation efforts for the child should be
started very early in life. 


 Psychiatric Disorders  


Emotional disturbances in the retarded continue to be a frequent
cause for their institutionalization. A study of emotional disturbance in a
sample of institutionalized individuals with Down’s syndrome noted that whereas
only 37 percent of the total sample were emotionally disturbed at the time of
the study, 56 percent had displayed significant symptoms of emotional
disturbance at the time of their initial admission to the institution. One
might ask why most of these people who were emotionally upset were sent to an
institution for the retarded rather than to a mental health facility. In
contrast, a brief period of inpatient or outpatient psychiatric care, coupled
with revised expectations of the parent and increased support in the community,
could frequently have prevented institutionalization. 


Compared with the incidence of emotional illness in the general
population, the retarded are more at risk. Early prevalence studies (before
i960) were carried out primarily in institutional or hospital settings, and
frequency rates reported ranged from 16 to 40 percent.- A recent series of
reports on mentally retarded persons living with their primary families or in
community-based settings at the time of study have appeared during the last
fifteen to twenty years. These studies, especially those focusing on retarded
children under the age of twelve years, have rather consistently reported a 20
to 35 percent frequency of emotional disturbances.-’ These findings are
especially important when one notes that epidemiological studies on mental
illness, for example, the Mid-Town Manhattan and Sterling County studies, in
the general population reveal an incidence of 14 to 20 percent. 


In the broadest sense, one finds that the mentally retarded develop
essentially the same types of emotional illness that befall persons of normal
intellectual ability. One finds in the retarded the full range of psychoses,
neuroses, personality disorders, behavior disorders, psychophysiologic
disorders, and transient situational disturbances that are noted in the
“normal” population. 


In community-based psychiatric programs that treat the retarded
(community mental health centers), it is not unusual to note combined diagnoses,
such as childhood schizophrenia and moderate mental retardation, or
unsocialized aggressive reaction of adolescence and mild mental retardation.
Practically speaking, certain diagnostic categories, such as the neuroses, tend
to be underrepresented in the retarded, while others are seen with relative
frequency (for example, schizophrenia, the various behavioral reactions, and
transient situational disturbances). The following section reviews the
diagnostic entities seen most frequently and those that present special
problems of diagnosis and treatment. 


Psychotic reactions of
childhood have presented a major challenge to the clinicians since they
were recognized as distinct in the first decade of this century. Delineation of
types and etiologies has been delayed, in part, by the fact that the psychotic
child frequently functions at a mentally retarded level, and early observers
believed that all psychotic children deteriorated. In 1943, early infantile
autism was described and became the focus of much interest, including
speculation as to whether it represented the earliest form of childhood
schizophrenia. The term “autism” is frequently employed in the differential
diagnosis of severe emotional disturbances in infancy and early childhood. Yet,
to label a child autistic presents some formidable problems with regard to
definition of the term, specific etiological-diagnostic implications, and
treatment considerations. All too often, the word is used as if it were a
diagnosis, a synonym for childhood schizophrenia, or an abbreviation for early
infantile autism. Such usage obviously is imprecise and contributes further to
the diagnostic confusion that has abounded in the literature concerning
childhood psychosis. 


Interestingly, today there is not the degree of fervor over
diagnosis, treatment, and differential outcome concerning the functional
childhood psychoses and their interrelationships to mental retardation that
existed ten to fifteen years ago. A number of follow-up studies, the
rediscovery of the wide variety of primitive behavioral repertoires in the
retarded (the same behavior that had been termed “psychotic” in the past), and
a lack of relative differences in treatment modalities and corresponding
responses to them, have all tended to mute the intensity of this earlier
clinical debate. For example, an excellent review of the past relationships
between emotional disturbance and mental retardation by Garfield and
Shakespeare addressed almost a third of its content to the relationships
between emotional disturbance and mental retardation. Indeed, as Creak and
Penrose have noted, the most common challenge is to ascertain not whether the
patient is retarded or psychotic, but how much of his condition is attributable
to retardation and how much to psychosis. 


Earlier it was noted that the psychoses of childhood intensified the
study of the interrelationships between mental retardation and the psychoses of
childhood. Now in the 1980s, the issue has been clarified, and it is becoming
apparent that the number of functional etiologies of infantile autism and
childhood schizophrenia is limited. The reported evidence for central nervous
system pathology in the psychoses of childhood is the most frequent trend noted
in the past ten years. 


In summary, these clinical reports have shown clearly that: (1) the
psychoses of childhood, particularly autism, are strongly associated with
dysfunction of the central nervous system; (2) the appearance of psychotic
behavior (and/or autistic behavior) and mental retardation in young, nonverbal
children indicates both common etiology and a diminished capacity to tolerate
stress; (3) retarded patients may show stereotyped, self-stimulating behavior
that resembles autism; and (4) relief of the psychotic condition in “autistic”
children far more commonly produces a retarded child who is able to interact
with others rather than a child of normal intelligences. 


Personality disorders are
characterized by chronically maladaptive patterns of behavior (for example,
antisocial personality, passive-aggressive personality, and so forth) that are
qualitatively different from psychotic or neurotic disorders. Studies reported
in the earlier history of retardation tended indiscriminately to see antisocial
behavior as an expected behavioral accompaniment of mental retardation. Indeed,
the much discussed earlier reports on the relationship between retardation and
personality disorders —especially the antisocial personality—were couched in
moralistic-legal terms rather than containing definitive descriptive criteria.
The antisocial personality designation continues to receive much attention, and
it is frequently overrepresented in references to borderline and mildly
retarded individuals. It would appear that, for a variety of reasons,
behavioral problems of an antisocial nature are more frequently seen in this
group. The same poverty of interpersonal relationships during childhood that
leads to retardation associated with psychosocial deprivation can also lead to
impaired object relations and poorly internalized behavioral and emotional
controls. Also, the diminished coping skills of this group often lead them to
perform deviant acts simply to exist. Finally, this group is most likely to be
released from institutional settings in young adulthood, and their behavior
illustrates graphically the effects of institutionalization on personality
structure. It is interesting to note that other personality disorders (for
example, schizoid personality) have been reported only rarely in the retarded.
Indeed, the only other personality disorder in the retarded that has received
much attention is the “inadequate personality,” even though the application of
exact diagnostic criteria would exclude this disorder as a primary diagnosis in
mental retardation. 


In summary, although personality disorders do occur in the mentally
retarded, they are based primarily on extrinsic factors, have no distinct
etiological relationships to mental retardation, and, despite persistent
folklore, are not abnormally frequent in the noninstitutionalized retarded
population. 


Psychoneurotic disorders
were rarely included in discussion of the frequency and types of emotional
disturbances in the mentally retarded before 1950. 


In 1970, a study disputed the concept of incompatibility between
neurosis and retardation. Neurotic phenomena tend to be associated with
atypical developmental patterns in conjunction with disturbed family
functioning. Psychoneurotic disorders of retarded children tend to be linked to
symptoms of anxiety, fear of failure, insecurity, and to exogenous factors such
as chronic frustration, unrealistic family expectations, and deprivations.
Psychoneurotic disorders are more common in children functioning in the
high-moderate and mild ranges of mental retardation. This finding has prompted
speculation as to whether the relative complexity of psychoneurotic
transactions is beyond the adaptive limits of the severely retarded. 


Transient situational
disturbances are a rather large category of minor emotional disturbances
that are perhaps underutilized in the clinical assessment of emotional
disturbances in the retarded population. The authors think that this
underutilization is one of the major drawbacks of descriptive approaches to the
retarded. It is defined as a category reserved for transient disorders of any
severity (including those of psychotic proportions) that occur in individuals
who have no apparent underlying mental disorders and that represent an acute
reaction to overwhelming environmental stress. The transient nature of these
disorders is their paramount feature, and the assessment of adaptive capacity
poses a recurrent dilemma when one works with a retarded population. If the clinician
thinks that retarded people have poor adaptive capacities and, therefore,
expects little resolution, treatment intervention is less than energetic, and
other diagnostic categories are often utilized. Furthermore, if the mentally
retarded are considered to be excessively prone to emotional disturbances,
“transient” is then viewed as the beginning of a chronic emotional disturbance
that has emerged to accompany the retardation. 


In the authors’ experience, a great number of emotional and
behavioral problems in the retarded are transient in that they are frequently
caused by inappropriate expectations or rapid changes in life patterns. These
problems often respond rapidly to environmental adjustments. In summary, even
though it is not possible to use the transient situational diagnosis if one
follows the letter of current diagnostic guidelines, it is hoped that
professionals will conceptualize disorders in the retarded in this manner when
it is appropriate. 


 Problems Associated with Different Levels of
Retardation  


The severely retarded are
characterized by gross central nervous system impairment, multiple physical
signs and symptoms, and a high frequency of multiple handicaps (in particular,
special sensory and seizure disorders). Such severe problems directly impair
their ability to assess and effectively participate in ongoing
interpersonal-social transactions. Clinically, these patients manifest
primitive behaviors and gross delays in their developmental repertoires.
Studies by Chess, Korn, and Fernandez of severely retarded children with the
rubella syndrome and by Grunwald on the multiply handicapped-severely retarded
clearly document the high vulnerability of these children to psychiatric
disorders. 


From a diagnostic viewpoint, the very primitiveness of the severely
retarded person’s overall behavior, in conjunction with much stereotyping and
negativism, may be misleading. For example, when under minimal stress in an
interpersonal setting, mentally retarded children frequently exhibit negativism
and out-of-contact behavior. This behavioral response may initially suggest a
psychotic disorder of childhood. However, these children do make eye contact
and will interact with the examiner quite readily, despite their minimal
behavioral repertoire. 


The authors have been impressed by the extent of personality
development the severely retarded can attain if early and energetic behavioral,
educational, and family counseling interventions are initiated and maintained.
True, they remain severely handicapped in their cognitive and social-adaptive
characteristics, but there is a world of difference between the severely
retarded child with many self-help skills who graduates from a standing table
to a wheelchair and the untrained, severely retarded one who tries to withdraw
from, or is aloof to, interpersonal contacts and who is totally lacking in
self-help skills. Interestingly, these youngsters tend to be accepted by their
parental support systems and peer groups (if adequate evaluations and
anticipatory counseling are accomplished), perhaps reflecting empathy for the
obvious handicaps they display. 


The moderately retarded
encompass some of the same etiological dimensions noted previously accompanied
by a wide variety and high frequency of associated handicaps. The children’s
slow rate of development and their specific problems with language elaboration
and concrete approaches to problem-solving situations present both unique and
marked vulnerabilities. In an outstanding study, Webster viewed these
personality vulnerabilities as stemming from the characteristic postures
moderately retarded children tend to use in their interpersonal transactions:
more autism (selective isolation), inflexibility, repetitiousness, passivity,
and a simplicity of emotional life. This simplicity of emotional life, a
cardinal characteristic of the moderately retarded, reflects their
undifferentiated ego structures and poses the clinical challenge of attempting
to modulate their tendency toward direct expression of basic feelings and
wants, as noted in their obstinacy, difficulties in parallel play situations,
and so forth. The limited repertoire of personality defenses, coupled with
their concrete approaches, tends to be fertile ground for overreaction to
minimal stresses in the external world. Proneness to hyperactivity and
impulsivity, rapid mood swings and temporary regression to primitive self-stimulatory
activities are characteristic of their fragile personality structures. Unlike
the severely retarded, these youngsters tend to be rejected by their parents
and peers. Their significant attempts to approximate developmental
expectations, coupled with the aforementioned behavioral traits, appear to
alienate them from those very interpersonal contacts they so desperately need. 


The mildly retarded have
given rise to debate as to whether they represent the statistical expression of
the polygenetic basis of the symptom of mental retardation, or whether they are
the untutored “have-nots” of a society that tolerates only minor deviations
from the norm. Emotional disturbances of the mildly retarded reflect the
well-known residuals of a person who is labeled deviant and then becomes caught
in the dynamic interplay of disturbed family transactions. The typical delay in
establishing that these youngsters have a distinct learning disability (usually
not confirmed until six to nine years of age) presents the mildly retarded
individual with a constant source of anxiety about his inability to integrate
the normal developmental sequences at the appropriate time in his life.
Usually, during the latent period of psychosexual personality integration,
mildly retarded children have considerable difficulty in understanding the
symbolic abstractions of schoolwork and the complexities of social-adaptive
expectations from both family and peer group. Often at this stage they gain
some insight into their limitations and, by early adolescence, have established
an identity that incorporates both retardation and deviance. Frequently the
vulnerabilities of the mildly retarded are not buffered or redirected by loved
ones into new interpersonal coping styles to help correct earlier misconceptions
about the self. Without some community support and direction, the mildly
retarded are at high risk for failure in society —especially urban society. In
the past, if they managed to avoid an institutional setting for the retarded,
it was not unusual to find them, eventually, in other types of institutions,
such as correctional facilities or state-supported psychiatric hospitals. 


In summary, it appears that mildly mentally retarded individuals are
very likely not to be readily
identified as handicapped and needing support. Rather, they are seen as
society’s misfits who, if not simply ridiculed, are apt to be taken advantage
of in far more serious ways because of their lack of judgment and limited
coping skills. 


 Psychiatric Problems Associated with Different
Models of Care  


Another way to conceptualize the problems of the retarded, in
addition to types of emotional disturbance and levels of retardation, is by
problems that appear to be related to different models of care. Providing
treatment guidelines for optional care for the retarded at home, in the
community, or in an institutional setting is extremely difficult since there is
no such thing as an “average” retarded child. In a general way, they can be
grouped by overall abilities; but one of the most striking things about the
retarded is the great variation in abilities that may be seen in each
individual. This variability, plus the great difficulty caregivers are likely
to experience in attempting to understand fully the retarded person’s abilities
and disabilities, appears to be the basis of a number of the psychiatric
problems seen in the retarded. The most common type of error in the care of the
retarded is a result of the caregiver’s expecting either too little or too
much. Too few expectations, combined with too little effort on the part of the
care providers, is often the lot of formerly institutionalized retarded
individuals. They tend to show a pattern of underachievement and a detachment
syndrome that is typical of people reared in barren institutional environments.
One common characteristic is a profound and often indiscriminately expressed
affect hunger. Because they often have not had experience with significant or
meaningful object relations and have been accustomed to living amid large numbers
of minimally involved people, their indiscriminate approach to strangers may
lead to serious problems. Another variant is the situation in which the
caretaker actually does too much instead of too little—an overprotective model.
Parents sometimes feel that the only acceptable solution is to keep their
retarded child or adult at home, and too often they are assigned to an isolated
part of the home away from the bulk of family or external social contacts.
Here, the family caters to their retarded relative’s every need and, in doing
so, increases his dependence and almost totally eliminates his ability to develop
effective social-adaptive functions. 


In summary, while the detached, mildly or moderately retarded person
is at risk of becoming the counterpart of a person of normal intelligence with
a character disorder, the overprotected retarded person is likely to show
symptoms of inflexibility, autistic thinking, and situational anxiety. 


At the other end of the spectrum, there are retarded individuals who
show clear evidence of their caretakers’ having expected too much from them.
One of the most common problems in very young, moderately retarded children who
do not have physical stigmata is a failure by the parents to recognize their
children’s intellectual limitations before the normal time for language
acquisition. It would appear that one common cause of autistic-like psychoses
is the placement of a sensitive, intelligent-appearing, but nevertheless
retarded, child in a situation in which conscientious parents are doing all the
“right” things during the second year of life to facilitate language skills.
Verbal demands often cause the moderately retarded child with a language
disability to react with increasing anxiety and a variety of avoidance
behaviors that result from his lack of pleasure in verbal interactions. Similar
examples of excessive expectations are occasionally seen in innovative
institutional or community programs in which children who are severely retarded
may be urged into overintense efforts to maximize their capabilities. In some
cases this results in more frequent seizures, and in others produces a pattern
of autistic withdrawal similar to that noted previously. One of the most
distressing problems with older children in this group is outbursts of violent
behavior when excessive expectations have been maintained too long. All too
often such children are placed on high doses of medication in an effort to
control aggression that is actually reactive in nature and not a symptom of
major emotional disturbance. 


 Comprehensive Approach to Treatment  


A comprehensive-treatment approach to mentally retarded children
with associated emotional disturbances should include the following basic
principles. 


Open-minded Approach 


The diagnosis and treatment of children who are both mentally
retarded and emotionally disturbed necessitate an open-minded approach. This is
the first basic requirement for the clinician who plans treatment for these
youngsters, and it is important to maintain this approach throughout treatment.
Periodic reevaluation often reveals developmental surprises that underscore the
need for a flexible diagnostic-prognostic attitude. 


Active Family Participation 


The second principle in planning treatment for children with both
mental retardation and emotional disturbance is to engage the family in active
participation as early as possible. The family is the key to any effective
treatment program. The clinician’s attitudes and level of interest frequently
determine the success of this endeavor; thus, future cooperation with the
family (or lack of it) may reveal his unspoken, as well as spoken, attitudes at
the time of initial contact. The therapist should convey to the family his
willingness to share the facts of the case—not at the end of treatment, but as
part of the first step. Treatment plans must be a cooperative process that
parents and clinician work out during the course of treatment. 


It is valuable to indicate at an early contact that treatment
planning rarely results in a single recommendation; it may shift in focus and
alter its course as the child grows and develops. Diagnostic and treatment
flexibility in the early stages help a clinician to view the total child and
refer to other special sources of help as required. 


Much has been written about the grief reactions of families with
handicapped children. Such a reaction frequently occurs in parents of mentally
retarded children. The clinician evaluating these children must be alert to
this grief reaction when first offering parents an interpretation of their
child’s condition and in subsequent interviews. 


Assessment of family interactions and strengths is a necessary part
of the total evaluation, since these assets are essential to planning a
comprehensive treatment program. Conversely, some of the family psychopathology
may reactivate the difficulties of the child being treated. Several interviews
may be necessary to determine the nature of family transactions. 


Early Diagnosis and Treatment 


A third principle of the comprehensive treatment approach is early
descriptive diagnosis and early treatment. This includes clarification not only
of what needs treatment but also of what can and cannot be actively treated.
Full discussion of therapeutic goals will assist families in establishing
realistic treatment expectations so that mutual frustration is reduced and
fewer secondary psychiatric problems are encountered. In this sense, prevention
becomes part of the ongoing work with the child and his family. This total
approach requires continued follow-up of the patient. Periodic reevaluations
must be done, and appropriate shifts in treatment and expectations carried out. 


Initial Contact 


The fourth principle is to accept each child as he is at the time of
initial contact. He needs acceptance for what he is, not what he might have
been without his problem or if therapy had been undertaken sooner. A corollary
of this principle is awareness of the family’s feelings and acceptance of them
as they are. Increasing the parents’ guilt feelings is rarely, if ever, desirable
in attempting to motivate them toward therapy. 


Maximization of Developmental Potential 


The fifth principle requires focusing on the maximization of
developmental potential. It calls for a different type of goal setting from the
usual treatment expectation, since the focus often must be on what the child
can do rather than on an anticipated cure. The goal then becomes one of trying
to provide the child with the necessary opportunity and support to develop as
fully as possible and to reduce obstacles to a minimum. 


Coordination of Services 


The sixth principle is to coordinate the services needed by the
child. This requires awareness of the various services available in a given
community and an attitude that permits collaboration. It necessitates sharing
the overall treatment plan with the child (when his or her overall coping
ability permits) and the parents. As with other groups of dependent psychiatric
patients, child or geriatric, the clinician’s efforts must frequently be
directed as much toward assessing the strengths and weaknesses of the family
and coordinating the available community support systems, as they are toward
care of the individual patient. Many retarded people with acute emotional
problems are institutionalized unnecessarily. In nearly all cases, the retarded
can be maintained in the community with the help of mental health personnel who
are willing to provide short-term and long-term care for them. 


 Bibliography  


 Acosta, P. “Prenatal
Supplements and Breast Feeding,” in Koch, J., ed., International Summit on Prevention of Mental Retardation from
Biomedical Causes, President’s Committee on Mental Retardation, Washington,
D.C.: Department of Health, Education and Welfare, Pub. No. HDS 78-21023, 1978,
pp. 111-135. 


 American Academy of
Pediatrics. Report of the Committee on
Infectious Diseases, 18th ed. Evanston, Ill.: American Academy of
Pediatrics, 1977. 


 Barr, M. W. Mental
Defectives, Their History, Treatment and
Training. Philadelphia: P. Blakiston, 1904. 


 Beattie, A. D., et
al. “Role of Chronic Low Level Lead Exposure in the Etiology of Mental
Retardation,” Lancet, 1: 7907 (1975):
589-592. 


 Beeson, P. B., and McDermott,
W., eds. Textbook of Medicine, 14th
ed. Philadelphia: W. B. Saunders, 1975. 


 Berry, H. K., et al.
“New Approaches to Treatment of Phenylketonuria,” in Mittler, P., ed., Research to Practice in Mental Retardation,
vol. 3. Baltimore: University Park Press, 1977, pp. 229-239. 


 Birch, H. G., and
Gussow, J. D. Disadvantaged Children:
Health, Nutrition, and School Failure. New York: Grune & Stratton, 1970. 


 California
Association for the Retarded. Prevention:
An Agenda for Action. Sacramento: California Association for the Retarded,
1977. 


 Chess, S. “Emotional
Problems in Mentally Retarded Children,” in Menolascino, F. M. ed., Psychiatric Approaches to Mental Retardation.
New York: Basic Books, 1970, pp. 55-67. 


 Chess, S., Korn, S.,
and Fernandez, P. B. Psychiatric Disorders of Children with Congenital Rubella.
New York: Brunner/ Mazel, 1971. 


 Collins, D. T.
“Head-banging: Its Meaning and Management in the Severely Retarded Adult,” in
Menolascino, F. J., ed., Psychiatric
Aspects of the Diagnosis and Treatment of Mental Retardation. Seattle:
Special Child Publications, 1970. 


 Cooke, R. Personal
communication, November 16, 1978. 


 Creak, E. M.
“Childhood Psychosis: A Review of 100 Cases,” British Journal of Psychiatry, 109 (1963): 84-89. 


 DeSanctis, S. “Sopra
Alcune Varieta Della Demenza Precoce,” Rivista
Sperimentale di Freniatria e di Medicina Legale in Relazione con I’Antropologia
e le Scienze Gueridiche et Sociale, 32 (1906), 141-165. 


 Eisenberg, L.
“Caste, Class, and Intelligence,” in Murray, R. F., and Rossner, P. L., eds., The Genetic, Metabolic, and Developmental
Aspects of Mental Retardation. Springfield, Ill.: Charles C. Thomas, 1972. pp.
185-198. 


 Feingold, M.
“Amniocentesis: For Whom, By Whom?” Patient
Care, 11:20 (1977): 16-61. 


 Fotheringham, J. B.,
and Morrison, M. Prevention of Mental
Retardation. Toronto: National Institute of Mental Retardation, 1976. 


 Garber, H., and Heber,
F. R. “The Milwaukee Project—Indications of the Effectiveness of Early
Intervention in Preventing Mental Retardation,” in Mittler, P., ed., Research to Practice in Mental Retardation,
vol. 1. Baltimore, Md.: University Park Press, 1977. 


 Garfield, A., and
Shakespeare, R. “A Psychological and Developmental Study of Mentally Retarded
Children with Cerebral Palsy,” Developmental
Medicine and Child Neurology, 6 (1964): 485-89. 


 General Accounting
Office. GAO Plans Federal Effort to
Prevent Retardation. Washington, D.C.: General Accounting Office, 1977. 


 Ghadimi, H.
“Aminoacidopathies and Mental Retardation,” in Murry, R. F., and Rossner, P.
L., eds., The Genetic, Metabolic, and
Developmental Aspects of Mental Retardation. Springfield, Ill.: Charles C
Thomas, 1972, pp. 45-57. 


 GRUNWALD, K.
“International Trends in the Care of the Severely and Profoundly Retarded and
Multiply Handicapped,” in Menolascino, F. J., and Pearson, P. H. eds., Beyond the Limits: Innovations in Services
for the Severely and Profoundly Retarded. Seattle: Special Child
Publications, 1974. 


 Guthrie, R. “A
Position Paper: Undernutrition in the Infant as a Cause of Mental Retardation,”
Mental Retardation News, 19:10
(1970): 2. 


----. “Current and Newer Aspects of Newborn Screening,” in
Mittler, P., ed., Research to Practice in
Mental Retardation, vol. 3. Baltimore: University Park Press, 1977, pp.
13-19. 


 Hayden, A. H., and Hering,
N. G. “The Acceleration and Maintenance of Developmental Gains in Down’s
Syndrome School-age Children,” in Mittler, P., ed., Research to Prevention in Mental Retardation, vol. 1. Baltimore:
University Park Press, 1977. 


 Hollingshead, A. B.,
and Redlich, F. C. Social Class and Mental Illness. New York: John Wiley, 1958. 


 Huseman, C. A.
“Neonatal Thyroid in Screening for the State of Nebraska,” Nebraska Medical Journal, 63:8 (1978): 278-280. 


 Jervis, G. “The
Mental Deficiencies,” in Arieti, S. ed., The
American Handbook of Psychiatry, vol. 1. New York: Basic Books, 1959. pp. 1289-1316. 


 Jones, K. L., Smith,
D. W., and Hanson, J. W. “The Fetal Alcohol Syndrome: Clinical Delineation,” Annals of the New York Academy of Science,
273 (1976): 130-139. 


 Kanner, L. "Autistic
Disturbances of Affective Contact," Journal
of the Nervous Child., 2 (1943): 217-50. 


 ----.
“Feeblemindedness: Absolute, Relative and Apparent,” Journal of the Nervous Child, 7 (1948): 363-97. 


 Koch, J., ed.
International Summit on Prevention of Mental Retardation from Biomedical
Causes, President’s Committee on Mental Retardation, Washington, D.C.:
Department of Health, Education and Welfare, Pub. No. HDS 78-21023, 1978. 


 McCoy, K., “Report
on the Wingspread Conference on Adolescent Sexuality and Health Care,” Journal of Clinical Child Psychology,
3:3 (1974): 18-22. 


 MacCready, R. A. “Rh
Hemolytic Disease Prevention in the United States,” Paper presented at Meeting
of the American Association on Mental Deficiency, Chicago, Ill., May 3, 1977.  


 Maravilla, A. “The
Early and Periodic Screening, Diagnosis, and Training Program,” Clinical Pediatrics, 16 (1975): 173-178. 


 Menolascino, F. J.
Challenges in Mental Retardation: Progressive Ideology and Services. New York:
Human Sciences Press, 1977. 


----, and Bernstein, N. R. “Psychiatric Assessment of the
Mentally Retarded Child,” in Bernstein, N. R., ed., Diminished People. Boston: Little, Brown, 1970, pp. 201-222. 


 Menolascino, F. J.,
and Eaton, L. “Psychoses of Childhood: A Five-year Follow-up Study of
Experiences in a Mental Retardation Clinic,” American Journal of Mental Deficiency, 72 (1967): 370-380. 


 Menolascino, F. J.,
and Egger, M. J. Medical Dimensions of
Mental Retardation. Lincoln, Neb.: University of Nebraska Press, 1978. 


 Michigan Department
of Public Health. Hypothyroid Mass
Screening. Lansing, Mich.: Michigan Department of Public Health, 1978. 


 Milunsky, A. Know Your
Genes. Boston: Houghton, Mifflin, 1977. 


 Mittler, P., ed.
Research to Practice in Mental
Retardation, vol. 3. Baltimore: University Park Press, 1977. 


 National Academy of
Sciences. Maternal Nutrition and the
Course of Pregnancy. Washington, D.C.: National Academy of Sciences, 1970. 


 Ornitz, E. M., and Ritvo,
E. R. “The Syndrome of Autism: A Critical Review,” American Journal of Psychiatry, 133 (1976): 609-621. 


 Penrose, L. S. “The
Contribution of Mental Deficiency Research to Psychiatry,” British Journal of Psychiatry, 112 (1966): 747-755. 


 Perino, J., and Ernhart,
C. “The Relation of Sub-clinical Lead Level to Cognitive and Sensorimotor
Impairment in Black Preschoolers,” Journal
of Learning Disabilities, 7:10 (1974): 616-620. 


 Phillips, I., and Williams,
N. “Psychopathology: A Study of 100 Children,” American Journal of Psychiatry, 132 (1975): 1265-1273. 


 Piomelli, S. “A
Model Program for Lead Screening,” in International
Summit on Prevention of Mental Retardation from Biomedical Causes.
Washington, D.C.: Department of Health, Education and Welfare, 1979. 


 President’s
Committee on Mental Retardation. Islands
of Excellence, Washington, D.C.: U.S. Government Printing Office, 1973. 


 Rosso, P.
“Nutrition, Brain Growth, and Prevention of Mental Retardation,” in Koch, J.,
ed., International Summit on Prevention
of Mental Retardation from Biomedical Causes, President’s Committee on Mental
Retardation, Washington, D.C.: Department of Health, Education and Welfare,
Pub. No. HDS 78-21023,1978, pp. 98-110. 


Rutter,  M., and Schopler,
E., eds. Autism: A Re-appraisal of
Concepts and Treatment. New York:
Plenum Press, 1978. 


Vermont Department of Public Health. Mental Retardation
Prevention Plan. Burlington, Vt.: Vermont Department of Public Health, 1977. 


Webster, T. G. “Unique Aspects of Emotional Development in
Mentally Retarded Children,” in Menolascino, F. J., ed. Psychiatric Approaches to Mental Retardation. New York: Basic
Books, 1970, pp. 3-54. 


 Wynn, M., and Wynn, A.
Prevention of Handicaps of Perinatal
Origin. London: Foundation for Education and Research in Child Bearing,
1976. 


PART FOUR

Hospital, Administrative, and Social Psychiatry


CHAPTER 32 

THE NOSOLOGY OF PSYCHIATRY  


 Robert J. Campbell  


Nosology (from nosos,
“disease”) is the study of diseases from the point of view of their grouping,
ordering, and relationship to one another; it includes the classification of
diseases as well as the formulation of principles for differentiating one
disease from another. 


Diagnosis (from dia,
“through, dividing into parts,” and gnosis,
“knowledge, recognition”) is the process of distinguishing or recognizing the
whole from its manifestations, of detecting the presence of disease from its
symptoms. The process of diagnosis affirms that a disease is present; it
defines the nature or character of that disease at the greatest level of
specificity possible; and it provides a summary statement of what was
discovered. Diagnosis is therefore both a process and a statement of the conclusion
to which that process leads. 


Nomenclature (from nomen,
“name,” and calare, “to call”) is the
agreed-upon label or wording that is used to communicate the results of the
diagnostic process. Nomenclature is the shorthand name for the disease that has
been identified, but in addition it implies that there is some reason for
preferring one name to another. 


Classification is the grouping of diseases into classes or orders, a
logical scheme for organizing and categorizing so that different types of
diseases can be distinguished and assigned their proper places. 


All four terms—diagnosis, nomenclature, classification, and
nosology—refer to various aspects of the conceptualization of disease. Because
they are overlapping and interdependent, rather than mutually exclusive, it is
not surprising that usage has tended to blur the distinctions between them. In
itself, that is of little matter; what is unfortunate is that the vagueness and
uncertainty that surround their use have spread as well over the assumptions on
which they are based. Often lost sight of is that each of them reflects current
speculation and hypotheses about the conditions to which they are applied and
not only “hard” knowledge or scientific “fact.” Expanding knowledge dispels far
fewer hypotheses than it generates, and the diagnostic process and
classificatory scheme must accommodate themselves both to facts as they are
established and to the speculative models and innovative guesses that guide the
research of the day. General paresis, for example, was well described as a
clinical entity, or syndrome, by Haslan in 1798, by Bayle in 1822, and again by
Esquirol in 1826. Its relationship to syphilis was suggested by Esmarch and
Jessen in 1857 and again by Krafft-Ebing later in the century. But it was not
until the discovery of the spirochete by Schaudinn and Hoffmann in 1905, the
development of the Bordet-Wassermann reaction over the period 1901 to 1907, and
Noguchi’s demonstration in 1911 of spirochetes in the brain that it became
possible to identify positively as syphilitic many conditions whose etiology
previously had been merely speculative. 


Psychiatric nosology, like all medical nosology, is thus ever
changing, not only to correct the demonstrable errors and misconceptions of the
past but also to provide a proper place for the discoveries that current
technology promises. 


Thomas Sydenham (1624-1689) is credited with the founding of
nosology. He differentiated between symptom, syndrome, and disease and defined
a disease syndrome as a group of symptoms, intercorrelated and not each a
separate illness, differentiable from other syndromes, and with a
characteristic pattern over time. In psychiatry, the greatest systematist was
Emil Kraepelin (1856-1926). He introduced the prognostic approach into the classification
of psychiatric disorders and thereby separated the endogenous psychoses with
good prognosis (manic-depressive psychosis) from those with poor prognosis
(dementia praecox, the group that Bleuler would later call the schizophrenias).
Perhaps more than any other classification scheme proposed since Kraepelin’s,
the American Psychiatric Association’s Diagnostic
and Statistical Manual of Mental Disorders 3rd ed. (DSM-III) reaffirms the
Kraepelin and Sydenham position that nosology includes both a phenomenologic
description of disorders and also a prediction of their outcome. Because the
etiology and pathophysiology of most psychiatric disorders are unknown, they
are not readily identifiable or separable on the basis of causative agent. Yet
some of them disappear or abate while others do not, and a system that groups
them according to what their response to time or treatment will be provides an
invaluable tool to the clinician. 


Change always provokes some degree of resistance, and the architects
of DSM-III have had to contend with a substantial number of objections to their
proposals. Those objections were met head on, and they often resulted in major
changes in the classification. They also pointed up the difficulties that
should be recognized by any who would construct their own or discard another’s
system of classification. 


 What Is Illness?  


As already noted, an essential part of the diagnostic process is
saying that there is or is not a disease. But what is a disease? Often it is
defined as any deviation from normal form and function, but, particularly in
the area of human behavior and emotional reactions, such a definition is likely
to be unsatisfactory. Who defines what is normal, and by what standards?
Normality is often defined on the basis of statistical criteria, but how is the
dividing line determined? One standard is that 95 percent of the population
measured fall in the normal range. Yet any number of variants whose incidence
is less than 5 percent of the population can be cited, and despite their
rarity, they would hardly be considered disorders. How, for example, should one
regard the basketball star? He is seven feet tall, far outside the normal
range, and has cardiac hypertrophy, also a statistical abnormality. It is well
known that cardiac hypertrophy is a significant factor in many types of heart
disease. It is also well known that athletes’ hearts respond to the demands of
repetitive strenuous activity by enlarging. Cardiac hypertrophy in athletes is
thus considered an appropriate, desirable, and even necessary response to the
functional demand. 


Functioning, then, and not mere counting or measuring, may be the
answer to the question of what is disorder or disease. So long as a person
functions well and is able to meet the ordinary stresses of life, he is to be
considered healthy or normal and free from disorder. Such a definition, while
it may be an improvement over a purely statistical approach to disease, has
three major failings: it ignores latent disorders and conditions that may
manifest themselves only under special conditions or after a period of
development; it gives little due to the subjective or complaint aspect of
disorder; and it avoids the issue of how a judgment of adequate functioning
will be reached. 


Think for a moment of the light-complexioned person in the days
before chemical sun screens were invented. As long as he lived in a northern
clime, worked mainly indoors, and moved about outside only briefly or after
dark, no measures would detect deviation from the norm. Yet if forced to work
under an equatorial sun, he would in a matter of hours be acutely ill. His
“disease” could not accurately be described only in terms of overexposure to
the sun, for its development depended at least as much on his inherent
susceptibility or sensitivity. At what point does that person have an
illness—only when the burn appears, at the first moment of exposure, or when
his potentiality for developing the reaction is recognized? 


As will be seen, the situation is relevant to the controversy
surrounding the diagnostic criteria for schizophrenia. For any chronic
progressive condition, the possibility that it might be prevented completely,
or that its downhill course might be halted, would favor broad and over-inclusive
criteria so that the disorder could be recognized early enough to permit
application of preventive efforts while there is still a chance they might be
effective. On the other hand, if a syndrome is a final common pathway for the
symptomatic expression of a group of diverse disorders, no completely rational
approach to their prevention can be derived until they are identified and
separated into homogenous entities. In order to do that it is necessary to
apply rigidly exclusive criteria in order to prevent extraneous factors from
contaminating the sample. 


Another problem in defining disorder is that disease and illness are
not the same. The sun-sensitive person described previously may carry his
“pigment disorder” for years without knowing it, but when he is exposed to the
sun becomes acutely aware of the fact that he is ill. The diabetic has a
disease, to be sure, but so long as it is well-controlled by insulin, he is no
more ill than the sun-sensitive person who screens out the harmful rays with
para-aminobenzoic acid. 


Diabetes illustrates many of the problems of defining disease. It
consists of a cluster of symptoms, including polyuria, polydipsia, bulimia,
weight loss, weakness, malaise, dehydration, and coma. It also includes various
somatic and biochemical abnormalities, including glycosuria, hyperglycemia,
abnormal glucose tolerance curve, and abnormal plasma insulin response. In a
few cases, a clear cause can be identified, but not in most, although there is
reason to believe that in a significant proportion of those in whom the cause cannot
be identified the disease is a manifestation of genetic defect. In those cases,
the disease must, of course, be present from the moment of conception, yet it
will not become clinically apparent for many years. In the latent phase, it is not even possible to detect a biochemical
abnormality by the techniques currently available. In the preclinical phase, biochemical abnormalities can be demonstrated,
but the affected person remains symptom free and has no clinically apparent
disorder of carbohydrate metabolism. It is only when the patient enters the clinical phase that signs and symptoms
develop. 


When is the diagnosis of “diabetes” justified? All would agree that
by the time the patient is ill with symptoms the diagnosis is warranted. Its
typical symptoms were clearly described by the first century. Sweetness of
diabetics’ urine was described by the fifth century, and by the late eighteenth
century it was known that the sweetness was due to sugar in the urine. Would it
have been correct to include all persons with glycosuria under the term
“diabetes,” even though they had not developed all the symptoms of the
syndrome? With the development of the glucose tolerance test and, more
recently, the plasma insulin response, it became possible to detect many “chemical”
diabetics—some of whom would not develop clinical manifestations for many
years, others never would except, perhaps, under special conditions. It is to
be expected that future research will make it possible to devise tests of
biochemical action that are even closer to the gene level than are plasma
insulin levels— that is, within ten years it is likely that more “potential” or
“chemical” diabetics will be uncovered. At what point along that inadequately
charted course from genetic defect to biochemical abnormalities to early
symptom formation to full syndrome development does one apply the diagnostic
label? 


Another level of difficulty is posed by a group of disorders due to
a deficiency of the enzyme hypoxanthine-guanine phosphoribosyltransferase
(HGPRT). When the enzyme is present at only a 0.005 percent level of normal
activity, the affected subject develops a severe neuromuscular disorder with
involuntary choreoathetoid movements, mental retardation, biting of the lips
and fingertips, and a severe gouty arthritis because of high uric acid levels.
To that cluster of symptoms the name “Lesch-Nyhan syndrome” has been given. In
some members of the families of patients with Lesch-Nyhan syndrome, the enzyme
is deficient, but not to the same degree. In those where the activity level is
between 0.01 percent and 5 percent of normal, spinocerebellar syndromes of
variable severity will develop; but if the enzyme level is as high as 1.0
percent of normal, the resultant syndrome is gout. All three syndromes, as well
as the group of conditions termed diabetes, underscore the fact that
categorization of disease, even though it changes, is not wholly arbitrary; rather,
it reflects developing knowledge, at increasingly discrete levels, of the
process of pathogenesis. 


It should be clear then that one can be diseased, even for many
years, without being ill. Is it also possible that one can have an illness and
not have a disease? To some extent, the question invites circular semantic
debates, but at the same time it emphasizes the significance of the symptom or
complaint level that any classificatory scheme must take into account. At what
point, for example, does “obesity” become the appropriate designation for a
subject’s body weight? Supposing that a physician and patient can agree on the
latter’s ideal body weight, how many pounds need be added before the doctor is
justified in prescribing a weight-loss regimen? The number might be very
different for a middle-aged factory foreman and a twenty-year-old starlet or
cover girl, for whom five extra pounds of weight might constitute a disastrous
illness. A tiny pimple beneath the hairline on the base of the neck may be of
no consequence; yet the same sized pimple on the eyelid can be an
excruciatingly painful illness as well as a significant disease. 


A related difficulty in nosology is illustrated by Baker’s example
of cultural/national/racial influences on the designation of disease. The
axillary sweat of whites and blacks is “smelly” and offensive by Japanese
standards. But about 10 percent of the Japanese people (mainly those of Ainu
ancestry) also have “smelly” armpits. Their condition (osmidrosis axillae) is
recognized as a disorder of enough significance to warrant exemption from
military service, and there exist in Japan physicians who specialize in its
treatment. In the United States and Europe, by contrast, if it is admitted at
all that axillary odor is offensive, it is combated by an array of
antiperspirants and deodorants that are consigned to the realm of the
cosmetologist. It seems highly unlikely that it will be given disease status in
the United States classificatory system, or that its management will be
transferred to the dermatologist, the pathologist, or the psychiatrist. 


It can be seen that, even outside the nebulous realm of psychiatry,
the determination of what is disease is not an easy one. The definition is
often man made, based on cultural or philosophic biases rather than objective
phenomena, and reflective of personal and idiosyncratic value judgments rather than
scientific data. It is probably useless, then, to try to differentiate between
disease, disorder, derangement, ailment, malady, sickness, and illness. It
might be better to accept Feinstein’s dictum, “. . . that the only workable
definition of disease is that it represents whatever the doctors of a
particular era have defined as disease.” 


 Classification and Nomenclature  


Classification is a systematic arrangement, in this case, of
disorders into classes so that different orders or levels can be distinguished
from each other. Taxonomy is the theory of how classificatory systems should be
structured and formalized, but even so abstract a level of operation cannot be
divorced from the conceptualization of what it is that is being classified. 


Every classification reflects the purpose(s) for which it was
constructed in the first place. If the main purpose is to provide access to
information that is not readily at one’s fingertips, an index might be the most
appropriate system, that is, a classification based on an alphabetical listing
of names that are likely to be recognized by the user. Thus a “Directory of
Mental Health Services” might list clinic, community mental health center,
electroconvulsive treatment, hospitalization, insurance coverage, outpatient department,
payment mechanisms, pharmacotherapy, psychotherapy, somatic treatments, and so
forth without regard for where each might fall within a hierarchical ranking
and without concern for the fact that the system is over inclusive and
duplicative. Similarly, an “Index of Diagnostic Terms” might list in
alphabetical order every name within the nomenclature, including names that are
obsolete or not preferred (for example, “Mongolian idiocy”) as well as the more
acceptable terms (“Down’s syndrome” or “trisomy 21”) and class names as well as
genus and species names (“developmental disorder,” “childhood onset pervasive
developmental disorder”). The clinician who uses such an index, however, would
expect that the page to which he is referred will place the disorder named
within some logical frame and will indicate that language disorder is a
specific developmental disorder of childhood. If it were only a so-called key classification that used “language
disorder” as the single characteristic that would divide one subject from all
others, the clinician would find himself in a hodgepodge of aged aphasics with
cerebrovascular disease, alcohol or barbiturate abusers whose dysarthria
betokens cerebellar involvement, bright children who stutter, anencephalics
with no language whatever, catatonic patients with verbigeration, and a host of
others. 


Most biological classifications have progressed to a natural classification, grouping
together forms that seem to share fundamental and significant characteristics.
Such a classification provides not only conciseness, by reducing the number of
separate elements that have to be examined, but also the prospect of efficient
storage of the information obtained. In addition, it provides some degree of
predictability, in that the new “case” with some of the characteristics of the
group is likely to share other characteristics even though they are not as yet
obvious. At the same time it must be recognized that how the grouping is made
in the first place depends on the state of the art or science that decreed such
and such characteristics to be fundamental and significant. Most natural
classifications describe groups in somewhat exaggerated terms of what is
believed to be significant, the prototypical case. Ignored are the innumerable
factors that are believed to be insignificant or secondary. Particularly when
one is dealing with clusters of symptoms (syndromes) rather than with well-defined
diseases and when those symptoms are expressed in thoughts, feelings, or social
relationships, rather than as more discrete and localized variations in a
well-defined organ system, what may seem to be unimportant or irrelevant, or
what is not seen at all because no technique has evolved to measure it, may in
the long run turn out to be the most essential feature of a group. The
schizophreniform episodes of acute intermittent porphyria, for example,
appeared “naturally” to fall within the schizophrenic group. It was not until
the Watson-Schwartz and glycine loading tests were devised that it was possible
to demonstrate that such episodes were accompanied by increased excretion of
6—aminolevulinic acid and porphobilinogen in the urine. Only then could such
patients be grouped correctly, within disorders of porphyrin metabolism. 


Behavior is a final common pathway for many disparate processes,
which converge upon the only outlet available. Such functional convergence, as it is now commonly termed, has profound
implications for both treatment and research. If altered behavior (be it
hallucinations, melancholia, avoidance, aggressiveness, or withdrawal) were the
only basis for defining a disease category, all “patients” with the same
behavior would be given the same treatment. But the “schizophrenia” of one
patient may be due to an inborn metabolic error, while the “schizophrenia” of
another may reflect intrafamilial conflict, and it is unlikely that the same
treatment will be optimal for both. Similarly in research, if behavior alone
were used to make the groupings, the truly discriminant abnormalities (such as
porphyrinuria) would be ignored because they would appear to be statistically
insignificant within a large heterogeneous group. Many studies of schizophrenic
populations have found that when defined behaviorally, the group showed no
consistent abnormalities in any number of physiologic and biologic
measurements. The comment was often made that greater variability was the only
characteristic, when in fact the extremes had been averaged out by researchers,
blotting out the differences between the distinct subpopulations with
abnormally high and abnormally low scores. 


Once the inadequacies of a single level approach were generally
recognized, classification moved toward a polythetic approach. Variations in
behavior (including thinking, feeling, and interpersonal relationships) were no
longer the sole determinants of classificatory groupings; they were to be
supplemented by as many measurements as possible, from as many levels as
possible— physiologic, metabolic, previous history, course of illness, response
to treatment, family history, and so forth. Syndromes could then be described
in terms of clusters of measurements from all levels, rather than clusters only
of symptoms. Numerical taxonomy
provides a computerized system for quantifying the various measures, subjecting
them to multivariate analysis, and thereby deriving objective, operational
classification schemes. 


Yet even a computer classification is not without its pitfalls. The
decision as to what is a disorder or what is undesirable is not the computer’s,
it is the investigator’s. The decision, accordingly, will reflect the
investigator’s bias (or that of his culture) as to what is diseased, what
should be changed, and what should be abolished. The decision as to which
measures are relevant, which measure the same function (thus artificially
exaggerating its importance by counting it over and over again in the
clustering process), and which will give the broadest possible range of
information also remains with the investigator. In order to gain maximal
usefulness from any set of measures, Corning and Steffy recommend the following
criteria for their selection: 


1. Use
standardized procedures with known standard errors of measurement within
population groupings; 


2. Use tests
with high construct validity, that is, tests whose items measure what they are
intended to measure and not some subordinate or related function; a test of
arithmetic ability, for example, should test a broad range of arithmetic tasks,
and each item of the test should measure only arithmetic and not reading
ability; 


3. Select
tests that have already demonstrated their sensitivity to psychopathology; 


4. Give
preference to indicators of vulnerability or outcome, to tests that measure
deficits over a period of time rather than to cross-sectional assessments of
acute episodes of decompensation; 


5.Use tests that are known to highlight or elicit
distinctive abnormalities in the group(s) under study. 


The final test of any new groupings thus obtained, of course, is
their applicability to the patients the clinician sees, and particularly their
predictive value relative to outcome. It is to be hoped that increasingly
homogeneous diagnostic groups can be differentiated until the ideal is finally
reached: each group identified has a common etiology, pathogenesis, and
epidemiology. While we are far from that ideal now, present-day research
promises to provide increasing refinement of the classificatory system with its
insistence on a multi-axial, polythetic description: clinical characteristics,
physical and neurologic factors, familial distribution of psychiatric illness,
natural history, and biological indices (such as rapid eye movement latency,
dexamethasone suppression, pharmacological responsiveness, and so forth).
Throughout the United States, there is growing emphasis on pragmatic,
operational criteria for diagnosis, as free as possible of theoretical
speculations about etiologic and pathogenetic mechanisms. Indeed, in the
introduction to their book on psychiatric diagnosis, the St. Louis group
states: “There are few explanations in this book. This is because for most
psychiatric conditions there are no explanations.” 


 ICD-9, ICD-9-CM,
and DSM-III  


The International
Classification of Diseases (ICD) is a product of the World Health Organization
(WHO) and was designed originally for the classification of morbidity and
mortality information for statistical purposes. Later its use was extended to
include the indexing of hospital records by disease and operation for data
storage and retrieval. Because the original classification was used to indicate
causes of death, mental disorders were not included in the ICD until the fifth
revision (1938), when they were included in the section on “Diseases of the
Nervous System and Sense Organs.” The sixth revision (1948) had a separate
section for mental disorders, but many psychiatrists throughout the world felt
that the classification did not reflect satisfactorily the expanding amount of
knowledge within the field. WHO subsequently revised the classification of
mental disorders, and when the eighth revision was adopted in 1965, it included
a “Glossary of Mental Disorders” as a guide to more uniform usage of the
principal diagnostic terms. In preparing the section on mental disorders for
the ninth revision (ICD-9, 1977), WHO convened a series of international
seminars devoted to a consideration of recognized problem areas in psychiatric
diagnosis. Those deliberations, by psychiatrists from more than forty
countries, led to a recasting of the classification of many disorders in ICD-9
as well as the introduction of several new categories. The section on mental
disorders again includes a glossary, this time as an integral part of the text.
The glossary provides a common frame of reference for diagnoses that are
ordinarily based upon descriptions of behavior and feelings rather than on
independent, confirmatory, laboratory data, and for terms that otherwise might
be used with markedly different meanings by different clinicians or
statisticians. 


ICD-9-CM, the Clinical Modification of ICD-9, was adopted for use in
the United States to provide greater specificity than was possible with ICD-9.
ICD-9 is a three-digit system; thus, the numbers from 001 through 999 must
contain all recognized diseases. They are subdivided into seventeen major
groups (for example, infectious diseases, diseases of the circulatory system
and so forth), and each is allocated a specific set of numbers. Mental
disorders have been allocated thirty numbers, from 290 through 319; that is, every
recognized mental disorder must in some way be incorporated within that span of
numbers, and the only greater specificity possible in ICD-g is a maximum of ten
sub-types for each number, provided by adding a fourth digit after the decimal
point. ICD-9-CM, striving for more precise clinical groupings rather than mere
statistical groupings or trend analysis, adds a fifth digit and thereby makes
possible a refinement ten times greater than can be achieved with ICD-g. 


Example 


In ICD-9, the number 290 identifies “Senile and Presenile Organic
Psychotic Conditions”; Subtypes within that group are 



 
  	290.0 
  	Senile Dementia, simple type 
 

 
  	290.1 
  	Presenile Dementia 
 

 
  	290.2 
  	Senile Dementia, depressed or paranoid type  


 
  	2903 
  	Senile Dementia with acute confusional 
 

 
  	
  	state 
 

 
  	290.4 
  	Arteriosclerotic Dementia 
 

 
  	290.8 
  	Other 
 

 
  	2909 
  	Unspecified 
 





ICD-9-CM, while remaining compatible with the parent system,
nonetheless provides much greater specificity with the addition of a fifth
digit. The same number 290 can be further subdivided into 



 
  	290.0 
  	Senile Dementia, uncomplicated 
 

 
  	290.1 
  	Presenile Dementia 
 

 
  	290.10 
  	Presenile Dementia, uncomplicated  


 
  	290.11 
  	Presenile Dementia with delirium 
 

 
  	290.12
  	Presenile Dementia with delusional features 
 

 
  	290.13 
  	Presenile Dementia with depressive features 
 

 
  	290.2 
  	Senile Dementia with delusional or depressive features 
 

 
  	290.20 
  	Senile Dementia with delusional features 
 

 
  	290.21 
  	Senile Dementia with depressive features 
 

 
  	290.3 
  	Senile Dementia with delirium 
 

 
  	290.4 
  	Arteriosclerotic Dementia  


 
  	290.40 
  	Arteriosclerotic Dementia, uncomplicated 
 

 
  	290.41
  	Arteriosclerotic Dementia with delirium 
 

 
  	290.42 
  	Arteriosclerotic Dementia with delusional features 
 

 
  	290.43 
  	Arteriosclerotic Dementia with depressive features 
 

 
  	290.8 
  	Other specified senile psychotic conditions 
 

 
  	290.9 
  	Unspecified senile
psychotic condition. 
 





While ICD-9-CM was being prepared, the American Psychiatric
Association’s Task Force on Nomenclature and Statistics was working on the
third (1980) edition of the Diagnostic and Statistical Manual of Mental
Disorders, (DSM-III). Among several features new to DSM-III as compared with
DSM-I (1952) and DSM-II (1968) were the addition of some categories, the
deletion of others, the coinage of names for new categories, and, on occasion,
for older categories whose names seemed inappropriate or misleading. All the
terms in DSM-III are included in ICD-9-CM as recommended terms or as inclusion
terms (that is, acceptable as alternatives to the recommended terms). For
example, ICD-9-CM, under 290.4 “Arteriosclerotic Dementia,” lists as an
inclusion term the DSM-III name, “Multi-infarct Dementia or Psychosis.” Thus
DSM-III and ICD-9-CM are compatible in that the latter contains the diagnostic
terms of DSM-III; the reverse, however does not hold, for many ICD-9-CM codes
and terms do not appear in DSM-III. 


DSM-III represents an attempt to reflect the current state of
knowledge about mental disorders. In some instances, the name of a disorder, or
its placement within the classificatory scheme, or indication of what should be
excluded from or included within the boundaries of the disorder appear to be a
radical departure from earlier classifications. The clinician familiar with any
of those other systems may not at first be comfortable with the innovations of
DSM-III, but the elaborate field testing that the manual has already undergone
suggests that it will quickly be recognized as coming closer to clinical
reality than many other systems which were based more on theory than on
fact—and that by and large the advantages of the new approach far outweigh the
disadvantages. 


The major innovations of DSM-III are the following: 


1. The descriptive approach used eschews theory in favor of
reporting objective clinical data—behavior, symptoms, signs, test results, and
so forth. Assumptions about how those manifestations came into being— that is,
assumptions about etiology, pathophysiology, or psychopathologic mechanisms
—are avoided. Different disorders are grouped according to the degree to which
they share such objective clinical features, and not according to a theory of
what kind of hypothesized conversion, displacement, or substitution mechanism
might be operating unconsciously. Disorders that were in the class of
“Neuroses” in DSM-II, for example, are scattered throughout several classes in
DSM-III. “Dysthymic Disorder” (“Depressive Neurosis” of old) is a “Specific
Affective Disorder”; “Obsessive Compulsive Neurosis” is a type of “Anxiety
State,” along with “Panic Disorder” and “Generalized Anxiety Disorder.” All
those “Anxiety States,” together with “Post-traumatic Stress Disorder” and
“Phobic Disorders,” make up the major group of “Anxiety Disorders.” The
conversion type of hysterical neurosis is a “Somatoform Disorder,” while the
dissociative type constitutes the group of “Dissociative Disorders.” 


2. Operational criteria are given for each diagnostic category—inclusion criteria for the clinical
features that support or warrant the diagnosis, and exclusion criteria for features that are incompatible with the
diagnosis. The development of such guidelines is an outgrowth of the work of
the St. Louis group, whose original description of diagnostic criteria for
fifteen conditions was later expanded for a group of twenty-three disorders by
Spitzer and his colleagues into the Research
Diagnostic Criteria (RDC). The operational criteria for DSM-III categories
were developed by fourteen advisory committees and numerous consultants in the
various subgroups of the clinical field. 


3.  As already mentioned,
field trials of the system were made during its development. The field trials
provided continuing feedback about the applicability of the criteria, their
clinical relevance, and the degree of reliability that characterized their use.
Not only did the trials lead to many modifications of the original drafts of
DSM-III, but they also presented evidence that more than 800 clinicians were
able to use DSM-III in diverse settings with relative ease. 


4. Explicit principles of classification, including a definition of
mental disorder are provided. While the definition does not claim to draw a
sharp line between “normal” and “disordered,” it nonetheless faces squarely the
issue of mislabeling social deviance by classifying it as a disorder. The
definition emphasizes that disorder occurs within the individual; that is, it
does not aim to make a group or social diagnosis. It consists of behavioral or
psychologic manifestations that are clinically significant, typically because
they include either a distressing symptom or some degree of impairment in one
or more important areas of functioning. Finally, it is presumed that the
disturbance reflects some biologic, behavioral, or psychologic dysfunction and
is not only a disturbance in the relationship between the individual and
society. Spitzer and associates point out that such a definition clarifies the
position assigned homosexuality in DSM-III. Clinicians can agree that sexual
functioning is an “important” area of functioning; there is disagreement,
though, as to whether the function must be exercised only in heterosexuality.
DSM-III takes the position that it is the patient’s decision as to whether or
not an inability to function heterosexually is a significant impairment.
Consequently, homosexual activity is not a mental disorder—no matter how
society may view it—unless the person who engages in such activity is
persistently distressed by it or by the fact that while heterosexual arousal is
desired, it cannot be attained. In that case, the diagnosis of “Ego-Dystonic
Homosexuality” is warranted. 


DSM-III recognizes three levels of conceptualization of disorders: (1)
symptom or sign, without reference to the context within which it occurs, such
as “sadness” or “forgetfulness”; (2) syndrome, a distinctive clinical picture
produced by a clustering or grouping of signs or symptoms, such as sadness
expressed as feelings of painful dejection with loss of self-esteem,
psychomotor retardation, and difficulty in thinking (the syndrome of clinical
depression)—or forgetfulness expressed as marked impairment of immediate and
recent memory, impaired judgment, concretistic thinking, difficulty in abstract
conceptualization, dressing apraxia, and nominal aphasia (the syndrome of
dementia); and (3) disease, wherein a specific etiology or pathophysiology is
known to account for the distinctive picture, such as dementia in a sixty-seven-year-old
hypertensive man with a history of intellectual deterioration that occurred in
irregular spurts over the preceding four years, eventually complicated by
dysarthria, small-step gait, and funduscopic changes suggestive of
arteriosclerosis (“Multi-infarct Dementia”). Disorders are grouped on the basis
of the symptoms or signs they have in common and, in general, are arranged in a
hierarchy with those at the top having the wider range of symptoms. Disorders
high on the list, in other words, may have symptoms that disorders below them
also have, but the lower groups do not have the additional symptoms that are
found in diseases listed above them. Such an arrangement allows the branching
of a series of decision “trees” for differential diagnosis in major symptom
areas. 


5. Extensive descriptions of each disorder are given—essential and
associated features, age at onset, usual course, degree of impairment,
complications, predisposing factors, prevalence, sex ratio, family pattern, and
differential diagnosis—to the extent that such factors are known at the present
time. 


6. A system of multiaxial evaluation includes five axes for
recording information. Axis I includes all the mental disorders except for
specific developmental disorders in children and personality disorders in
adults, which fall into Axis II. The reason for the separation into two axes is
to focus attention on an underlying personality disorder, for example, which is
of significance in treatment planning and prediction of outcome but is often
overlooked when the Axis I disorder occupies the foreground of the clinical
picture. Axis I also provides for coding of conditions that are a focus of
clinical attention even though they may not constitute a mental disorder (for
example, marital problem, academic problem, antisocial behavior). Axis III
records concomitant physical disorders of significance to the overall
management of the patient, whether etiologic (such as hypothyroidism in a
patient with “myxedema madness”) or otherwise relevant (such as glaucoma in a
patient whose depression would ordinarily be treated with a tricyclic
antidepressant). Axes I, II, and III are necessary for the full diagnostic
assessment, and multiple diagnoses can be recorded on each of them. Axes IV and
V are supplemental recordings for use in research and other special settings.
Axis IV notes the severity of any psychosocial stressor that has been
identified as contributory to the development of the present illness (coded as
none, minimal, mild, moderate, severe, extreme, or catastrophic). Axis V is
used to indicate the highest level of adaptive functioning maintained for at
least a few months during the past year. As defined in DSM-III, adaptation is a
composite of functioning in three areas—social relations, occupation, and use
of leisure time. 


 The Major Changes in Current Classifications  


In ICD-8, “Psychoses” occupied categories 290 through 299. In ICD-9,
“Organic Psychotic Conditions” are 290-294; “Other Psychoses” are 295-299, but
299 is used for a new category, “Psychoses with Origin Specific to Childhood.” 


In ICD-8, “Neuroses, Personality Disorders, and Other Nonpsychotic
Mental Disorders” were 300-309; in ICD-9, that group is expanded (300-316) by
the addition of several new categories: “Nondependent Abuse of Drugs”; “Acute
Reaction to Stress”; and “Adjustment Reaction” (replacing the single category
previously called “Transient Situational Disturbances”); “Depressive Disorder,”
not elsewhere classified; “Disturbance of Conduct,” not elsewhere classified,
“Disturbance of Emotions Specific to Childhood and Adolescence,” “Hyperkinetic
Syndrome of Childhood,” and “Specific Delays in Development” (all four
replacing the single previous category of “Behavior Disorders of Childhood”);
and “Psychic Factors Associated with Diseases Classified Elsewhere.” 


In ICD-g, “Mental Retardation” has been reduced from six to three
categories: “Mild Mental Retardation” (317), “Other Specified Mental
Retardation” (318), and “Unspecified Mental Retardation” (319). 


ICD-9-CM is compatible with ICD-9. The contents and the sequence of
the three-digit categories are retained, with the exception of “Affective
Psychoses” (296), and further specificity is gained through the addition of a
fifth digit. DSM-III is compatible with ICD-9-CM to the extent that the latter
contains all the terms of the former and that DSM-III keeps the same numbers for diagnoses as ICD-9-CM. The
arrangement within groups is different, however, so that the numbers in DSM-III
do not always follow in sequential order. The DSM-III group, “Somatoform
Disorders,” for example, does not occur as such in ICD-9-CM, and the members of
the group occur in different categories of ICD-9-CM.1


ICD-9-CM begins with “Organic Psychotic Conditions.” In contrast,
DSM-III begins with “Disorders Usually First Evident in Infancy, Childhood or
Adolescence,” subdivided into five groups on the basis of the area of
predominant disturbance: 


I. Intellectual—Mental Retardation (317-319) 


The fifth digit in these categories is used to indicate that other
behavioral symptoms are present that require clinical attention (such as
aggressive behavior that is not part of another codable disorder). In both
DSM-III and ICD-9-CM, 318.1 signifies “Severe Mental Retardation”; in DSM-III
the fifth digit provides more clinical specificity. Thus 318.11 indicates that
the severely retarded child has other significant behavioral symptoms; 318.10
indicates that the retardation is not complicated by such symptoms. 



 
  	II.  
  	Overt Behavior 
  	
 

 
  	
  	Attention Deficit
  Disorder 
  	
 

 
  	
  	
  	with Hyperactivity (314.01) 
 

 
  	
  	
  	without Hyperactivity (314.00) 
 

 
  	
  	Conduct Disorders
  (312.00) 
  	
 





DSM-III subdivides “Conduct Disorders” into four types, depending
upon whether behavior is predominantly aggressive or nonaggressive, and socialized or under-socialized
(referring to the ability or inability to establish adequate social bonds,
empathy, affection for others, and so forth). Included herein are the DSM-II
categories of “Runaway Reaction,” “Unsocialized Aggressive Reaction,” and
“Group Delinquent Reaction.” ICD-9-CM, incidentally, includes within “Conduct
Disorders” various disorders of impulse control; these appear much later in
DSM-III because they are disorders of adulthood rather than of infancy or
childhood. 


Table 32-1 Somatoform Disorders 



 
  	DSM-III LISTING 
  	CODE 
  	ICD-9-CM LISTING 
 

 
  	Somatization Disorder 
  	300.81 
  	Other Neurotic Disorders, Somatization Disorder 
 

 
  	Conversion Disorder 
  	300.11 
  	Hysteria, Conversion Disorder 
 

 
  	Psychogenic Pain Disorder 
  	307.80 
  	Special Symptom—Psychalgia-Psychogenic pain, site unspecified 
 

 
  	Hypochondriasis 
  	300.70 
  	Neurotic Disorder, Hypochondriasis 
 

 
  	Atypical Somatoform Disorder 
  	300.70 
  	Neurotic Disorder, Hypochondriasis 
 





 



 
  	III. 
   
  	Emotions 
 

 
  	
  	    Anxiety Disorders 
  	
 

 
  	
  	
  	Separation Anxiety Disorder (309.21) 
 

 
  	
  	
  	Avoidant Disorder (313.21) 
 

 
  	
  	
  	Overanxious Disorder (313.00) 
 

 
  	
  	    Other Disorders of
  Infancy, Childhood or Adolescence  
  	
 

 
  	
  	
  	Reactive Attachment Disorder (313.89)  
 

 
  	
  	
  	Schizoid Disorder (313.22) 
 

 
  	
  	
  	Elective Mutism (313.23) 
 

 
  	
  	
  	Oppositional Disorder (313.81) 
 

 
  	
  	
  	Identity Disorder (313.82) 
 





The order of listing in this section once again highlights the
emphasis of DSM-III upon overt and objective clinical manifestations. ICD-9-CM
places “Separation Anxiety Disorder” under “Adjustment Reactions”; DSM-III
places it with “Avoidant Disorder” and “Overanxious Disorder” under “Anxiety
Disorders of Childhood or Adolescence” because anxiety is the predominant
clinical feature of all of them. The distinction between “Avoidant Disorder”
and “Schizoid Disorder of Childhood or Adolescence” reflects the clinical
judgment that the child who is afraid of strangers but at the same time wants
to make contact with them is probably very different from the child who has no
desire or capacity for emotional involvement. 



 
  	IV. 
  	  Physical (307.00) 
 

 
  	
  	Eating Disorders (including anorexia nervosa, bulimia, pica,
  rumination disorder) Stereotyped Movement Disorders (including transient and
  chronic motor tic disorders, Tourette’s disorder) 
 

 
  	
  	Other (stuttering, functional enuresis, functional encopresis, sleepwalking
  disorder, sleep terror disorder) 
 





In ICD-9-CM, all of the preceding fall within the category of
“Special Symptoms” or “Syndromes, not elsewhere classified.” DSM-III subdivides
them into specific disorders when that is warranted by different clinical
features, course, and treatment implications. Also included as a “Special
Symptom” in ICD-9-CM is “Psychalgia,” which is grouped within “Somatoform
Disorders” in DSM-III. 



 
  	V.   
  	Developmental 
  	
 

 
  	
  	Pervasive Developmental Disorders 
  	
 

 
  	
  	
  	Infantile Autism (299.0x) 
 

 
  	
  	
  	Childhood Onset (299.9x) 
 





Within this group, the fifth digit is used to indicate whether the
full syndrome is present (x = o), or whether the full syndrome was present in
the past but that only residual symptoms are currently evident (x = 1). In ICD-9-CM,
category 299, “Psychoses with Origin Specific to Childhood” contains a disorder
termed “Disintegrative Psychosis.” It is not included in DSM-III because of the
evidence that it is a nonspecific organic brain syndrome, which belongs more
properly among the dementias. 


“Specific Developmental Disorders” (315) includes reading,
arithmetic, language, and articulation disorders. All of these are coded on
Axis II, inviting full attention to the developmental disorder(s) as well as to
any other disorder(s) that may coexist. 


The next major group in DSM-III is “Organic Mental Disorders.” This
section is subdivided into two sections—those organic mental disorders in which
the etiology or pathophysiology is known (specifically, disorders related
either to aging of the brain or to drug/substance intake), and a group of
organic brain syndromes whose etiology is either unknown or related to a
disease that is coded outside the mental disorders section (and noted on Axis
III). The organic syndromes are differentiated on the basis of clinical symptoms
alone; unlike many other classifications, DSM-III does not subdivide on the
basis of acute versus chronic, or psychotic versus nonpsychotic, or reversible
versus irreversible. Each is described as are the other disorders in DSM-III,
and the description of clinical features, course, and complications is followed
by operational diagnostic criteria. 


The nine organic brain syndromes are grouped into six categories: 


1. “Delirium” and “Dementia,” with relatively
global cognitive impairment; 


2. “Amnestic
Syndrome” and “Organic (or Drug) Hallucinosis,” with relatively selective
cognitive impairment; 


3. “Organic
Delusional Syndrome” and “Organic Affective Syndrome,” with features that mimic
schizophrenic or affective disorders; 


4. “Organic
Personality Syndrome,” with changes in attitudes, traits, and the general style
of relating to the environment; 


5. “Intoxication” and “Withdrawal,” related to
intake of or abstinence from a substance, when the symptoms do not meet the
criteria for inclusion in any of the foregoing syndromes; 


6. Atypical
or mixed. 


Within the “Organic Mental Disorders” are dementias related to aging
and substance-induced disorders. The former include “Primary Degenerative
Dementia” of senile or presenile onset, and “Multi-Infarct Dementia” (formerly
called cerebral arteriosclerosis and, renamed because of evidence that the
dementia is due to repeated infarcts rather than to arteriosclerosis per se).
The fifth digit is used to indicate if the dementia is uncomplicated, or if
delirium, delusional features, or clinical depression complicate the picture. 


Terminology and the sequence of codes in the DSM-III categories of
substance-induced “Organic Mental Disorders” often vary considerably from ICD-9-CM.
In DSM-III, intoxication is recognized as a specific syndrome due to the direct
effect of the substance in question on the central nervous system. Except for
those substances in which no such syndrome occurs (hallucinogens and tobacco),
intoxication is always listed first among the brain syndromes induced by the
substance. In ICD-9-CM, in contrast, intoxication is subsumed under
nondependent abuse of drugs rather than under the organic mental disorders. 


In the interest of more accurate description, some of the
alcohol-related disorders have been renamed. “Delirium Tremens” becomes
“Alcohol Withdrawal Delirium”; “Pathologic Intoxication” becomes “Alcohol
Idiosyncratic Intoxication”; “Korsakoff’s Psychosis” becomes “Alcohol Amnestic
Disorder”; and “Alcoholic Deterioration” or “Alcoholic Dementia” is termed
“Dementia Associated With Alcoholism,” in view of the doubt that alcohol is the
etiologic agent in such cases. In this last category, the severity of dementia
is indicated in the fifth digit. The “Alcohol Paranoid State” in DSM-II has
been eliminated, as has been the “Alcoholic Jealousy” in ICD-9-CM, because
there is no convincing evidence that either exists as a distinct entity.
“Alcohol Withdrawal” is separated from “Alcohol Withdrawal Delirium,” giving
the clinician the opportunity to specify the condition he is ordinarily treating
when he places a patient on an alcohol detoxification regimen. In both DSM-II
and ICD-9-CM, the clinician was forced to label such a patient either “Acute
Intoxication” (even though it was absence of the “poison” rather than too much
of it that produced the condition), or “Delirium Tremens” (even though that was
the condition that treatment aimed to prevent). 


For the other substances in this section, DSM-III also offers
greater specificity than was possible in previous classifications. Nine classes
of drugs are specified—the ones that, in addition to alcohol, are most commonly
used non-medically to alter mood or behavior. Within each class, the specific
brain syndromes known to be produced by the drugs are listed. In ICD-9-CM, code
numbers are assigned to conform to the less discriminant classification, but an
additional coding is available to reflect the unique specificity of DSM-III.
This was made possible by using a number assigned to but not currently used by
the section on “Diseases of the Nervous System” (327) for substance-induced
mental disorders other than alcohol. The fourth digit is used to indicate the
class of drugs (for example, barbiturate, opioid, hallucinogen) and the fifth
digit to indicate the syndrome (for example, intoxication, withdrawal,
delusional disorder). Thus “Barbiturate Amnestic Disorder” is coded 327 04 (o =
barbiturate; 4 = amnestic disorder), while “Amphetamine Delusional Disorder” is
327.35 (3 = amphetamine; 5 = delusional disorder). 


Syndromes induced by barbiturates (and similar sedatives and
hypnotics) include intoxication, withdrawal, withdrawal delirium, and amnestic
disorder. Under opioids, intoxication and withdrawal are specified, but under
cocaine only intoxication is specified, since no withdrawal syndrome has been
consistently described. Syndromes produced by amphetamines (and similarly
acting sympathomimetics) are intoxication, delirium, delusional disorder, and
withdrawal. Phencyclidine (PCP) and similarly acting arylcyclohexylamines
produce intoxication, delirium, and mixed organic mental disorder. In addition
to hallucinosis, hallucinogens may also produce delusional disorder and
affective disorder. Cannabis syndromes include intoxication and delusional
disorder, although some doubt that the latter is a separate entity since it
disappears by the time symptoms of ordinary cannabis intoxication abate.
“Tobacco Withdrawal” is recognized as an entity, as is “Caffeine Intoxication”
(caffeinism). 


“Substance Use Disorders” are the next section in DSM-III, so placed
because many patients who fall into this category will at times also develop
intoxication, withdrawal or some other organic mental disorder induced by the
substance they are abusing. For most substances, there are two major patterns
of pathologic use—abuse and dependence—both of which are differentiated from
non-pathologic use for recreational or medicinal purposes. It should be noted
that three of the substance classes—cocaine, phencyclidine, and
hallucinogen—are not known to be associated with a pattern of physiologic
dependence in that there is no evidence of tolerance or withdrawal; thus only
the “abuse” pattern is coded for them. Also unusual is tobacco, for which only
a pattern of “dependence” is clinically significant, appearing as an inability
to stop and/or development of “Tobacco Withdrawal” (327.71), an “Organic Mental
Disorder.” For all the “Substance Use Disorders,” the fifth digit is used to
indicate course (that is, continuous, episodic, in remission, or unspecified). 


Mention has already been made of the likelihood that any
classification will tend either to be overly exclusive or overly inclusive, and
the reasons for erring in either direction were discussed. The “Schizophrenic
Disorders” section of DSM-III will seem overly exclusive to many clinicians in
the United States whose aim has been to identify these disorders as early as
possible in the hope that early intervention might halt or retard their
progression. The approach of DSM-III is to narrow this group considerably in an
attempt to achieve more homogeneous subgroupings and greater reliability of
diagnoses made by clinicians in widely different settings. DSM-III attaches the
label of schizophrenia only if there has been a period of active psychosis (for
example, delusions, hallucinations, loosening of associations, or other
disturbances of the form of thought, altered psychomotor behavior, changes in
affect and/or relationships to the external world, disturbance in goal-directed
activity), deterioration from a previous level of functioning, onset before the
age of forty-five years, and duration of at least six months. Such requirements
eliminate the older category of “Acute Schizophrenic Episode” (which would now
be termed “Schizophreniform Disorder”), as well as the many categories that
included illnesses without psychotic manifestations, such as the latent,
borderline, pseudoneurotic, and even the classic simple forms (most of which
would fall into the “Personality Disorders,” coded on Axis II). The
schizoaffective type has also been eliminated; many so diagnosed in the past
would now be placed within the “Affective Disorders,” while a few would be
labeled “Schizoaffective Disorder” within the new group, “Psychotic Disorders
Not Elsewhere Classified.” 


What remain are five subtypes: disorganized (the hebephrenic of
other classifications), catatonic, paranoid, undifferentiated, and residual
(with previous episode of schizophrenia but currently without prominent
psychotic symptoms). ICD-9-CM retains the simple, latent, and schizoaffective
subtypes, as well as acute schizophrenic episode, so the clinician who wishes
to use those non-DSM-III diagnoses may continue to do so. Because their
identifying fourth digits do not appear in DSM-III, they should not be any
source of difficulty for researchers or record room librarians. The serious
drawback to their use is that it will perpetuate the uncertainties of the older
systems and simultaneously prolong the time needed for adequate testing of the
new one. 


There is general agreement that since the time of Kraepelin efforts
to refine the classification of psychiatric disorders have not been notably
successful. In the case of the schizophrenic group, efforts have proceeded in
two directions. Eugen Bleuler broadened Kraepelin’s concept of dementia praecox
at the expense of the manic-depressive group. His diagnostic criteria leaned
heavily on clinical judgment rather than on empirically derived factors, with a
high degree of interrater reliability. At least in parts of the United States,
his concepts were extended to the degree that even a “trace” of schizophrenia
was enough to establish the presence of the disorder, no matter what the
intensity or number of accompanying affective symptoms. 


Kraepelin’s successor, Kurt Schneider, took a different direction.
Like Bleuler, he employed a broader concept of schizophrenia than Kraepelin,
but he paid less attention to the course of the disorders and focused to a
greater extent on symptoms. Finally, he developed his set of “first-rank
symptoms,” whose presence or absence could be established with relative ease.
According to the standards held by many American clinicians, the Schneiderian
criteria were too heavily weighted in the direction of nuclear, process,
poor-prognosis, or far-advanced schizophrenia. Yet the criteria espoused by
those clinicians were notoriously unreliable and to many they seemed so vague
and impressionistic as to be almost mystical. The growth of computer technology
and the possibility of its application to the masses of data generated by the
psychiatric interview seemed to offer a way back to a more solid, objective and
pragmatic science. The operational criteria set out in DSM-III for the
diagnosis of schizophrenic disorders are a contemporary reaffirmation of the
Schneiderian approach and a refinement by numerical taxonomy and other
statistical methods that ensure maximal reliability. 


Field trials have already demonstrated that the reliability achieved
with the DSM-III operational criteria probably surpasses that of any other
classificatory system in wide use. To achieve that reliability within the
schizophrenic group, however, a great deal of what was previously admissible to
the group is now excluded. Reliability alone does not secure validity, nor does
lack of reliability mean nonexistence. An overemphasis on reliability deifies
counting and measuring, but counting the trees may not be the best way to
appreciate the intricacies of the forest. Perhaps DSM-III has reduced
schizophrenia to its proper size, but where will the unreliable rejects be
placed? 


There is a growing tendency to put all those with any degree of
affect disturbance into the manic-depressive or affective disorders. It can
only be hoped that this swing of the pendulum will not finally so adulterate
the affective group that the next generation of classifiers will find them as
hopelessly heterogeneous and over-inclusive as they regard the schizophrenic
group now. The other rejects from the schizophrenic categories—mainly the acute
and episodic psychoses in which affect disturbance does not predominate—end up
in a no-man’s land of uncertain, atypical, or unclassified disorders. While
this is bound to be discomfiting to the clinician, the declaration of
uncertainty should in the long run be preferable to unwarranted assignment to a
specific category of affective disorder. It will remain for future
studies—ideally broad enough to include qualitative parameters along with
measurements and scales—to establish the validity of DSM-III’s proposed
groupings as well as to point the way for classification of the now uncertain
and atypical cases. 


“Paranoid Disorders” follow the schizophrenic group and include
“Paranoia,” “Shared Paranoid Disorder” (“folie
a deux” or “Psychosis of Association” in other classifications), and “Acute
Paranoid Disorder.” The difficulty in differentiating these disorders from
severe “Paranoid Personality Disorder” and the paranoid type of schizophrenia
are acknowledged, but the operational criteria provide some guidelines in this
regard. Involutional paranoid state and Paraphrenia are not described as
separate entities. 


The next section, “Psychotic Disorders Not Elsewhere Classified,” is
to some extent the “wastebasket” category that every system of classification
needs. Unlike other systems, however, in DSM-III this category is likely to
contain a significant proportion of the entire group of mental disorders
because of the exclusionary provisions of diagnostic criteria. By “psychotic”
is meant behavior indicative of gross impairment in reality testing, such as
delusions, hallucinations, or marked disorganization of speech or other
activity. The specific categories included are “Schizophreniform Disorder”
(where most previously diagnosed “Acute Schizophrenia” will fall), “Brief
Reactive Psychosis” (of less than two weeks, following an identifiable
psychosocial stressor), “Schizoaffective Disorder” (to be used when the
clinician cannot make a differential diagnosis between “Schizophrenia” and
“Affective Disorder”), and “Atypical Psychosis” (for all other unclassifiable
psychoses). 


“Affective Disorders” in DSM-III include entities that fall into the
“Affect Psychoses,” “Neuroses,” and “Personality Disorders” of other
classifications. They are grouped on the basis of the degree of expression of
an affective syndrome, rather than in terms of psychotic versus neurotic,
endogenous versus reactive, and so forth. The terminology follows that
suggested by Leonhard, who divided affective disorders into bipolar (with
episodes of both mania and depression) and monopolar types. “Unipolar” has
since replaced “monopolar” on etymologic grounds, and on the basis of clinical
evidence it has come to be limited to cases manifesting only depressive
episodes. Mania thus is the deciding factor in this particular dichotomy; cases
with a full manic syndrome, whether or not depression has also been manifested,
are bipolar. Affective syndromes without mania are unipolar depressions; in
DSM-III these are termed “Major Depressive Disorders,” to emphasize that a full
affective syndrome is required for grouping within the category of “Major
Affective Disorders.” 


ICD-9-CM departs markedly from ICD-9 in its classification of
“Affective Psychoses,” and while it moves in the direction of DSM-III, it is
not totally consistent with that classification either, as table 32-2
indicates. 


The fifth digit in DSM-III is used for further subdivision according
to clinical features. For depressive episodes, 6 = in remission; 4 = with
psychotic features (if not specified, it is assumed that such features are
mood-congruent and consistent with the themes of inadequacy, unworthiness,
death, or need for expiation; mood-incongruity should be specified and may be
indicated by using 7 instead of 4 for the fifth digit); 3 = with melancholia
(“vegetative signs” in others’ terminology); 2 = without melancholia; and 0 =
unspecified. 


For manic episodes, in the fifth digit 6 = in remission; 4 = with
psychotic features (as with depressive episodes, to be specified as to whether
such features are congruent or incongruent with the mood); 2 = without
psychotic features; and 0 = unspecified. 


“Other Specific Affective Disorders” are those in which only a
partial affective syndrome develops; to be included here however, the
disturbance must be present for at least two years. “Cyclothymic Disorder”
corresponds to the “Cyclothymic Personality” in DSM-II, and “Dysthymic
Disorder” includes both the “Depressive Neurosis” and “Depressive (or Asthenic)
Personality” of other classifications. Affective disorders that cannot be
placed in either “Major Affective Disorders” or “Other Specific Affective
Disorders” are classified as “Atypical.” 


As already indicated, one effect of shrinking the group of
schizophrenias may be to transfer uncertain or doubtful cases into the
“Affective Disorders.” DSM-III strives for the same level of certainty within
the affective group as with the schizophrenic group by using exclusion and
inclusion criteria for diagnosis. But even at this early date, reports in the
literature suggest that more and more clinical material will come within the
affective sweep. Indeed, if the mere presence of an affective syndrome is
significant enough to call into question a large number of patients previously
considered clinically to be schizophrenic, will it not cast equal doubt on a diagnosis
of personality disorder? 


Despite the many recent contributions to our understanding of the
genetic, developmental, Neurohormonal, biochemical, and cognitive factors that
may contribute to depressive disorders, in the final analysis they remain as
heterogeneous a group as the schizophrenias. The thrust of many investigations
is to define more homogeneous subgroups, and to that end Dunner, Fleiss, and
Fieve, for example, suggest that bipolars be subdivided into Type I (the
patient has been hospitalized for mania) and Type II (the patient has been
hospitalized for depression but not for mania, even though a history of manic
symptoms removes him from the unipolar category). Akiskal and associates
propose a subtyping of Type II bipolar disorders into (1) recurrent clinical
depressions with occasional hypomanic periods; (2) unipolars who develop mania
only when treated with antidepressant agents; and (3) cyclothymics who develop
a clinical depression (on the basis of data supporting consideration of cyclothymia
as a phenotypical variant of full-blown bipolar affective psychosis). 


Table 32-2. Affect Disorders—Classification (Affective Psychoses) 



 
  	ICD-9 
  	
  	
  	ICD-9-CM 
  	DSM-III 
  	
 

 
  	296.0 
  	Manic-depressive psychosis, manic 
  	296.0 
  	Manic Disorder, single episode 
  	Major Affective Disorders 
  	
 

 
  	296.1 
  	Manic-depressive psychosis, depressed 
  	296.1 
  	Manic Disorder, recurrent episode 
  	
  	Bipolar Disorder 
 

 
  	296.3 
  	Manic-depressive psychosis, circular; currently depressive 
  	296.2 
  	Major Depressive Disorder, single episode 
  	
  	296.6x mixed 
 

 
  	296.4 
  	Manic-depressive psychosis, circular; currently mixed 
  	296.3 
  	Major Depressive Disorder, recurrent episode 
  	
  	296.4x manic 
 

 
  	296.5 
  	Manic-depressive psychosis, circular; unspecified 
  	296.4 
  	Bipolar Affective Disorder, manic 
  	
  	296.5x depressed 
 

 
  	296.6 
  	Manic-depressive psychosis, other and unspecified 
  	296.5 
  	Bipolar Affective Disorder, depressed 
  	
  	Major Depression 
 

 
  	296.8 
  	Other 
  	296.6 
  	Bipolar Affective Disorder, mixed 
  	
  	296.2x single episode 
 

 
  	296.9 
  	Unspecified 
  	296.7 
  	Bipolar Affective Disorder, unspecified 
  	
  	296.3x recurrent 
 

 
  	
  	
  	296.8 
  	Manic-depressive psychosis, other and unspecified 
  	Other Specific Affective Disorders 
  	
 

 
  	
  	
  	296.9 
  	Other and unspecified Affective Psychoses 
  	
  	301.13 Cyclothymic Disorder 
 

 
  	
  	
  	
  	
  	
  	300.40 Dysthymic Disorder (or depressive neurosis) 
 

 
  	
  	
  	
  	
  	Atypical Affective Disorders 
  	
 

 
  	
  	
  	
  	
  	
  	296.70 Atypical Bipolar Disorder 
 

 
  	
  	
  	
  	
  	
  	296.82 Atypical Depression 
 





The major depressive disorders also remain troublesome for the
classifier. Does a subdivision only into single episode and recurrent types do
justice to the large group? Should the dichotomies of other systems be applied
as a means of subgrouping major depressions? If one does accept a division into
primary and secondary types, would it be reasonable to keep all the secondary
depressions together? Or would it be more reasonable to sub-classify them on
the basis of their antecedent conditions and separate depressions arising in
obsessive-compulsive patients, for example, from those in antisocial
personalities and from depressions that are complications of alcoholism? 


There is no general agreement on the answers to these questions, nor
is there unanimity of opinion as to the subtyping of primary unipolar
depressions. Some differentiate “pure depressive disease” (PPD), which has
neither mania nor alcoholism in the family of the index case, from “depressive
spectrum disease,” familial in that a first degree relative is alcoholic and
there may also be a relative with depression. But examination of the pre-depression
history revealed that many of both types were in fact secondary depressions,
with significant antecedent psychopathology. In contrast, only a small number
of “sporadic (nonfamilial) depressions” were secondary. So it could be argued
that “sporadic depression” is a purer disease than familial “pure depressive
disease” and may even be a distinctly separate entity. Attempts to define more
clearly the validity of these clinical groupings with the use of biologic or
pharmacologic measures—such as urinary 3-methoxy-4-hydroxy-phenylglycol assays,
dexamethasone suppression test, response to monoamine oxidase inhibitors or
tricyclic antidepressants, or electroconvulsive treatment—have verified only
that not all depressions are the same. The subgroupings elicited by any one method
are not wholly consistent with those generated by other approaches, and it will
remain for future investigations to tell how far off the mark DSM-III is,
whether it should be supplanted, or how it should be refined. It may well be
that strict attention to the fifth digit subdivisions of DSM-III will be as
clinically useful a typology of depression as any other; only consistent use of
its diagnostic criteria over time can establish its true worth. 


Not to be lost sight of is a fundamental axiom of classification
theory—the first step in defining a clinical syndrome is to demonstrate that it
is a recognizable entity that can be discriminated from other disorders. Only
when that is done can one begin to worry about what larger class it may be a
part of. It has been suggested, for example, that the “Borderline Syndrome” and
“Hysteroid Dysphoria,” and perhaps other mixed states fit more properly into
the affective group than elsewhere. Just as with the typology of the major
depressive disorders, it is essential to gain more clinical experience to
establish the validity of such arguments. To push every entity into the
affective stream because it has a trace of dysphoria would merely churn further
the already muddied water. Such an approach, indeed, would be to regress to a
key classification, likely to compound rather than resolve the existing
confusion. 


The next major group in DSM-III is “Anxiety Disorders.” While this
group includes many of the neuroses of other classifications, not all are
placed here. Directly experienced anxiety is the essential inclusion factor in
this group, which is subdivided into “Phobic Disorders” (or “Phobic Neuroses”),
“Anxiety States” (or “Anxiety Neuroses”), and “Post-traumatic Stress Disorder.”
Three types of “Phobic Disorders” are differentiated, on the basis of
differences in response to treatment as well as in the clinical
picture—“Agoraphobia” (with or without panic attacks), “Social Phobia” (fear of
situations in which one might be scrutinized by others and in which one might behave
in a way that would be humiliating or embarrassing), and “Simple Phobia” (all
other types). 


Within the “Anxiety States” are “Panic Disorder,” “Generalized
Anxiety Disorder,” and “Obsessive Compulsive Disorder.” As with other groupings
in DSM-III, designation of subtypes reflects current knowledge, which suggests
that “Panic Disorder” is a discrete entity when treatment response is
considered as one of the descriptive parameters. “Obsessive Compulsive
Disorder” is considered a type of “Anxiety State” because if the obsession or
compulsion is resisted, anxiety is experienced directly. 


Two forms of “Post-traumatic Stress Disorder” are distinguished,
because evidence suggests that they differ in outcome. The acute form is
manifested within six months of the trauma, and the symptoms last no more than
six months. The chronic or delayed form has a more malignant course; onset may
be months or even years after the trauma, and symptoms persist for a long time. 


“Somatoform Disorders” are characterized by physical symptoms that
mimic organic or physical disorders and an absence of organic findings or
physiologic abnormalities that might explain them. Included are several forms
that are recognizable as parts of the formerly referred to conversion hysteria:
“Somatization Disorder” (in other systems, “Hysteria” or “Briquet’s Syndrome”);
“Conversion Disorder” (or “Hysterical Neurosis, Conversion Type”); and
“Psychogenic Pain 


Disorder.” A fourth type of “Somatoform Disorder” is
“Hypochondriasis” (hypochondriacal neurosis). The suggested guidelines for
assignment to the residual category within this group, called “Atypical
Somatoform Disorder,” illustrate the reliance that DSM-III places on objective
and verifiable data. “Dysmorphophobia,” a symptom (or syndrome) that some clinicians
would consider a delusion and/or schizophrenic-like impairment in reality
testing, consists of preoccupation with some imagined defect in physical
appearance. If dysmorphophobia is the only symptomatic expression of disorder,
it would be labeled “Atypical Somatoform Disorder” in DSM-III because it
fulfills the inclusion criteria: physical complaint not explicable by
demonstrable organic findings and apparently related to psychologic factors. 


“Dissociative Disorders (Hysterical Neuroses, Dissociative Type)” is
a separate category, subdivided on the basis of different clinical
manifestations, predisposing factors, and course. Included are “Psychogenic
Amnesia,” “Psychogenic Fugue,” “Multiple Personality,” and “Depersonalization
Disorder” (or “Depersonalization Neurosis”). “Sleepwalking Disorder” is
classified within the group of “Childhood Disorders” because of its usual time
of onset; otherwise, on symptomatic grounds, it would belong here. 


Another major category is “Psychosexual Disorders,” greatly expanded
in comparison to previous classifications and ICD-g to reflect major advances
in knowledge about human sexuality. Not only are more subtypes differentiated
with the use of the fourth and fifth digits, but the ordering of the categories
indicates how DSM-III is based on a higher level conceptualization of disorder
than mere counting of variations from an assumed “normal” (table 32-3). 


The fifth digit in the code for “Transsexualism” is used to indicate
the predominant prior sexual history: 1 = asexual; 2 = homosexual; 3 =
heterosexual; 0 = unspecified. 


“Factitious Disorders,” the next major group, are disorders in which
the production of symptoms appears to be under the person’s voluntary control;
unlike malingering, where the goal of seeming to be sick is clearly related to
conscious wishes, “Factitious Disorders” reflect no such needs but appear
instead to be related to intrapsychic needs that are understandable only in
terms of the subject’s psychologic makeup. “Factitious Disorder with Psychological
Symptoms” includes what has been called the “Ganser Syndrome,” “Pseudo-psychosis,”
or “Pseudo-dementia.” “Chronic Factitious Disorder with Physical Symptoms”
corresponds to the “Munchhausen syndrome.” Most people with any of the
factitious disorders also have a personality disorder of significant
dimensions; that disorder is coded on Axis II. 


Table 32-3 Classification of Psychosexual
Disorders in ICD-9 and DSM-III               



 
  	ICD-9 
  	DSM-III 
 

 
  	302 SEXUAL DEVIATIONS AND DISORDERS 
  	Gender Identity Disorders 
 

 
  	.0 Homosexuality 
  	302.5x Transsexualism 
 

 
  	.1 Bestiality 
  	302.60 Gender Identity Disorder of Childhood 
 

 
  	.2 Pedophilia 
  	302.85 Atypical Gender Identity Disorder 
 

 
  	.3 Transvestism 
  	
 

 
  	.4 Exhibitionism 
  	Paraphilias 
 

 
  	.5 Transsexualism 
  	302.81 Fetishism 
 

 
  	.6 Disorders of psychosexual identity 
  	302.30 Transvestism 
 

 
  	.7 Frigidity and impotence 
  	302.10 Zoophilia 
 

 
  	.8 Other 
  	302.20 Pedophilia 
 

 
  	.9 Unspecified 
  	302.40 Exhibitionism 
 

 
  	
  	302.82 Voyeurism 
 

 
  	
  	302.83 Sexual Masochism 
 

 
  	
  	302.84 Sexual Sadism 
 

 
  	
  	302.90 Atypical Paraphilia 
 

 
  	
  	
 

 
  	
  	Psychosexual Dysfunctions 
 

 
  	
  	302.71 Inhibited Sexual Desire 
 

 
  	
  	302.72 Inhibited Sexual Excitement 
 

 
  	
  	302.73 Inhibited Female Orgasm 
 

 
  	
  	302.74 Inhibited Male Orgasm 
 

 
  	
  	302.75 Premature Ejaculation 
 

 
  	
  	302.76 Functional Dyspareunia 
 

 
  	
  	306.51 Functional Vaginismus 
 

 
  	
  	302.70 Atypical Psychosexual Dysfunction 
 

 
  	
  	
 

 
  	
  	Other Psychosexual Disorders 
 

 
  	
  	302.00 Ego-dystonic Homosexuality 
 

 
  	
  	302.89 Psychosexual Disorder not elsewhere classified 
 





“Disorders of Impulse Control Not Elsewhere Classified” include
“Pathological Gambling,” “Kleptomania,” “Pyromania,” “Intermittent Explosive
Disorder,” and “Isolated Explosive Disorder.” 


“Adjustment Disorder” replaces “Transient Situational Disorder” of
DSM-II, and it is subdivided on the basis of predominant symptoms rather than
on the age at which these symptoms appeared. The diagnosis is made only for
reactions to identifiable stressors that develop within three months of the
stressful event; disturbances of psychotic proportion are excluded. 


“Psychological Factors Affecting Physical Condition” is another
major category. Although the name is cumbersome, it avoids the mind /body
dualism of the “psychosomatic” and “psychophysiologic” terms it replaced.
Further, it requires that the physical disorder be coded on Axis III, the Axis
I diagnosis being used to emphasize the role of psychologic factors in
exacerbating, precipitating, or maintaining the underlying physical disorder. 


The final diagnostic category consists of the “Personality
Disorders,” which are coded on Axis II. As noted previously, they will often
coexist with disorders that will be coded on Axis I. In addition, it is
possible to give more than a single coding of personality disorder to the same
subject, a welcome relief for the clinician whom other classifications forced
into an uncomfortable choice that could only inadequately suggest the condition
of the patient. The personality disorders are clustered to conform with the way
they generally present themselves to an outside observer: (1) the person
affected often seems eccentric or odd, as in the paranoid, schizoid, and
schizotypal personality disorders; (2) the person is erratic, overemotional, or
dramatic, as in the histrionic, narcissistic, antisocial, and borderline
personality disorders; and (3) the person is generally anxious or fearful, as
in the avoidant, dependent, compulsive, and passive-aggressive personality
disorders. 


It should be noted that the “Cyclothymic Personality” of DSM-II has
been placed within the “Affective Disorders” of DSM-III, that “Asthenic
Personality” is subsumed under “Dysthymic Disorder” (depressive neurosis), and
that “Explosive Personality” does not appear as a personality disorder since by
definition it is not a part of the characteristic, typical, and usual behavior
of the subject. “Schizoid Personality” remains, but more careful delineation of
clinical features has expanded the DSM-II concept into three forms—“Schizoid,”
“Schizotypal,” and “Avoidant Personality Disorders.” New to the grouping in
DSM-III are “Borderline Personality Disorder” and “Narcissistic Personality
Disorder.” 


Finally, DSM-III provides a set of V codes, for conditions that are
the focus of clinical attention even though they are not attributable to a
mental disorder. 


 Summary  


No classification of human disorders is perfect, and no classification
can anticipate the multiple uses to which it will be put nor the countless
theories it will be strained to encompass. Some of the difficulties in
classification have been outlined, and DSM-III has been reviewed with those
difficulties in mind. Some potential pitfalls in its use have been identified,
not as a way of saying, “Do not use,” but rather to caution, “Learn to use
correctly.” No matter what defects of DSM-III may turn out to be, it represents
the most serious attempt in this century to provide a classification of mental
disorders that is based on a minimum of theory and a maximum of established
knowledge. It admits of gaps in that knowledge, it warns the user when it has
been forced to make an educated guess because objective data were lacking, and
it invites continuing validation of its applicability. The classifiers who will
use it as a base for the next edition of the Diagnostic and Statistical Manual of Mental Disorders could ask no
more. 
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CHAPTER 33 

LIAISON PSYCHIATRY  


Maurice H. Greenhill  


Introduction 


The thrust for the psychological care of the sick came from
psychiatry rather than from medicine. It was part of a strenuous effort by
psychiatry to gain a share of the practice of medicine. How this was done and
at what expenditure of effort will be described in this presentation. But
psychiatry has been so eager to be accepted as a discipline by medicine, that
it seems at times to have lost sight of the patient as the primary concern of
psychological care. The goal of liaison psychiatry is the biopsychosocial care
of the medically ill patient, but so many obstacles to this have arisen that
efforts to persuade members of the hospital power base (non-psychiatrist
physicians and administrators) to acknowledge the value of psychiatric methods
have often taken precedence over patient care itself. This proselytizing effort
has been going on since 1929 and has led to the development of a specialty—liaison
psychiatry. 


Throughout its history, the locus of liaison psychiatry has been the
general hospital. Here geographical fact and the presence of the patient in
residence facilitates transactions between medical disciplines. There has been
relatively little experience with liaison programs for ambulatory or home care
patients. In community hospitals, psychiatric consultation systems alone may be
standard; in tertiary hospitals a variety of consultative-liaison programs
exist depending on the characteristics of the hospital. Their function,
success, or failure depends largely on the liaison psychiatrist, whether he is
a consultative psychiatrist in private practice, a full-time hospital
physician, or a psychosomatic fellow. His effectiveness depends largely on the
strategies he has devised to overcome the obstacles inherent in the health
system. For the liaison psychiatrist, these obstacles are legion; in no other
area of medicine are there so many. They include functioning in clinical
territories over which he has little authority and working with physicians who
give little credence to psychosocial issues, have different value systems, are
resistant to engaging in psychosocial transactions, and have low expectations
of his effectiveness. He may be dependent upon the willingness of one man, such
as a chairman of a department of medicine, to establish or maintain a liaison
program. He receives little financial support from his own psychiatric
department or the department he serves. He deals with patients who often do not
want his services and are often not willing to pay for them. He knows that his
own department of psychiatry does not place his service high on their list of
priorities. He must negotiate with hospital administrators whose lukewarm
interest is concerned mainly with protecting the legal and financial position
of the institution. Shaping his liaison work is, therefore, a creative task
dependent upon the obstacles and assets that confront him in the particular
setting. 


 Definitions  


Liaison psychiatry has come to be the name of choice for identifying
the system whereby psychiatry and
other disciplines of medicine cooperate in clinical activity in order to deal
with psychosocial variables in their concerns with health and disease. The
liaison program in the field of liaison psychiatry refers to the organizational
structure within which the delivery of mental health services to medical and
surgical patients takes place. Since there is some lack of clarity in the use
of synonymous terms, there is a need for definition. The name “psychosomatic
medicine” has been retained over a long period of time and refers to the
interrelationship of emotion and disease, or the effects of reaction to stress,
life change, illness, and neuroendocrine and other biological influences on
disease process. Under its umbrella have been studied the psychological
characteristics of medical and surgical disorders, and recently, theories of
disease. Another term connected with liaison psychiatry is “psychosocial
medicine.” This refers to the influence of social factors in disease through epidemiological
approaches or with methodologies of psychological care within the hospital and
in the wider community in the context of the growing knowledge of the social
implications of health care. “General hospital psychiatry” is yet another term
that has recently become more prevalent, as general hospitals expand their
services in the field of mental health and as increased recognition has been
given to the role of psychiatry in critical care medicine. 


In the literature and in the conference rooms of general hospitals,
the expression “the psychosomatic approach” is frequently used. By this is
meant awareness of psychological-sociological-biological interrelatedness in
disease and of readiness to identify psychosocial factors and to deal with them
in clinical situations. Finally, a term that tends to be all-encompassing is
“psychiatric medicine.” Whether or not this name will find widespread
acceptance is problematical, but it indicates the difficulty of crystallizing
psychosocial considerations within the field of medicine. Allowing for this
difficulty, for the present liaison psychiatry expresses most clearly the
working relationship between psychiatry and medicine. 


 The Nature of Liaison Psychiatry  


When all is said and done, the goal of liaison psychiatry is to
effect a relationship—a liaison with other departments of medicine to promote
the recognition of psychosocial factors in clinical work and to ascertain that
the medically ill get the benefit of complete care which requires inclusion of
these factors. In order to do this, psychiatry has relied upon medical
protocol, or the medical model— that the contract between physician and patient
is so strictly private that accountability for decision and result depends upon
the judgment of the physician. In consequence, a resource person cannot
approach the situation uninvited. Within liaison psychiatry, this is honored,
although it is now thought that since the patient is a member of the hospital
system, the psychiatrist may contribute to direction of his care. 


But this right has been slow to evolve. Liaison psychiatry began
with the psychiatric consultation and was called consultation psychiatry. As
interest grew in the psychological and social aspects of medical disorders,
psychiatrists sought teaching and case finding opportunities in general medical
units of hospitals. To indicate the conjoint clinical and teaching functions of
such psychiatric programs, consultative-liaison services were organized. All
are now subsumed under the name of liaison psychiatry or liaison program. 


In 1959, Beigler and his coworkers had called attention to two major
categories of liaison psychiatry: 


1) the consultation-type functions and 2) the specifically ‘liaison’
functions. The former comprise the services usually rendered by a psychiatrist
summoned as a consultant; the latter constitute . . . functions of the
psychiatrist as he works over an extended period of time on the various
nonpsychiatric divisions of a general hospital. 


Lipowski, in 1973, attempted to refine the meaning of these terms
and what they represent when he stated that: 


Psychosomatic medicine as a scientific discipline attempts to
collect a body of facts and build a unified theory about the interrelationships
between man’s psychological and biological attributes and functions on the one
hand, and his physical and social environment on the other. 


He defined consultation-liaison psychiatry as “the area of clinical
psychiatry that encompasses clinical, teaching, and research activities of
psychiatrists and allied mental health professionals in the non-psychiatric
divisions of a general hospital.” He continued: 


The designation “consultation-liaison” reflects two interrelated
roles of the consultants. “Consultation” refers to the provision of expert
diagnostic opinion and advice on management regarding a patient’s mental state
and behavior at the request of another health professional. “Liaison” connotes
a linking of groups for the purpose of effective collaboration. 


In 1976, he included under a definition of psychosomatic medicine,
“clinical activities at the interface of medicine and the behavioral sciences
subsumed under the term consultation-liaison psychiatry.” 


Strain, in 1977, described the nature of liaison psychiatry by
strictly dividing the functions of liaison and consultation psychiatry: 


Although consultation in the hospital setting provides the
cornerstone for the liaison effort, there are major differences between these
models. . . . Briefly, in contrast to the psychiatric consultant, whose primary
function is to alleviate acute psychiatric symptomatology in the individual
patient, the liaison psychiatrist seeks to enhance the psychological status of
all medical patients ... In addition, the liaison psychiatrist differs from the
psychiatric consultant in that he/she participates in case detection rather
than awaiting referral, clarifies the status of the caretaker as well as the
patient, and provides an educational program that promotes more autonomous
functioning by medical, surgical, and nursing personnel with regard to handling
their patients’ psychological needs. 


In this way, he spelled out some of the functions of a liaison
program in the delivery of mental health services to the medically ill and
offered an overview of the nature of liaison psychiatry. But to most liaison
psychiatrists, modern consultation practices and liaison activities are
inseparable. 


 Historical Perspective  


Liaison psychiatry was an outgrowth of the psychosomatic movement,
which began in Germany and Austria in the second and third decades of this
century and reached its apogee in the United States between 1930 and 1950. Many
theoretical, research, and clinical studies of the interrelationship of the
emotions and bodily functions were conducted under the influence of
psychoanalytic investigators, physiologists, and clinical psychiatrists.
Methods of application of concepts and vehicles of administration soon
developed. Henry, in 1929, published a significant paper in the American Journal of Psychiatry. It is
noteworthy not only because it was the first exposition of the consultation
model of service, but because it described many of the classical obstacles and
indicated their solutions. 


In 1933, the true development of liaison programs was set in motion.
The Medical Sciences Division of the Rockefeller Foundation, under the
leadership of Dr. Alan Gregg, placed major emphasis on the development of
psychiatry by providing funding for full-time teachers of psychiatry in
selected American medical schools and by establishing departments of psychiatry
or extensions of departments within certain university hospitals. Grants were
given for these purposes to Harvard (Massachusetts General Hospital) (1934),
Tulane University (1936), George Washington University in St. Louis (1938), and
Duke University (1940). The foresight of Alan Gregg and his associate, Dr.
Robert Lambert, set the course of psychiatry for a generation and placed
psychiatry in the general hospital where it could exercise a significant
influence on the rest of medicine. 


The growth and influence of these new or extended departments
developed at different rates but all in the course of time made striking
contributions to psychiatry, medicine, and psychosomatic medicine. The first
two institutions to influence liaison psychiatry were the University of
Colorado Medical Center and Harvard’s Massachusetts General Hospital. At the
University of Colorado, the extended department was called “The Psychiatric
Liaison Department” or “P.L.D.” As far as can be determined, here was the
origin of the term “psychiatric liaison” and it is attributed to Franklin G.
Ebaugh and Edward G. Billings who developed the concept there. The model
established has been followed by many centers. “The department purposely had no
hospital beds assigned to it and no specific niche in the outpatient clinic.
Patients were examined, treated, and utilized as the focus for teaching and
research wherever they might be bedded—whether in a pediatric, surgical or
medical ward.” Billings stated that the liaison department was organized around
three aims, which are still, after forty-five years, the objectives of many
liaison services: 


1. To
sensitize the physicians and students to the opportunities offered them by
every patient, no matter what complaint or ailment was present, for the utilization
of a common sense psychiatric approach for the betterment of the patient’s
condition, and for making that patient better fitted to handle his
problems—somatic or personality—determined or both. 


2. To
establish psychobiology as an integral working part of the professional
thinking of physicians and students of all branches of medicine. 


3. To
instill in the minds of physicians and students the need the patient-public has
for tangible and practical conceptions of personality and sociological
functioning. This was to be not so much in the sense of “prevention” of mental
disorders per se, but rather in the sense of preventing false thinking,
misconceptions, misunderstanding, folk-lore and taboos which made it difficult
for the patient to accept help or to allow the physician to be of help. [p. 30] 


In 1948, Kaufman and Margolin offered the following principles: 


The organization of the psychiatric service in a general hospital at
any given time depends on the level of sophistication with respect to
psychology. Therefore, no blueprint of an
organization can be regarded as universally applicable [author’s italics]
... Its structure will be sufficiently dynamic and flexible as to permit
revision, in terms of shifts of emphasis and foci of activity as the level of psychological
indoctrination changes. 


These principles are as effective today as they were in 1948, and
have been utilized in the organization of many liaison services. There is no
one ideal liaison program; each is shaped to fit the potentials of the institution
and its liaison psychiatrists. 


Kaufman and Margolin also described the objectives of a liaison
program: 


The administrative set up must be built around the professional
needs of the institution. The primary
needs are always: 


1. Psychiatric services: i.e., diagnoses and treatment of the
hospital population, both outpatient and inpatient. 


 2. Teaching, which involves
two aspects— one, the further training of the psychiatric staff, and two, the
indoctrination and teaching of every member of the hospital staff from
administration through chiefs to house staff. 


3. Research, [p. 612] 


A variety of strategies was developed to attain objectives. At the
Massachusetts General Hospital the goal was to demonstrate that the scientific
method was applicable to psychiatry; at Rochester the operational strategy was
to merge with medicine; at Duke the aim was to reach objectives through
concentrated training of the medical house officer; at Johns Hopkins there was
refinement of the consultative process; at Washington University emphasis was
on the comprehensive approach to clinical problems; at Cincinnati the
psychosomatic ward and hospital psychosomatic conferences were emphasized; and
at Einstein there was a hospital-consultation service and psychoanalytically
oriented teaching. All of these were designed to influence the acculturation of
the non-psychiatrist physician toward the acceptance of psychiatry as relevant
to the care of the sick and dying. 


In the history of liaison psychiatry, six models of consultation
liaison programs developed. 


The Consultation Model 


Patients are referred to the psychiatrist for evaluation and
possible treatment, and/or for recommended emotional care by the consul tee
and/or caretaker staff. This is basic to all models, whether alone or in combinations
with other models. Despite the fact that there is no solid data on the
availability of psychiatric consultations in general hospitals, probably most
of the general hospitals in the United States carry on psychiatric
consultations, principally following the consultation model. This is
particularly true in community hospitals, and is the sole model in many
teaching hospitals. 


The Liaison Model 


Psychiatrists and other mental health workers are assigned by a
liaison division of the department of psychiatry to selected hospital units
(usually in the department of medicine) to consult, case find, and teach. This
design is sometimes referred to as the consultation-liaison model. It often
relies on “islands of excellence” or model demonstration. This design has been
the one of choice in many training centers, with the implication in some that
ultimately liaison arrangements will cover the entire hospital. This has never
been fully achieved. 


The principal example of the liaison model is at the University of
Rochester.' The program was started in 1946, has remained under the same
leadership and has had the full support of both the departments of psychiatry
and medicine. It has been a principal area of psychiatric undergraduate
teaching and has provided training for a large number of psychosomatic fellows
(109 between 1946 and 1977), 60 percent of whom became full-time medical
educators. Its operational strategy seems to have been to interdigitate or
merge with medicine, through what has been termed the Medical Psychiatric
Liaison Group. Through the years this group has consisted of five to ten
full-time senior staff and six to nine fellows in training. Like leaders in
several other liaison programs, the majority of the staff first received
training in internal medicine and later qualified in psychiatry. The tightness
of the liaison arrangement, which permits the liaison worker to act as a
resource person in both psychiatry and medicine on select medical hospital
units and exemplifies the role model of the internist who integrates
psychosocial factors into his clinical considerations by performance, is an
important characteristic of the Rochester liaison program. 


The Milieu Model 


An extension of the liaison model, the milieu model places emphasis
upon the group aspects of patient care, group process, staff reactions and
interactions, interpersonal theory, and the methods of Stanton and Schwartz.
Several centers combine the liaison and the milieu models. Mental health
personnel are assigned to critical care units rather than to clinical
departments. The goal is patient care with the psychiatrist a participating
member of the unit team, in which he often becomes the unofficial leader.
Teaching combines behavioral, biological psychiatric, and psychoanalytic
theoretical models. This model was developed in the 1970s as a result of
changes within clinical medicine. 


There are now many centers in which psychiatric services attach
psychiatrists to intensive care units in liaison arrangements. Two that can be
cited as examples are the psychiatric departments of the Massachusetts General
Hospital and the Hospital of the Albert Einstein College of Medicine. At the
Massachusetts General Hospital active liaison psychiatry is an integrated part
of clinical work in the intensive care unit, the coronary care unit, the
pulmonary care unit, burn unit, and in oncology.* At the Einstein Hospital, all
available psychiatrists are scheduled for priority service on critical care
units, in acute psychiatry, and in oncology and terminal care rather than
assigned to liaison arrangements with clinical departments. 


Additional liaison psychiatry centers may concentrate on the
critical care model in one specific area, such as in hemodialysis units, as has
been the case at the Downstate Medical Center and at the University of Southern
California. 


The Biological Psychiatry Model 


This is a more exacting example of the critical care model with
strict emphasis upon neuroscience and psychopharmacology in which the
psychiatrist maintains his status as a peer scientist. He provides the
psychological care by assessment of cognitive disturbance and changes in levels
of awareness, and treatment at these biological levels by management with
psychopharmacologic and other physical agents and by maintaining vigilance to
assure an optimal environment for the patient. The Massachusetts General Hospital
utilizes this model, as does Columbia, the University of Southern California,
and Montefiore Hospital. 


The Integral Model 


The aforementioned models of liaison programs depend in the main
upon traditional consultation with patients and staff and liaison arrangements
whereby initiative for psychosocial intervention rests entirely with the non-psychiatrist
physician. As a result of the burden of critical care, medicine with its load
of technocratic systems and complexities and social pressures, the integral
model of liaison psychiatry is developing a new direction in medical care. It
was first conceptualized and established at the Hospital of Albert Einstein
College of Medicine, while at the same time its possibilities were recognized
and reported at Montefiore Hospital. This model is based upon the inclusion of
psychological care as a component of patient care, as the right of every sick
person, and provides for the availability of the psychiatrist to function at
the points of clinical and administrative need. The initiative comes from staff
consensus on the need for psychiatric intervention more than from the judgment
of the non-psychiatrist physician. The integral model will be discussed at
greater length later in the chapter. 


 Liaison Consultation  


Whether the psychiatrist is a member of a liaison team or functions
alone, his principal contribution to the medically ill and to medical and
surgical colleagues is through the psychiatric consultation. Such consultations
require skilled techniques about which much has been written since midcentury.
We can distinguish between the “psychiatric consultation” and the “liaison
consultation.” The first is essentially an arrangement between the patient’s
attending physician and the psychiatrist, ostensibly for purposes of diagnosis,
management, or treatment planning in which the patient is interviewed and
averbal or written report is given to the consultee. In the absence of a
liaison program the result is apt to be a single examination, a so-called “one
shot” consultation which may prove valuable as an assessment if properly done.
The solitary psychiatrist, if he has undergone liaison training, will often
develop the single contact into a liaison consultation. 


This author has described the nature of the liaison consultation: 


At the core of liaison work is the dynamic contact between the
liaison psychiatrist and the key figures in the clinical field: patients,
families, physicians, nurses, social workers, administrators, psychologists and
others. The interaction at this point of contact is called liaison
consultation, and the principal participant is the liaison psychiatrist whose
task it is to serve as the resource expert on psychological and social
variables in disease. The substantive knowledge, methods, and techniques of
psychiatry are brought to bear on the task. The liaison psychiatrist is
expected to have additional knowledge concerning the characteristics of forces
at the interface of psychiatry and the other medical disciplines. The points of
dynamic contact are variable so that the consultations may be with the patient
alone, with the patient and consultee, with the patient and nurse, with the
patient and all key persons in his clinical field, with the consultee alone,
with the family alone, or with other combinations. This fluidity of
consultative endeavor is one of the principal skills of the liaison
psychiatrist. He is adept at changing role models and is familiar with systems
and boundaries of systems, [p. 132] 


 Approaches to the Psychiatric Consultation  


The preceding description serves as a background for the definition
and discussion of approaches to consultative work and of models of psychiatric
consultation. Although the patient is ostensibly the object of the
consultation, the working orientation to the basic purpose for the consultation
helps to determine the approach. There are four approaches to consultation
work: (1) the patient-oriented approach, (2) the consultee-oriented approach,
(3) the situation-oriented approach, and (4) the professional-oriented or
supervisory approach. 


The patient-oriented approach is the traditional psychiatric
consultation. How to carry this out has been carefully spelled out in many
publications. There is general agreement on the method: preparation for the
consultation, the setting for the examination, the approach to the patient, the
interview, the consultant-patient relationship, the written report, and
transactions with the consultee. The approach is always patient-centered; the
objective is the assessment of the patient himself. 


In 1959, Schiff and Pilot introduced the concept of the
consultee-oriented approach. 


It is based on a point of view which is primarily consultee-oriented
rather than patient-oriented, and attempts to examine carefully the manner in
which the consultation is requested and the background of each situation. The
assumption is made that every psychiatric consultation, if not every
consultation, stems from the referring physicians concerns, of which the most
cogent are frequently not explicitly stated, [p. 357] 


This point of view focuses on the latent reasons for the consultee’s
request in terms of his position in the clinical situation and has become a
frequently used component of the consultative process. Whether or not the
results of the consultation will be acceptable to the consultee and be acted
upon productively by him may depend on the incorporation of the
consultee-oriented approach. 


The situation-oriented approach has essentially a group process
emphasis and was described by Greenberg in 1960: 


At times, the interaction of members of the clinical staff may
produce an atmosphere in which certain aspects of the patient’s historical
behavior produce anxiety in one or more staff members, or in which covert
symptoms became manifest... A situation-oriented approach is suggested to meet
with the conditions found in some research settings, as well as with the
conditions of a general hospital. This approach takes into account the interpersonal
transactions of all the people involved in the direct care of the patient,
[p.691] 


This approach acknowledges that the medical-surgical inpatient unit
is a therapeutic community, although it is usually neither organized nor
monitored as such. We have here a transformation of the concepts and methods of
Stanton and Schwartz and others in the psychiatric hospital setting. This
approach is, of course, easier to use in the milieu liaison model, but should
be considered in any consultation event. 


The professional-oriented approach is essentially a supervisory one
and was described by Greenhill in 1977: 


In this approach psychiatrists consult with physicians regarding
patients whom the latter does not want seen or whom it may not be necessary to
see, may advise them on the psychological management of patients without
interviewing everyone, and may conduct psychotherapy supervision as a learning
experience for the medical trainee or practicing physician without meeting the
patient. Nurses and social workers subscribe to this approach frequently, and
in addition, some patients are electively not seen in staff conferences held in
their behalf, [p. 133] 


Although the implication is that this approach is reserved for
situations in which the patient is not to be seen, this is not always the case.
The supervisory function is at the core of the professional-centered approach
with the psychiatrist in the background, whether he has seen the patient or
not. 


 Theoretical Models of Psychiatric Consultation  


In concept, theoretical models are not always different from these
approaches to consultation except that they seem to include unified theories on
the background and meaning of the consultation and how the process is worked
through. There are four consultation models described in the literature: (1)
The operational group model, (2) The communications model, (3) The therapeutic
consultation model, and (4) The crisis-oriented model. 


The operational group model was described in 1961 by Meyer and
Mendelson. It is essentially a social process model. The operational group
consists of four people: the patient, the internist, the consulting
psychiatrist, and the nurse. By the systematic collection of data from the
transaction of these four people, the identification of the problem and its
solution is forthcoming. Schwab interprets the concept as: 


the request for psychiatric consultation reflects a crisis within
the group, usually a disruption of trust and communication between the patient
and the “caring for” people. The entrance of the psychiatrist redefines the
operational group, thus reducing anxiety and establishing trust and
communication. The interaction between the patient and staff then becomes
therapeutic. 


The communication model was described in 1964 by Sandt and Leifer. It
represents once more the application of a social science theoretical model to
medicine, in this instance, communications theory. Sandt and Leifer do not go
beyond analyzing the communication (language) factors in the request for
psychiatric consultation by decoding latent reasons for the request. Brosin, in
1968, carried the communication concept beyond the request to the consultation
process by suggesting that the consultant carry out a message system throughout
the duration of the case. The successful encoding and decoding of messages
determines the outcome of the specific liaison arrangement between consultee
and consultant. 


Weisman and Hackett’s therapeutic consultation model has as its
objective the formulation and implementation of a management program for
patients with psychological problems. They have written: 


There are four phases to the work of therapeutic consultation: Rapid
evaluation, with special attention to the personal factors and the reason for
consultation; psychodynamic formulation of the major conflict, predominant
emotional patterns, ego functions, and object relationships; rational planning
of a therapeutic intervention, based on the formulation; and active
implementation by the psychiatrist himself. 


The theoretical approach is “patient-oriented, rather than
disease-oriented” in that it attempts to provide psychiatric management by
focusing upon crisis, conflict, and reality testing in the patient’s brief
hospitalization. 


The crisis-oriented model, as described by Greenhill, places a greater
emphasis on behavioral therapy. It considers psychosocial factors as emotional
stressors that produce exacerbations of symptoms and behavioral reactions by
the sick person which are presented in some form as a crisis. The exacerbation
that brought him to the hospital and his course in the hospital may be marked
by a series of critical events, and he may be influenced in the social setting
of the medical unit by crises within the staff or of other patients. In the
consultation, the liaison psychiatrist identifies the event-dysfunction
sequences and the patient’s communication defenses which attempt to shield him
from disclosures to the staff. The consultant also screens for staff
involvement in the relevant crises and for other sources of crises in the
milieu. Thus a pattern of behavioral and somatic reactions to emotional stress
is noted and communicated to the consultee and staff, and concomitantly a
therapeutic approach to the patient is begun. 


 The Delivery of Mental Health Services to the
Medically  Ill 


 Psychiatric Consultations  


In the field of medical care, those patients in need of psychiatric
intervention who are referred for consultation are “case found” in liaison
programs, or remain anonymous. As we shall see, the majority remain anonymous. 


There are several categories of patients with medical and surgical
disorders who require mental health services, but there are a limited number of
studies on frequency. From a series of 2,521 consultations in two Yale teaching
hospitals, Kligerman and McKegney listed diagnoses and frequency of occurrence: 


1. Acute and
Chronic Brain Syndromes 31.0 percent 


2. Depressive Reactions 57.4 percent 


3. Conversion Reactions 11.5 percent 


4. Neurotic
Reactions 32.2 percent 


5. “Classical” Psychosomatic Disease 8.8 percent 


When one considers Schmale’s figures on depression and separation
reactions in medical patients, the incidence of depression ranges from 57.4
percent to 69.0 percent. Other studies show that the frequency is close to that
range. Poe found that 52 percent of 191 patients at the Peter Bent Brigham
Hospital suffered depressions and West and Bastani found depressive disorders
in 52 percent of 1,039 patients at the University of Nebraska Medical Center.
Shevitz, Silberfarb, and Lipowski diagnosed depressive reactions in 53 percent
of 1,000 consultations; of those uncovered 20 to 25 percent were severe enough
to warrant treatment. Mood disorders are undoubtedly the major psychiatric
complication of the medically ill. 


Statistics on other psychiatric diagnostic categories, dependent
upon the population studied, vary more than depression. Organic brain syndromes
varied from 18.0 percent to percent and neurotic reactions from 3.0 to 31.2
percent. It appears that mood disorders, organic mental syndromes, and
management problems account for the principal efforts of psychiatric
consultants. When added to this is the reported fact that 47 percent to 68.2
percent of referrals show both a physical and psychiatric disorder, the purpose
of liaison psychiatry is clear. 


But this is only a portion of those needing help. These patients are
those on whom consultations had been requested. There are others. Kligerman and
McKegney reported that between 39 percent and 45.8 percent of the patients on
the Yale-New Haven Hospital Medical Service were moderately or severely
emotionally disturbed. Lipowski, in 1967, cited the prevalence of psychiatric
morbidity in “medical” populations in nine studies as ranging between 15
percent and 72.5 percent, depending on the study. There is general agreement in
all prevalence studies carried out since then that in 20 to 50 percent of
medical-surgical patients there is an associated psychiatric morbidity, with
most reports citing a figure of 40 to 45 percent. 


In contrast, the frequency of psychiatric consultations requested is
low. Kligerman and McKegney reported that only 2.94 percent of all patients at
Yale-New Haven Hospital have been subjects of such consultations. At the same
center, Duff and Hollings-head reported there were consultations requested on
only 6 percent of 161 identified psychiatric problems on a medical-surgical
unit. From eight other studies over several years (reviewed in 1967), the
frequency ranged from 4 to 13 percent with an average of 9 percent. It is
suspected that this is high, for all reports since then have shown that the
consultation rate rarely goes above 


percent. It is at this level at the Einstein Hospital, and at 3.3
percent in the Dartmouth study. Benson reported consultation rates of 0.5
percent, 0.7 percent, and 2.0 percent in three additional studies. Cavanaugh
and Flood, in a survey of attending physicians, reported that 1 to 5 percent of
their private hospitalized patients received in-hospital psychiatric
consultation. At any rate, only a small proportion of the medically ill who
need psychiatric intervention receive it; in round figures, only one in
fifteen. 


The obvious questions that arise are: Does this represent a striking
lack of interest and strong resistance on the part of physicians, even where
there are active educational programs? Or does it indicate that the liaison
system itself provides enough “know-how” on the part of nonpsychiatric
personnel that the mental health needs of patients are being met and not
reported? Or are there forces at work that result in the emotional needs, the
“felt needs,” even the psychopathology, being grossly neglected, no matter how
great the zeal and efforts of liaison people? There are no evaluation studies,
but the answer is probably some of all of these. All of the evidence points to
the fact that after forty years and two generations of effort by liaison
psychiatrists, physicians as a class do little about emotional care. 


 The Liaison Program  


The purpose of the liaison system is to improve the delivery of
mental health care and to overcome the obstacles to its effectiveness. This is
achieved, first of all, by insuring the availability of psychiatrists in the
units of other clinical departments of the general hospital by utilizing
strategies that attach them to clinical rounds, conferences, and teaching
exercises. When the psychiatrist has been assigned by negotiation with the
chief of another service, he utilizes opportunities for contact and
relationship with the non-psychiatrist physicians and other staff members to
insinuate and promote psychosocial considerations into patient care. This is
brought about by case finding and education. In distinction to the passive
position of the psychiatrist who waits to react until he is invited during the
traditional psychiatric consultation, the liaison psychiatrist, if he is
skilled in the liaison process and psychosomatic approach, assumes an active
posture for clinical intervention. His aim is to relate to the non-psychiatrist
physician and to work through the latter’s resistance to psychosocial intervention.
This is best realized by education and training. 


 Education and Training  


To teach the physician to include psychosocial variables in patient
care and then to deal with them himself, or to teach him to permit a
psychiatrist to participate, has proven to be a special and challenging task
for the psychiatric educator. He aims at an improvement through education in
clinical science for the benefit of the somatically ill patient. This he
undertakes to do by broadening the base of clinical considerations by enlarging
the concept of the biomedical model in use throughout medicine. Adolf Meyer
attempted this early in the century by implementing his concept of
psychobiology. Numerous others have followed with comprehensive and holistic
approaches. Engel the most recent and vocal advocate, emphasized the necessity
for a “biopsychosocial” model as fundamental to the theory of disease. The aim
is to educate the medical clinician to be a “whole” thinker, not an
exclusionist or reductionist. 


The logistics of the teaching situation has special characteristics.
A small number of liaison teachers (one to ten), with a small number of liaison
fellows (one to six) or none at all, have undertaken the task of teaching
clinical faculty, medical students, psychiatric residents, attending
physicians, interns, residents, and fellows in other departments, nursing
students, nursing staff, nurse clinicians, and a variety of ancillary
personnel, whose multidiscipline collaboration is needed. The strategies
developed to allow teachers to do an effective job in these proportions depend
on the needs of the institution and the interest and personality of the liaison
leader. On the whole, the attempted strategies aim at (1) concentrating the
teaching area in a limited geographic area, that is, one or more medical units
in the department of medicine; (2) establishing a demonstration model or
“island of excellence” in one hospital unit or subspecialty; (3) attempting to
reach the learner while he is still a medical student; (4) enlarging the
population of available liaison workers by concentrating on graduate training
(fellowships); and (5) utilizing the services of available fellows to do the
principal work of teaching house officers in other departments by peer effect.
As a matter of fact, in many programs the task is so disproportionate that the
patient may become the end point of interest, so great must be the strategy of
educating caretakers. 


The following are a comprehensive group of teaching objectives that
were derived from a survey of several centers, and that are applicable in
degrees of intensity to the education of medical students, non-psychiatrist
residents, and fellows: 


1. to teach
those psychiatric methods and techniques that are relevant to the physically
ill, including the collection and assessment of raw psychosocial data by use of
interviewing technique and instruction in supportive therapy, limited-goal
brief psychotherapy, and crisis intervention; 


2. to
present a body of substantive psychiatric knowledge the content of which is
relevant to medical and surgical disorders. This would include delirium and
dementia; depression, grief, and separation reactions; psychoneurotic
equivalencies in somatic disease (anxiety attacks, conversion reactions),
emotional stress-sensitive medical disorders (peptic ulcer, asthma, and so
forth); psychological reactions to illness, to interpersonal stress, and to
terminal states; and addictive reactions and borderline states; 


3. to
examine the administration of psychopharmacological agents to the physically ill; 


4. to
present the influence of social science, with the effect of social stresses and
patterns on exacerbation and course of medical and surgical disorders; 


5. to change
the attitudes of the learner regarding psychological processes, the image of
the psychiatrist, scientific dogma, the quest for certainty, and the counter
values of other teachers; 


6. to
influence the learner’s methods of communication, verbal and written, to
include recognition of psychosocial phenomena and willingness to engage the patient
on emotional topics; 


7. to
interest the learner in the problems of chronicity; 


8. to offer
the learner experiential involvement in the physician-patient relationship in
medicine by continued case supervision, brief, or extended; and 


9. by a
combination of points of concentration on interviewing technique, group
process, physician-patient relationship, and modification of attitudes to
increase the learner’s humanitarianism. 


We now come to the consideration of role models in this educational
process. In 1967, Engel wrote: 


Of critical importance for the establishment of the program and its
subsequent growth was, I believe, the fact that I and those who joined me in
the early days were fully qualified as internists. This enabled us to establish
ourselves as peers on the medical service and gradually to overcome the
misconception that we were alien poachers on their domain. . . . When such
programs are staffed only or predominately by psychiatrists, they never really
become anything other than psychiatric consultation services. As a result
students and house officers never have as a model a physician who combines in
his own personal skill both the psychological and somatic aspects of illness.
And without such a model the student has no alternative but to believe that it
takes two specialists to deal with psychosomatic issues. 


Kaufman presented another point of view in 1953: 


A psychiatrist is a catalyst, an integrator. He has a great deal to
contribute to medicine, but his contribution must be made primarily as a psychiatrist.
The writer has no patience with the type of psychiatrist who tries to smuggle
himself into medicine under false colors and who feels that it behooves him to
demonstrate to the surgeon or to the internist that after all he too, is a top
internist or surgeon . . . The psychiatrist is a psychiatrist, just as the
surgeon is a surgeon; and it is only as a psychiatrist, standing firmly based
on his own discipline, that he can eventually demonstrate the value of his
orientation in the understanding and treatment of patients. 


The stand taken by liaison psychiatrists concerning role model
appears to be influenced by their own predominant identifications. As a teacher
of many years, this author knows that many liaison fellows are searching for
their identity in medicine; most of them find it, on one side of the fence or
on the other, but always retaining that “liaison touch.” In 1977, this author
wrote: 


I think we are historically beyond the image of the internist as the
role model. The role model is a proven expert clinician in any field, including
psychiatry, whose enthusiasm for clinical science is contagious, and who can
demonstrate that psychosocial data and interpersonal processes are powerful
factors in medicine. The internist role model may be less prepared to deal with
the exigencies of social and behavioral pressures on medicine today than the
psychiatrist or the professor of community medicine, [p. 152] 


When all is said and done, if one cuts through all models, designs,
and efforts in teaching and training in the psychosomatic approach in graduate
and postgraduate education, the basic ingredients are exposure and engagement.
Those patient care and teaching programs that encourage, by whatever means,
consistent and meaningful exposure of the physician to the emotional
implications of the clinical state of his patients and that assist him to
engage with the consultant, the patient, the nurse, and the family in
open-ended acknowledgment of such implications reflect realistic expertise. 


 Resistance  


Throughout the history of psychosomatic medicine and liaison
psychiatry the obstacles encountered in patient care and teaching have been
much discussed and reported. McKegney, Lipsitt, and Krakowski in the United
States wrote about these during the 1970s. Limitations of the psychosomatic
approach have been caused by several factors including economics, space, and
curriculum, but the most serious and prevalent are physicians themselves. 


For want of a generic term, I have called these particular
physician-generated obstacles, “resistances.” In 1950, Greenhill and Kilgore
reported on types of resisters encountered among medical house staff engaged in
a liaison teaching program and on how to deal with their resistances. Although
the term has been used frequently through the years, it bothers some who align
it with resistance in the therapeutic process and the repression of unconscious
conflicts. Here, the term “resistance” is used in a wider sense to denote the
efforts of physicians to avoid, withstand, deny, deter, and obstruct, by any
means, conscious or unconscious, the consideration of the influence of emotion
in disease. It is a well-known fact, well documented in the literature, that
physicians tend to resist utilizing psychiatric service and give low priority
to the emotional concomitants of clinical situations. 


Resistance to psychological medicine on the part of non-psychiatrist
physicians is complicated, puzzling, and stubborn. It has taken many forms, and
many methods have been employed in attempts to combat it. Conciliation,
concession, internist role modeling, use of somatic language, equality of rank,
emphasis on physiology and biochemistry, and attitudes indicating the validity
of a psychiatric approach are among the methods that have been used by liaison
psychiatrists. Early exposure of the medical student, with reinforcement at
later stages in his career, is another. Causes advanced for resistance to
psychological medicine include the intensive pressures of medical training,
assimilation by medical students of the negative attitudes toward psychiatry
and psychological medicine held by teachers in other fields, anxiety aroused by
unconscious forces within physicians, and a distrust of the perceived lack of
certainty of human behavior. 


But the non-psychiatrist physician is not alone in his resistance,
for the psychiatrist participates in it in his own fashion. A factor that has
not been thoroughly explored by liaison psychiatry is the resistance within
psychiatry itself. Most psychiatrists prefer to work with the intricacies of
interpersonal relations and intrapsychic forces, specific symptom groups, and
psychotherapy. They are apt to be strongly individualistic or oriented toward a
particular social group. It may not always be a matter of psychiatrists feeling
uncomfortable in the medical situation and with the medical model, but rather
that they do not find medical patients very interesting psychiatrically. Such
patients seem psycho-pathologically superficial and their psychological
aberrations, not being readily presented, must be sought out. Besides,
psychiatrists in the main do not like to work with unmotivated patients. 


The behavior of psychiatrists toward medicine and other physicians
has been considered by many to be an important source of avoidance of the psychosomatic
approach on the part of their medical colleagues. For example, Lipsitt has
written that (1) most psychiatrists withdraw from the medical model; (2)
psychiatric residents tend to be uneasy in the liaison rotation, considering it
“regressive”; (3) internists reject the psychiatrist or exhibit discomfort in
his presence, and the psychiatrist helps to promote this; (4) the psychiatrist
tends to misperceive the difference in style, rhythm, and demands of office
practice; and (5) the psychiatrist has little understanding of how to
synthesize with the “doctor’s job.” But the tendency to blame the
interrelationship between physicians and liaison psychiatrists for this problem
seems too narrow a view; many other causes are at work as well. 


 The Role of Psychiatric Units in the General
Hospital  


The general hospital has become the focal point for the delivery of
mental health care in the United States. This has come about as a result of the
evangelical campaign for deinstitutionalization of the mentally ill and the
concomitant expansion of the number of psychiatric units in general hospitals.
The increase in such units has been phenomenal. In the decade of the 1940s,
there were an estimated 40 psychiatric units in general hospitals; by 1971
there were 750. Another 289 hospitals provided inpatient psychiatric treatment
on their regular wards. Therefore a total of 1,039 hospitals, a minimum of 19
percent of the 5,565 community general hospitals in the United States, admitted
psychiatric patients from the community. In 1971, there were 542,000 patients
admitted to these units, which was 43 percent of all psychiatric admissions
compared to 34 percent admitted to state hospitals. That percentage has held to
the present time. Of the general hospitals that have psychiatric units, the
median unit size is twenty-eight beds. 


These facts are presented in order to consider the relationship of
liaison psychiatry to psychiatric units in the general hospitals. In actuality,
there is very little relationship. It might be presumed that having an active
psychiatric unit in their midst, physicians would request more consultations,
and that medical-surgical patients with psychiatric complications would be
transferred to the psychiatric units for optimal care. It might also be expected
that liaison divisions of the hospital department of psychiatry would be
strengthened. Nothing of the kind has occurred. 


Benson has pointed out that the consultation rate remains constant
when “It would be thought that a viable psychiatric unit alert to psychiatric
problems in the rest of the general hospital population could increase the
consultation rate.” As for the transfer of medical-surgical patients with
depressions, organic mental syndromes, psychological management problems, or
other psychiatric conditions to the psychiatric units, all evidence shows that
this seldom occurs. One has but to study the censuses of psychiatric units to
see that they have a distinct population. 


On the other hand, it has been reported that the psychiatric unit
has a salutary effect on the general hospital. It is reassuring to medical and
surgical staff, no matter what their criticism of the presence of a psychiatric
unit in their midst, to know there is a backup facility at hand should any
patient become unmanageable. It is ironical that these backup facilities are
loathe to accept transfers. The units prefer to admit only patients with
psychiatric disorders—and only from the community—because the pressure from the
community to take psychiatric patients is great. Further, staff on psychiatric
units believe that admission of medically ill patients will contaminate the
therapeutic milieu, and psychiatric nurses find it difficult to take care of
medical patients and psychiatric patients at the same time. 


It is a paradox that psychiatric units in general hospitals do not
serve the hospital populations, particularly in view of the high incidence of
psychiatric disorder within the general hospital population. At one time in the
history of liaison psychiatry, it appeared that this problem might be avoided
by the establishment of “psychosomatic units.” These were sections of the
hospital that accepted only combined medical-psychiatric problems and were
staffed by physicians and nurses from both psychiatry and medicine. Such units
existed in the 1940s and 1950s at the University of Cincinnati, Mount Sinai
Hospital in New York, Montefiore Hospital in New York, and the University of
Maryland in Baltimore. With the exception of the unit at Cincinnati, they did
not survive for various reasons, but the recommendation has been made that, notwithstanding
the cost, general hospitals of the future should have two psychiatric units,
one for psychiatric patients from the community and the second to serve the
medically ill in the hospital. Otherwise, the latter are neglected and the
hospital department of psychiatry does not have a proper liaison with its own
liaison group. 


 Evaluation  


Evaluation of the scope and effect of liaison psychiatry has been
sparse. Houpt attributes this to the complexity of its goals and theoretical
viewpoints, the characteristics of settings in which it operates, and the
variety of the organizational structures of liaison programs. To this may be
added the fact that so limited were the facilities and the number of workers in
the field and so meager the financial support that demands for teaching and
service were all that could be handled, to say nothing of ongoing assessment.
Besides, until they became required, methodologies of evaluation and
accountability held little interest for psychosomatists and liaison
psychiatrists. Few evaluation studies of liaison psychiatry existed before
1977. The increased number after that may well be a result of the high priority
that, beginning in 1974, was given to the development and expansion of
psychiatric consultation-liaison teaching services by the Psychiatric Education
Branch of NIMH. Financial support has been provided for more than fifty
programs each year since then, and each of the supported programs is required
to have an evaluation component. This last requirement may also account for the
increased quality of evaluation in recent studies. 


 The Roles of Nonmedical Disciplines  


In essence, liaison psychiatry deals with multifactorial health
issues through multidiscipline channels. In this pluralistic approach, any
situation in the patient care setting involves not just psychiatrist and
patient, nor attending physician and patient, nor psychiatrist and attending
physician, nor nurse-patient-consultee-psychiatrist, but many professionals in
a group effort that spans the boundaries of many disciplines. The more all
disciplines dealing with the sick know about the psychosocial aspects of
illness and include them in the techniques and attitudes of their clinical
efforts, the more accurate the care. Nurses, social workers, psychologists,
mental health paraprofessionals, physical therapists, activity therapists,
dieticians, and clinical technicians are all involved. Hospital administrators
must be consistently informed and educated to the liaison approach. Because an
informed therapeutic community is the aim of the experienced director of
liaison psychiatry, he should include all health disciplines in his planning.
The goal of a complete therapeutic community is beyond achievement because the systems
of the general hospital are too numerous and complex, but the thrust of an
active program is always in that direction. 


The nonpsychiatric physicians and psychiatrists have the major
responsibility in liaison psychiatry, but most of the work is performed by
medical-surgical nurses: 


When all is said and done, the nurse deals with the emotional care
of the patient more than anyone else. As a matter of proximity alone, it falls
to the nurse either to be exposed to the crises of patients or to be confronted
by them through default, because there may be no one else. 


Nurses become involved in liaison programs as result of the
recognition and enhancement of their clinical influence by the psychiatrist, by
in-service training, and through the development of the concept of the
psychiatric liaison nurse (PLN). The latter is usually a psychiatric nurse
clinician but may be a medical nurse clinician with psychiatric liaison
training. The PLN functions collaboratively with general hospital nurses in a
fashion analogous to the work of the liaison psychiatrist with the non-psychiatrist
physician. 


In 1971, Barton and Kelso called attention to the following
functions of the liaison nurse: (1) providing perspective from the viewpoint of
the nursing profession; (2) gathering information about patients for the
diagnostic process; (3) being involved in prevention of crises and intervening
in crises; (4) providing specialized nursing care otherwise unavailable; (5)
coordinating available resources by improving communication; (6) providing an
educational experience for the members of the liaison team in the transactional
field of the patient (nursing care); and (7) participating in research into
aspects of nursing care. In 1973, Kimball cited the report of Pranulis on the
role of the PLN at Yale, which included not only participation in diagnostic
evaluations, staff sensitivity training, problem solving regarding gaps in
patient-staff communication, and a brief psychotherapeutic approach, but also
acted as a triage person for referral of the patient to the most appropriate
liaison team member. 


From the beginning, physicians have been more comfortable in
referring the psychosocial aspects of patient care to medical social workers.
In liaison work, the objective is to incorporate this tendency into the
mainstream and not allow it to be a factor in the physician’s resistance.
Social workers have considerable effect on the patient’s attitudes toward
convalescence and recovery in planning for the after-hospital period, are in
positions to take leadership in aiding families to cope with and accommodate to
illness. Lately, they have made a major contribution to hospice and terminal
care process in the general hospital. 


Psychologists are much needed in evaluation studies, case finding,
research, and procedural planning regarding failure of coping devices and
changes in levels of consciousness in critical care situations. 


Attempts have been made to train and utilize paraprofessionals as
mental health counselors on medical-surgical units and with cancer and dialysis
patients, for case finding and triage, but these programs have been difficult
to maintain within the hierarchy of the hospital structure. 


 The Economics of Liaison Programs  


Reimbursement for consultative-liaison psychiatric services is poor.
There are many reasons for this including: (1) the resistances of non-psychiatrist
physicians, attitudes of general hospital administrators, and policies of
third-party carriers; (2) national problems inherent in the issue of health
insurance for psychiatric disorders; (3) low-key interest on the part of
organized psychiatry and departments of psychiatry in campaigning for
appropriate reimbursement for consultation-liaison work; (4) slowness of
psychiatry to participate in general hospital quality assurance and medical
audit developments; (5) inequities of reimbursement for consultation as a
problem shared by several disciplines in addition to psychiatry; and (6) the
unwillingness of medically ill patients to take responsibility for payment or to
press third-party carriers for it, either due to poor preparation for
psychiatric intervention or because of characteristic reactions against such
intervention. The attempts made to overcome this inequity have been of little
or no avail, particularly in approaching third-party carriers or hospital
administrators. In the face of the high costs of medical care, reimbursement
for consultative-liaison psychiatry has low priority at the administrative
level. Psychiatry is often put off by insistence that it must set down the
criteria for diagnosis, therapy, and prognosis in order to provide a firmer
basis for establishing fees. 


Be that as it may, there is no third-party coverage for liaison
services. As Sanders has pointed out, third-party carriers place several constraints
on reimbursement: 


For inpatients, payment is allowed for one consultation, but
follow-up care is not a covered service for most patients . . . 


Simultaneous care from one service, such as the provision of a
general psychiatric consultation and the services of a psychopharmacologist,
will not both be reimbursable; only one caretaker per discipline is covered. 


Important therapeutic functions are not covered; for example the
hospital is not reimbursed when a patient is granted a leave of absence. 


Similarly, liaison work and the provision of one-to-one supervision
for the house staff so necessary to protect the patients contract for a
specific type of therapy and for confidentiality is not a recognized
reimbursable service any more than is the care rendered to family members of a
child who has been identified as the patient. 


Within the arrangements for liaison between departments, the liaison
service is usually inadequately subsidized by the department of psychiatry and
little or not at all by the other departments it serves. At Rochester, with its
thirty-year collaboration with medicine, in 1976 the Department of Medicine
paid 10 percent of the budget of the psychiatric liaison department.
Infrequently, another department will subsidize a liaison fellowship. It is
reported that at the University of Vermont, the general medicine service
contracts annually for a dollar amount of liaison service, but it is too early
to measure its effects. In 1972, McKegney estimated that at the University of
Vermont Hospital “the amount of time necessary for a staff psychiatrist to
perform an adequate role on one non-psychiatric unit seems to approximate 10
hours per week” at a cost of $15,000 to $20,000 per year per inpatient unit
based on an hourly rate for psychotherapy. At a contractual rate, a lower base
could be reasonably expected. But almost all departments other than psychiatry
contribute nothing at all. As for the hospital administration, if it budgets
for a chief of psychiatry, it expects him to be responsible for the liaison
work in addition to all other responsibilities. 


It is well known that psychiatrists are poorly compensated for
consultations. The lack of patient interest and frequently poor preparation for
the consultation by the consultee contribute to this. Consultants spend at
least double the time ordinarily given to a psychotherapy session and may
receive half the fee or none at all. However, improvement is possible where
patients themselves pay for the service, particularly in well-organized liaison
programs. 


Guggenheim indicated the outlook for the future economics in liaison
psychiatry. 


Can new national health legislation be influenced to benefit
consultation psychiatry? Should hospital administrations be urged to put the
cost of consultation psychiatry on to the per diem rate charge for all
patients? The fiscal planning of consultation work offers the challenge of
developing an optimum and a minimum cost-benefit figure in consultation
psychiatry. Guidelines need to be established in setting up the disbursal of a
given mental health budget for a general hospital as well as for the relative
evaluation of the effectiveness of different models of consultation activity,
[p.178] 


The claim has been made that “as yet there are insufficient data to
support the premise that caretaking in the general hospital is both more
effective and more efficient when consultative-liaison psychiatry is present.”
These data will gradually be collected. Cost-benefit ratios are urgently needed
in planning for the health insurance of the future. The data that exist (such
as the studies demonstrating that early referral in consultation reduces
long-term maladaptive responses, the medical audit at the Einstein Hospital,
which shows that patients with organic mental syndromes who do not receive
psychiatric intervention have appreciably longer hospital stays, and others)
point to what will be proven to be obvious. Cost-benefit ratios will
undoubtedly show that third-party carriers and hospital administrators are
emotionally blind to the importance of psychological care of the sick in
reducing the overall cost of medical care. If they could add one to two dollars
per day to the per diem hospital reimbursement rates, cost-benefit ratios would
result and much needed psychological care would be improved at the same time. 


The single most positive contribution to the financial aspect of
liaison psychiatry is the financial support that is given to education and
training in this field by the training branch of NIMH. This may be as
far-sighted as the action of the Rockefeller Foundation in 1934 that led to the
birth of the liaison design. It may in time produce the leaders who will guide
health care toward the objectives of liaison psychiatry. 


 Empirical Therapeutic Approaches in Liaison
Psychiatry  


Liaison psychiatry is made up of three parts: a consultative
process, a liaison program, and an integrated therapeutic approach to disease.
That the first two parts are well recognized is demonstrated by common usage of
the term consultative-liaison psychiatry. The therapeutic aspect of
psychosomatic medicine has been well studied in clinical research and in the
literature in connection with specific medical diseases and disorders of organ
systems. With the exception of occasional overview studies of the treatment of
psychosomatic disorders and a few position papers on the use of psychotherapy
in treating psychosomatic diseases, few attempts have been made to integrate
models of comprehensive psychosocial management with medical treatment. Gildea,
Alexander, Hopkins and Wolff, Sperling, and Lipowski made earlier approaches to
this subject. But the place of the therapeutic or management approach as a
major component in liaison psychiatry, although commonly practiced, has not
been squarely addressed. 


Recently, an interest in liaison therapy has been emerging. Hill,
Wittkower, and Warnes, Strain and Grossman, Strain, Karasu, and Karasu and
Steinmuller have published works on this topic. All make some attempt to assess
the role of psychotherapy in medical illness, present programs for clinical
management of the medically ill, or edit a series of articles by diverse
authors on different aspects of management in an eclectic potpourri. 


The state of knowledge on the subject of integration of psychosocial
and medical therapy needs much investigation and refinement. Yet therapy and
management proceed in a growing number of clinical settings; what is being
practiced is mainly empirical. There are several such empirical approaches. 


Conflict-Specificity Approach 


Alexander, French, Graham, and Wolff were among the proponents of
the conflict-specificity approach. Alexander was the first to present this idea
in what has been termed his “tripartite” theory: (1) each psychosomatic
disorder has its specific psychodynamic constellation; (2) there is an onset
life situation that activates the specific psychological conflict of the
patient, leading to the exacerbation of the disorders; and (3) the disorder
occurs only in the presence of a constitutional vulnerability of a specific tissue,
organ, or system (X factor of Alexander). Psychiatrists working with medical
patients continue to find this theory useful as a guideline, despite the
contention of some modern theorists, such as Kimball, Reiser, and Weiner, that
the “The Holy Seven Diseases” as they call them (hyperthyroidism,
neurodermatitis, peptic ulcer, rheumatoid arthritis, essential hypertension,
bronchial asthma, and ulcerative colitis) with which Alexander worked, are much
too multifactorial to permit such a concept. 


In general, the conflict-specificity approach identifies the type of
conflict, psychodynamic constellation, and onset situation, and attempts to
bring these to awareness in the patient by brief or recurrent focal
psychotherapy, and by behavioristically teaching the patient to avoid, where
possible, his particular critical issues. 


Personality-Specificity Approach 


Dunbar, Reusch, Rosenman and Friedman, Nemiah and Sifneos, Groves,
and others have emphasized the significance of the personality patterns. The
concept is to approach an infantile, borderline, or hypersensitive character
structure by direct and corrective management, with limit-setting and by
appropriate staff planning. 


Crisis-Specificity Approach 


Engle, Schmale,    Lindemann, Greenhill,
and others give attention to the importance of the precipitating situation and
its repetitive nature, such as separation, loss, bereavement, and other
critical events, with accompanying crisis intervention. This will be discussed
in more detail later. 


Somatic Orientation Approach 


Kiely, Hackett, Kornfeld, McKegney, Levy, and others assist and
support coping mechanisms, emphasize life maintenance, and attempt to correct
failing somatic mechanisms utilizing psychological and cognitive disturbances
for guidance. This has led to such methods as the use of psychopharmacological
agents in somatic disorders; conditioning and behavior modifications;
biofeedback and self-control of physiological functions; increased
psychophysiological considerations in pain, and in sleep disorders; consideration
of the neurobiological basis of psychopathology; and psychiatric intervention
in oncology, cardiac surgery, hemodialysis, and during treatment in intensive
care units. This approach is an integral component of medical care, both acute
and chronic. 


Psychotherapeutic Approach 


Since he is dealing with psychosocial influences in medical illness,
the liaison psychiatrist is continually involved in interpersonal and
intrapsychic phenomena, in one context or another. Consequently he maintains a
ceaseless psychotherapeutic orientation to the transactions between the patient
and himself, the patient and other caretakers, and staff and psychiatrist. In
this day of emphasis on biological psychiatry during which the importance of
interpersonal influences has receded, efforts are being made to maintain
psychotherapeutic attitudes during liaison psychiatry. 


It is beyond the scope of this chapter to review the details of
psychotherapeutic intervention in liaison psychiatry. But the orientation of
psychiatrist, nurse, social worker, and psychologist, among others, as well as
the objectives in teaching non-psychiatrist professionals are the principal
concepts used empirically as guidelines in liaison psychiatry. Whatever doubts
have been raised concerning their usefulness remain unproven. 


 The Influence of the Cost of Care  


The cost of health care is one of the major issues of the 1970s and
1980s, and economists have evolved an industrial concept based on their inquiries
into the health care system. Critical care practice contributes significantly
to this cost and as a result forces within society are exerting pressure which
influences patterns of care. What bearing does this have on liaison programs?
The power structure within the hospital has shifted. The administrator and lay
boards have greater power, supported as they are by Blue Cross reimbursement
rates, hospital council edicts, governmental support, and utilization review.
Admissions may be controlled and hospitalization is shortened. Liaison programs
have too little time to work with hospitalized patients and are beginning to
shift the site of clinical work to the outpatient department. Rotation of house
officers is accelerated and this handicaps the liaison psychiatrist in his
teaching. Protracted care of chronic and recurring medical disorders has been
the ideal clinical situation for the teaching of psychosomatic medicine and for
liaison arrangements. The tendency now is to keep many of these patients in the
community rather than in the hospital, except for brief contact or in
situations requiring heroic measures. The classic psychosomatic disorder either
stays home, undergoes radical surgery, or receives emergency medical
intervention. 


 The Changing Role of the Physician  


The emergence of critical care medicine to change the patterns of
patient care, the effects of social accountability upon the flow of patient
care and its financing, and the recalcitrance of physicians to act upon the
reality of a psychological and humanistic medicine is serving to reduce the
influence and control on decision making of the individual physician. He
appears to be relinquishing some power to medical councils, peer review boards,
hospital administrators, and governmental officials. He finds himself not only
in greater need of the counsel of the psychiatrist because of critical care
medicine and psychopharmacology, but because societal determinants more than
education, compel him to consider psychosocial influences on clinical medicine. 


The principal obstacle to the delivery of mental health services to
medical and surgical patients has been the resistance of the physician. There
has been ample proof that he uses psychiatric consultations sparingly and gives
low priority to emotional care in his clinical management. The job of reaching
the physician and of securing psychological care for patients has been a
difficult one for the liaison psychiatrist, who began his mission forty years
ago with enthusiasm and hope, expecting that he and his disciples could make
converts out of overburdened physicians. He has persisted in that hope. Yet
what scanty evaluation there is demonstrates, as we have seen, that only a
small fraction of physically ill patients receive the psychiatric consultation
or the emotional care they need. 


John Whitehorn wisely wrote in 1963: 


Perhaps the greatest benefit of a liberal education is to escape the
tyranny of first impressions and of naive preconceptions—to learn to suspend
judgment and actions, not indefinitely and vaguely, but long enough and
sturdily enough for the orderly review of evidence and the weighing of
probabilities and values ... It is humanly difficult to weigh alternatives
unless one can cultivate some tolerance
of uncertainty. 


His hope was that when students had more opportunities opened to
them, as part of their educational program, for what he called “scientific
questing,” there would be “less of the phobic aversion for the uncertainties of
the human being.” Physicians have been erroneously taught to be secure only
with the certainty of the fact that science is absolute, which it is not, and
“the tolerance of uncertainty” which is required in the multi-variables of
human behavior is anathema to them. 


The changing role of the physician in the face of the changing
patterns of health care has led to a reexamination of the traditional aim of
liaison psychiatry to provide psychological care for the medically ill through
the education of the physician. Greenhill has written: 


This leads to a conclusion which psychiatry should carefully
consider. Perhaps one of the principle aims of liaison programs—the conversion
of physicians—has been premature. We have grasped a problem but we do not have
sufficient information to make much headway with it. I would suggest that we
leave the doctor alone until we have that information, that we stop proselytizing,
that we desist in our attempts to reform him. 


The physician is an earnest and overworked professional carrying the
load of sick and dependent human beings and making crucial decisions, often in
the face of fatigue. He needs our expertise but seems to fear it or drifts with
our liaison programs half-heartedly. Let us not expect of the physician that he
can be part psychiatrist. The emotional care of patients does not and will not
reside entirely in his hands, but also in the hands of nurses and others who
enthusiastically desire that function. The task of educating the physician in
psychological medicine need not be abandoned. But it is slow work, about which
there is still much to be learned. It will take a long time, and the sick
person should not have to wait. In the meantime, let us design programs in
which Psychiatry is more direct and decisive in the care of the sick and the
dying. Social forces have now given us that opportunity and the timing is right
to grasp it. [p. 179] 


 Emerging Designs in Liaison Psychiatry  


The concept of liaison psychiatry is an evolutionary step in the
historical development of the psychological care of the sick and dying. It is
but a stage in the process; in time it may not be a separate entity. Ultimately,
there is no more need for “liaison psychiatry” than there is today for “liaison
radiology” or “liaison pathology.” The designs of new psychosocial programs to
meet the changing patterns of health care and medical science appear to shape
themselves around two forms: active psychiatric and societal intervention and
the establishment of alternative approaches, such as primary care education,
medical audit, bioethical monitoring, and terminal care (hospice) programs. 


 Active Psychiatric and Societal Intervention  


It has been reported that in situations in which a liaison service
functions, the percentage of patients receiving needed psychological care
increases. Sanders has shown that at the Massachusetts General Hospital 3
percent of private, 10 percent of general hospital, and 40 percent of
cardiac-surgical admissions receive psychiatric consultation. Active
intervention in the ICU and CCU accounts for the 40 percent consultation rate.
Strain has claimed that active case finding is a part of the work on liaison
units. In 1979, Torem, Saraway, and Steinberg described a controlled study in
which an “active” approach increased the rate of referrals on liaison units
from 2 percent using the “reactive” approach (traditional consultation model)
to 20 percent. 


In 1977, Greenhill described the integral model of liaison
psychiatry developed at the Einstein Hospital. The integral model was based on
the evidence that both the traditional medical model and liaison model were
insufficient to meet the needs of the patient population of any hospital and
that a new design was required. In the first place such a design must include,
as the right of every sick person, psychological care as an integral component
of patient care. In the second place, since it has been amply demonstrated that
physicians do little about the emotional care of their patients, that care must
be assured by another system. 


There are five major components to the integral model. The first is
open access psychiatric consultation in which the psychiatrist has the freedom
to see any patient who needs his care and to enter into staff relationships in
any situation in which the staff needs his assistance. Other staff members in
addition to the physician, such as nurses, psychologists, social workers, and
physical therapists may ask for a psychiatric consultation by applying to the
liaison department. Such procedures reduce the responsibilities of the
physician only to the extent that they take from him the complete right to
initiate formal psychological care. The key step in the free consultation
procedure is that the physician is spoken to by the psychiatrist before the
consultation takes place. If the physician resists in the face of the need for
the consultation, it may become a matter for clinical and administrative
review. 


Mandatory high-risk evaluation and care of certain clinical
situations in which most psychosocial oversights occur is the second component
of the model. These are suicidal and homicidal risks, medical and surgical
problems with psychiatric complications, open heart surgery, dialysis, and
transplant patients, repeated hospital admissions, hospital stays beyond sixty
days, instances of drug and alcohol abuse, repeated surgery, families with
hard-core medical problems, and cancer patients. In these instances, the
psychiatric service is administratively mandated to initiate consultations by
the same method used in open access consultation. 


A third component is the early identification of stress problems
related to age, culture, and ethnicity. This monitoring is initiated by the
social service department and nursing staff, beginning with the information
gathered by the admitting office upon reception of the patient to the hospital
unit. An open channel to psychiatry is available from the start. 


A fourth and important component of the integral model is a system
of triage that makes it logistically possible. It is ethical to expect that all
patients should receive some psychological surveillance, but no staff is large
enough to succeed at the task of providing emotional care without a screening
process for focusing of effort. All patients do not have to be seen by mental
health personnel; there are those that do, and those who can benefit by
informal consultations between mental health personnel and physicians and
nurses. 


Data for triage come from consultations, informal reporting, case
finding rounds at nurses’ stations, and monitoring processed through the
department of psychiatry. The system makes possible the assignment of clinical
problems by triage workers to forms of intervention practical for the available
staff, assuring that every patient identified as needing psychological help
will receive it in some form. 


A fifth and most recently developed component of the integral model
is quality assurance monitoring. This is an outgrowth of the medical and
auditing procedures correlated with utilization review, Medicaid review, and
the influence of the Professional Standards Review Organization, all of which
assess patient needs for greater economy and improved care. It is a built-in
device that permits the refinement of psychological case finding and the
evaluation of intervention in emotional reactions to illness. Since quality
assurance is already practiced as an integral part of hospital medicine, the
expansion of this service to include emotional care monitoring is a logical
step. 


The integral model is a system of active intervention which is not
meant to be intrusive, authoritarian, or aggressive. On the contrary, it
requires diplomacy, tact, and above all, a long preparation by an experienced
liaison director to build trust in the competence of his liaison workers. The
system proceeds by negotiation and education in connection with every
circumstance. At the Einstein Hospital, in four years of experience with the
integral model, not one physician has prevented a consultation. Emergency
consultations have been reduced 75 percent, and the request for psychological
care of patients from all caretakers has doubled. 


At the same time that active psychiatric intervention emerges in
these ways, societal forces intervene. These interventions are mainly by
third-party carriers and consumers. Hospital administrations are concerned with
these forces and are frequently compelled to step into liaison territory to assure
reimbursement and prevent legal complications. As a result, there is an
increasing connection between hospital administration and liaison departments
with signs of a slow realization by the former that patients with emotional
reactions to illness must be identified and treated. 


The forces of consumerism are accelerating their demands that
physicians and health care systems be accountable, not only for financial cost,
but for a humanitarian program of health protection. Informed consent,
pharmaceutical habituation, and advocacy have become areas of concern. It is
but a short step to claims of patient abuse and class action suits against
hospitals, in addition to malpractice suits against physicians. All of this is
one aspect of emerging recognition of psychosocial considerations in the
treatment of disease. 


 Alternative Approaches and Primary Care  


Alternative means of achieving the goals of liaison psychiatry are
developing in the context of changing patterns of health care. The most
important is primary care and primary care education. Eaton and his coworkers
have written: 


In 1974, the Psychiatry Education Branch of NIMH began to give high
priority to the development and expansion of psychiatric consultation-liaison
teaching services throughout the country. Among the many reasons for this
emphasis was the fact that the country was moving toward a comprehensive health
care system that would rely heavily on primary care physicians, who would be
expected to handle preventive, diagnostic, and therapeutic tasks for which
their training had not prepared them. An active consultation-liaison program
would help educate non-psychiatric house officers and staff to recognize and
manage the less complicated mental illness and to develop a more comfortable
approach to the “problem patient.” [p. 21] 


They also pointed out that “there seemed to be increasing interest
on the part of primary care physicians in behavioral medicine and behavioral
pediatrics” and that “the consultation-liaison psychiatrist would certainly be
well-equipped to teach primary care faculty and trainees an open, comfortable
approach to patients.” 


The demographic basis for these conclusions turns out to be sound.
In 1978, it was pointed out that approximately 60 percent of mental health
problems in the United States were treated by primary care practitioners and
only 15 percent by mental health personnel. Brodie has written, “we are faced
with the realization that primary care providers have a major responsibility
for the recognition and treatment of mental illness and that they therefore
need adequate training in the psychological aspects of patient care.” There is
universal agreement on this point. 


There has as yet been little opportunity to test the results of the
training of primary care providers and although the need for psychiatric
training of such physicians is frequently expressed, only a few programs are in
existence. No valid data on their locations and programs have been published.
Yet there is no doubt that in time the sites for liaison psychiatry will extend
from general hospitals to neighborhood primary care centers and health
maintenance organizations. Indeed the trend has already begun. 


 Liaison with Health Care Functions  


In the evolution of the role of the liaison psychiatrist within the
health care systems, his presence has given indirect but significant
psychosocial exposures to non-psychiatrist physicians, other caretakers, and
administrators. The presence and participation of the psychiatrist at medical
audit committee and bioethical committee meetings, and his input into hospital
terminal care and clinical-pathological conferences, where non-psychiatrist
physicians are reluctant to relinquish their leadership, provide useful
educational forums for liaison psychiatry. In these arenas, the non-psychiatrist
participants feel reasonably secure and the psychiatrists crystallize their competence. 


Another indirect activity connected with changing patterns of health
care, which may have an influence on liaison psychiatry, is modification of
nomenclature by the newly revised Diagnostic
and Statistical Manual of Mental Disorders (DSM-III). Lipp, Looney, and
Spitzer believe that the new classification system of psychosomatic disorders
will “reduce conceptual ambiguity” and “promote collaborative care rather than
care by triage.” The expectation is that a code number from DSM-III will be
added to a diagnostic category for a physical condition now listed in the International Classification of Diseases
which would indicate that psychological factors are important in etiology. Once
such a notation becomes a requirement for hospital accreditation and third-party
reimbursement, non-psychiatrist physicians should take collaborative care more
seriously. 


 Beyond the Historical Perspective  


As a branch of psychiatry, liaison psychiatry has advanced into the
territories of general hospitals and health care in a manner analogous to the
entry of fellow mental health professionals into legislatures and courts to improve
the delivery of mental health care. 


They have made a large contribution to psychiatry by increasing
nation-wide recognition of mental health as an important part of the national
health care system. 


In his editorial establishing the journal General Hospital Psychiatry, Lipsitt wrote: 


whatever the determinants, psychiatry has clearly established its
rightful role in and valid contribution to the teaching and practice of
medicine. Now the potential exists for psychiatry to reach beyond the
historical perspective. From its well established base in the general hospital,
psychiatry can move in tandem with medicine in exploring new directions in
health care. 


For all of societies’ concern for the sick and dying, they are the
least protected against psychological vulnerability. In spite of the fear and
despair expressed about the chronically psychotic, they are the most neglected.
The liaison psychiatrist and the general psychiatrist have each deplored these
conditions. From his firm base as a physician, the liaison psychiatrist has
moved with greater ease into the councils plotting the future of general health
care, while the general psychiatrist, struggling with role diffusion, is
concerned with changing patterns of psychiatric care “in the community.” Both
directions are important, but “beyond the historical perspective” the model of
the physician-psychiatrist, with his scientific medical training, has to
prevail as the integrationist of forces contributing to health and relief from
disease. The predictable weight of future biological advances will ensure this. 
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CHAPTER 34 

MEDICAL FACULTY, ORGANIZATIONAL PRESSURES, AND SUPPORT  


 Pamela J. Trent and H. Keith H. Brodie  


 Introduction  


Medical education in the United States has not faced such careful
scrutiny since Abraham Flexner published his report in 1910. Whereas that
report disclosed the need to organize medical education, present studies of the
issues reflect the overwhelming complexity of that organization. The recent
report, The Organization and Governance
of Academic Health Centers makes this abundantly clear. Academic health
centers (AHCs), direct descendants of post-Flexnerian efforts to improve
medical schooling, are now complex and diverse institutions “consisting of a
medical school, at least one other health school, and a teaching hospital (owned
or affiliated).” Note the historical factors leading to this complexity, as
delineated in the report: 


 1.     
   There has
been an overwhelming increase in the operating and capital budgets for
programs, staff, students, and faculty. 


 2.     
   There has
been a tremendous growth of new medical knowledge in the past forty years. 


 3.     
   There has
been a large and steady increase in federal support for health care, medical
education, and medical research since 1945, adding to the administrative
complexity. 


 4.     
   Since the
1960s, there has been pressure to provide more and better health care to all
members of society. 


 5.     
   There has
been a major increase in external regulation from all levels of government. 


 6.     
   There has
been increasing competition from non-physician professionals who seek to
improve their status, capabilities, and credibility in health-care delivery.  


Note also the diverse modes for organizing and governing AHCs: 


 1.     
   Some are
public, others private. 


 2.     
   Most are
subdivisions of a “parent” university, but a large minority are autonomous. 


 3.     
   Of those
that are part of a “parent” university, some are on the same campus, some are
on a different campus in the same city, and some are in a different city. 


 4.     
   Some include
a university-owned hospital while others make arrangements with affiliated
hospitals. 


 5.     
   The
number of health schools on a campus may range from one to seven. 


 6.     
   The
majority have a position identified as chief administrative officer, often with
the title of vice president for health affairs. 


Finally, observe the various factors that induce complexity at the
policy-making level: 


 1.     
   The
several interacting components in AHCs incorporate different modes of
government. 


 2.     
   The three
distinct missions of the AHC—education, research, service—frequently conflict,
leading to frustration and ambiguity. 


 3.     
   Because
AHCs must respond to diverse client groups with often contradictory
expectations, it has been impossible to develop performance measures for
institutional activities. 


 4.     
   AHCs are
part of and vulnerable to a powerful, dynamic environment vis-a-vis changing
technology, consumer demands, and governmental regulation. 


 5.     
   AHCs
accommodate professionals with wide-ranging skills, interests, and roles, who
often experience conflict between professional values and organizational
expectations. 


 6.     
   The power
and influence in AHCs are issue-specific. 


Clearly, the Organization and Governance
of Academic Health Centers report is enlightening. The complexity of the
medical education enterprise challenges the notion that the people who work in
these organizations can understand their unique role, the position of their
administrative component, and their relative security in the organization.
Although research on academic health centers is still forthcoming, we do know
from classical research and theory-that high complexity in organizations leads
to employee confusion about lines of authority, alienation from the task (or
inability to make a meaningful commitment to the work), fragmentation of
efforts, and overall insecurity. In short, the person gets lost in the
organizational labyrinth. 


This chapter is concerned with medical faculty as teachers in
academic health organizations. It focuses on the teacher for three reasons.
First, there is much thought and writing, especially in psychiatry, about
medical education issues (for example, students, learning styles, teaching
methods, and evaluation). But there is an obvious dearth of discussion and data
regarding the needs of teachers in medical education. Second, teachers make
choices that affect students’ lives. These choices, never based purely on
intellectual consideration or quantitative data, include implicit values,
philosophies, personal meanings, and assumptions about life. Teachers need to
heighten their awareness of these implicit underpinnings. Third, the
teacher-student relationship is a model for the doctor-patient relationship, a
relationship that should be based on trust and acknowledgment of a personal
commitment. It is difficult for the teacher to make a commitment if his or her
own needs are not addressed. This chapter delineates the pressures affecting
medical faculty in general, it describes strategies used by faculty for coping
with the pressures, and it then focuses on the particular needs of psychiatry
faculty with a recommendation for addressing those needs. 


 Organizational Pressures  


Factors impinging on the teaching function of faculty members are
external and internal to the organization. External factors considered here to
be especially deleterious include economic conditions, knowledge explosion, and
legal influences. Internal factors include administrative responsibilities,
tenure and promotion considerations, and performance evaluation. 


 External Factors  


Economic Conditions 


Spiraling inflation, rising costs for medical care and medical
education, and limited research and training funds have caused internal stress
on AHCs, which saw an increasing support base annually during the 1950s and
1960s. In a climate of diminishing resources, individual faculty members must
develop various fiscal responses. 


Decreasing research and training funds require that clinical faculty
devote more time to patient care, generating money from their clinical practice
to support their own salaries and other departmental expenses. The transfer of
these monies is organized in a variety of ways. In some institutions, the funds
from individual practice are given directly to the medical school that, in
turn, pays the clinician’s salary and overhead costs. Other clinical
departments are organized as partnerships, and still others allow physicians to
function in solo fashion with or without constraints on total income.
Regardless of how the financial arrangements are organized, some faculty
receive negligible financial support from their university and many are even
required to pay for their own office space, secretarial assistance, and
supplies. 


Faculty members who must depend solely on research and training
funds suffer from equally burdensome financial problems. Federal and private
grants and contracts have become limited;' this results in a highly competitive
market made even more competitive by fluctuating funding priorities. What was
considered highly fundable in 1980 may be a low priority in 1984. This puts
faculty in a precarious position as they spend time and energy developing
grants, bidding on contracts, reporting about ongoing projects, and trying to
predict what will be attractive to funding agencies when the priorities change.
It encourages “project-hopping” rather than research built on a logical and
sequential approach that is conducive to the development of a research product and
career of excellence. 


The financial burden on individual faculty members is augmented by
the need to contain costs in an uncontrolled economy. This means restricting
research and teaching, limiting growth, decreasing certain activities, and
adjusting to strict allocation of resources. The situation encourages
competition for scarce resources in a profession that is already highly
competitive. Pressures from economic conditions are most deleterious because
they chip away at the faculty’s fundamental need for security (that is, a
steady income and predictable job) and for commitment to a sustained effort. 


Knowledge Explosion 


Rapid increase in knowledge has encouraged specialization and a
competency-based approach to education, placing additional pressure on faculty
members. 


Specialization, although necessary for organizing profuse knowledge
and providing skilled care, tends to fragment the medical profession and
encourages “empire building nationally, regionally, and locally.” For instance,
specialization perpetrates a keen competition among faculty in the same
institution for available time in an overcrowded curriculum. As a result,
specialization builds barriers to communication among faculty who could
otherwise share theories, interests, and frustrations. In similar fashion,
specialization affects communication between teacher and student. Tosteson
comments about this: 


It is my impression that the opportunities for developing meaningful
fruitful relations between students and faculty have decreased in our medical
schools during the past decade even though the faculty-to-student ratio has
increased. One factor leading to this situation is the growing specialization
of medical education. An expert appears briefly to present his knowledge and
disappears, rarely to be seen again by the students. Such brief encounters do
not allow the students to know the faculty as persons, [p. 693] 


Because of the overwhelming amount of knowledge and scientific
information a student must learn and apply through medical training, the
competency-based educational model has become popular for its ability to
specify learning objectives and evaluate performance. Indeed, federal training
grant proposals are given higher priority scores if they use the standards of
this model. The model requires a defined competence of all students; makes
explicit the knowledge, skill, and attitude objectives; evaluates achievement
according to a criterion rather than a norm; and allows students to repeat
certain training until they achieve competence in that area. Preliminary
studies indicate its effectiveness in medical training, and the benefits are
self-evident: It provides a guide for teachers and students, organizes content,
and minimizes competition since all students are encouraged to succeed. 


However, there are subtle pressures inherent in the competency-based
system. The amount of time and energy that must be devoted to developing a
competency-based teaching “module” or program is substantial and might unduly
strain an already overworked teacher who conceivably receives few rewards for
teaching. A cost-benefit analysis of the model should test this observation. In
addition, competency-based proponents encourage teachers to think that every
iota of student learning can and should be measured. This restricts evaluation
of learning to a very objective, technical meaning, one that may ignore the
teacher’s subjective ability to observe subtle changes in students.
Psychiatrists, for instance, realize that psychiatric education is largely an
artful, intuitive activity that often defies precise measurement. Finally,
since competency-based teaching is systematic and structured, teachers may
think that students can travel through the learning experience with minimal
guidance. Where this encourages self-directed learning it is a noble outcome;
where it encourages the teacher to become personally removed from the
educational process, acting as a barrier to communication, it becomes
counterproductive for both teachers and students. 


Legal Influences 


The physician’s image as expert, or unquestionable authority, has
been challenged extensively in litigation regarding malpractice suits, students
rights’ to due process, and privacy rights of students and parents. The
potential for litigation forces the physician to be constantly aware of his or
her actions, adding pressures unanticipated ten years ago. In terms of
malpractice suits, Rogers states succinctly: 


The threat of lawsuits adds to the pressures that constrain and
sometimes paralyze the physician’s ability to act quickly and effectively in
treatment. And the physician’s response is typically and predictably one of
caution, demonstrated always in more conservative decisions, more protracted
tests and consultation, and more guardedness in sharing information with the
patient, [p. 41] 


Psychiatry, for instance, faces a skeptical public’s demand for
evaluation of treatment modalities and clarification of patients’ right to
treatment and right to refuse treatment. This forces psychiatrists into more
conservative postures. Further pressure ensues when the guarded conservative
approach to patient care conflicts with the need to contain costs, forcing the
physician to arbitrate between these conflicting needs. The clinical teacher is
required then to be duly conscious of what patients and procedures can be used
for medical educating and of the patients’ rights to informed consent in
patient care, teaching, and research. 


Due process, a legal concept expressed in the fifth and fourteenth
amendments to the Constitution of the United States, provides that neither the
federal nor state government shall “deprive any person of life, liberty or
property, without due process of law.” This is a significant issue in medical
education where students serve in a professional capacity, and faculty must
evaluate students’ professional as well as personal judgment, ethical
integrity, clinical skills, and relation to and management of patient welfare.
Because evaluation must often be based on subjective interpretations, students
have become increasingly concerned and vocal about right to due process.
Litigation has forced interpretation of the law. Pursuant to litigation and in
accordance with interpretation, the Liaison Committee on Medical Education,
sponsored by the Association of American Medical Association, developed a
policy as follows: 


III. Educational Program.
A medical school should develop and publicize to its faculty and students a
clear definition of its procedures for the evaluation, advancement, and
graduation of students. Principles of fairness and “due process” must apply
when considering actions of the faculty or administration which will adversely
affect the student to deprive him/her of valuable rights. [p. 3] 


In addition to due process, the Privacy Rights of Parents and
Students Act of 1976 allows parents and students direct access to students’
educational records. Students are able to review professors’ comments and
evaluations. This law protects students from derogatory evaluation, but if
taken to an extreme it allows students to challenge the professor’s perception
about what constitutes quality patient care. On the one hand, this law together
with due process pressures the faculty to be very circumspect in evaluating
student performance. On the other hand, it pressures them to be less than
honest in cases where they may realistically fear litigation. 


A short anecdote told by a psychiatry colleague puts this dilemma
into a personal perspective. In a psychiatry curriculum committee meeting, a
faculty member explained that a student requested a change in the rhetoric of
an evaluation. The student challenged the psychiatry educator’s use of the term
“passive” in describing the student’s lack of involvement in learning. The
teacher changed the term, agreeing that use of psychiatric terms was
inappropriate in student evaluation, and suggested to colleagues that they take
greater care in describing student performance. (It is easy to phrase student
evaluations with the same language used in patient summaries.) The colleagues
agreed about the language but some were aghast over the student’s ability to
review the file and request a change. They felt threatened by this, for it
undermined their perception that they were autonomous and that as medical
faculty they could command an almost unquestioning respect regarding their
professional judgment. 


 Internal Factors  


Academic health centers have grown so rapidly that faculty members
must adjust to increased administrative responsibilities, tougher guidelines
for promotion and tenure, and systematic performance evaluation. 


Administrative Responsibilities 


Although health education became more organized after the Flexner
report, the schools retained a simple administrative network. They were usually
“administered by part-time deans with assistance of a small clerical staff, and
department heads devoted the majority of their time to their own professional
activities rather than departmental administration.” The past twenty years have
seen a notable difference with administrative decision making branching out to
include university and hospital boards, a university president, health center
chief administrative officer, deans of medicine and other health schools,
department chairmen, division and section heads, professional and nonprofessional
support staff, students, and alumni. 


This administrative complexity requires faculty members to become
more involved with supervision of support staff and institutional service. They
must devote time to work on committees for admissions, curriculum, recruitment,
student affairs, governance, and human subjects research. The increased
administrative responsibility is a burden to faculty because they often lack
administrative skills. There is no defined reward for this work, and it absorbs
time that would otherwise be given to patient care, teaching, and research. 


Faculty must also adjust to the increasing administrative pressures
placed on their department chairmen. In the past, chairmen could spend time
interacting personally and professionally with each faculty member, knowing
firsthand their concerns and aspirations. Now the increased size of
departments, managerial duties, and fiscal responsibilities tend to insulate
chairmen from faculty. This is frustrating for both, leaving a gap that may needlessly
strain relationships and is difficult to fill. 


Promotions, Tenure, and University Expectations 


Financial constraints, probability of decreased growth rate, high
cost of a large tenured faculty, difficulty of maintaining research
productivity in the present market, and pressure to train more primary-care
physicians rather than specialists have led to redefinition of university
expectations and revision of promotion and tenure guidelines. Although there
are advantages to reassessing the tenure and promotion systems, the major
disadvantage is that this generation of faculty members must live with
indecision regarding their security in medical academia. Some institutions have
frozen tenure, others have changed the time line for consideration, still others
give faculty non-tenured appointments, using clinical and research
professoriates. With very little knowledge about the long-term outcomes of
these actions, it is difficult for faculty to choose the “right” career path.
Choosing becomes even more difficult when university expectations remain
uncertain and faculty performance criteria are vague. 


Performance Evaluation 


Over the past twenty years, there has been an increased need to
document and evaluate faculty performance for promotion and tenure decisions,
in fairness to faculty and in compliance with their rights by law. Although
elaborate evaluation systems have been proposed in higher education generally,
it is difficult to implement such systems in medical education because of the
patient-care milieu and unique institutional constraints. Nevertheless, faculty
evaluation has been a longstanding concern among administrators, students, and
faculty in the medical professions, and several issues emerge. 


First, in terms of patient care, it is difficult to evaluate
clinical competence because reaching a consensus regarding the definition of
competence is almost impossible. “There are degrees of competence expected and
necessary at different points in a physician’s career and according to the
specialty pursued, and the nature of the practice.” The lack of definitive
criteria and measuring instruments necessitates further research into reliable
and valid assessment in this area. 


Second, differences among specialties and subspecialties make it
difficult to evaluate the quality of a faculty member’s research and
publication contributions. At most institutions, research publications are
counted rather than critically appraised. Furthermore, critical appraisal would
require adjusting the evaluation criteria to reflect decreasing research funds,
varying journal review procedures, different publication standards, and
professional politics. It would also require objective peer evaluation and
review, which are costly and time-consuming. 


Third, as with research, institutional service is measured by
counting the number of committees to which the faculty member is appointed.
Quantity rather than quality becomes the explicit criterion. Where quality of
contribution is considered, it is usually assessed through informal
communication channels and remains an implicit criterion. 


Fourth, although much research has been done on the evaluation of
teaching, the concept of teacher effectiveness remains almost as vaguely
defined as physician clinical competence. Ordinarily, lists of teaching
characteristics, which vary from institution to institution, are developed into
rating scales and used for evaluating teaching performance. Ideally, the
teacher should be evaluated by a variety of persons including administrators,
peers, and students. But, too often, only student evaluations of instruction
are used, and consequently the student ratings often reflect biases such as:
students’ general disposition toward instructors and instruction; teaching
conditions including class size, elective versus required status of course, and
subject matter; student preference for highly structured or less structured
teaching styles; and student expectations and achievement. Clearly, there is a
need for further research in the development of teacher evaluation measures and
methods. 


Because of the relatively unsophisticated state of the art in
performance evaluation, medical faculty must live with a certain amount of
ambiguity. Although current evaluation efforts attempt to explicate the basis
of performance decisions, their lack of sophistication pressures the faculty
for the following reasons: 


 1.     
   Faculty
members rarely have direct input into developing criteria that will be used to
assess their individual performance. 


 2.     
   By and
large, faculty are not trained to be administrators and teachers, but are
nevertheless being evaluated in those functions. 


 3.     
   Faculty
are uncertain about how evaluation results are used in making promotion and
tenure decisions. 


 4.     
   Performance evaluation is used primarily to
make judgments (for example, contract renewal, tenure, and promotion) rather
than to facilitate professional growth and development. 


 5.     
   Evaluators, be they students, administrators,
peers, or outside observers, always hold implicit values and biases which they
are not required to clarify in their ratings of faculty. 


 6.     
   Evaluation is always threatening, especially
when conducted in a competitive rather than trusting atmosphere. No one would
deny the competitiveness inherent in medical training and the discomforting challenge
of being observed and rated. 


These organizational factors indicate the substantial pressures on
faculty members in academic health centers—their financial insecurity,
uncertain job futures, increased responsibilities, and confusion over institutional
expectations and reward. What emerges is a picture of faculty members in need
of support. 


 Coping Strategies  


While physicians are trained to be confident and responsible, they
now face severe limits and a certain helplessness vis-a-vis the complex
organization. Rogers describes the sense of helplessness as a “fear of
impotence in effecting change or control,” and points out physicians’
unconstructive as well as adaptive responses to the current situation. 


The unconstructive responses, similar to those used by larger groups
of people experiencing greater helplessness, depend on psychological denial and
escape. One such strategy is the compulsion to identify with symbols of power,
which can obscure a person’s real limits in decision making and control.
Another strategy, most obvious in the medical profession, is simply overwork.
Seriousness and dedication turn into compulsion. Faculty members refuse to
accept the limits of responsibility, time, and energy. A third strategy is to
surround oneself with technology, becoming insulated from interpersonal
interactions that require openness and vulnerability. Although distancing is
important in patient care, it is often extended to other human interactions,
even those that should be “intimate.” Finally, another strategy, which some
claim is a conspicuous illness of our age generally, is the inability to make a
commitment to one’s work, family, and community. As Dyer states: “Serious
indeed is the erosion of public confidence that medicine has suffered, but
equally grave is the loss of self-confidence of many physicians who often
practice within the confines of what is expected of them rather than what they
are committed to.” 


Adaptive responses rely on understanding the valuable components of
unconstructive strategies and recognizing where overreaction begins. A
constructive response requires acknowledging the real limits of time, training,
disposition, and situation. It also means “differentiating real helplessness and
professional limits from obsessive and worrisome forms of imagined
helplessness.” 


As teachers, faculty members build the future of the medical
profession in their daily interaction with the next generation of physicians.
They make choices which affect students’ lives, and their relationships with
students are models for students’ relationships with patients. If indeed the
stresses are producing, as Miller describes, “a new breed of ambitious
specialized professionals who are, by preference, by training, and by the
requirements of the tenure and promotion system, more interested in the
prestige of research and publication than in the humbler rewards of excellent
teaching,” then we must be concerned with how the teachers’ choices affect
students. And if teachers take “easy” options, ignoring ethical obligations to
students while engaging in “the genteel art of cutting rival scholarship, of
rejecting articles without reading them, of extorting free books from
publishers, and the like,” then we must be concerned with what is being modeled
in the teacher-student relationship. But most important, organizations must be
sensitive to the needs of the faculty, the pressures they face, and the support
they have for coping with stress. 


A Focus on Psychiatry 


Recommending ways for addressing faculty needs and establishing
support systems in medical education is too ambitious a project for this
chapter. Surely there are no simple answers to the complex issues. It seems
more sensible therefore to choose to focus on psychiatry education with its
unique problems and to suggest one possible method for faculty support. Perhaps
then, as Herbert Pardes, Director of the National Institutes of Mental Health,
suggested: “The close attention that psychiatry gives to the details of its
professional education can serve as a model for the rest of medicine.” In
addition to coping with pressures that are part of the academic health
organization, psychiatry faculty face unique issues. First, limited financial
support is not new to psychiatry. Over the past ten years, research and
training funds from the Department of Health, Education and Welfare have not
kept pace with inflation and the increase in number of medical schools.
Furthermore, psychiatry is the lowest paid clinical specialty in medicine
because of discriminatory third-party coverage, the amount of physician time
spent in patient care, and the lack of profitable technologies. Second,
psychiatry suffers from a poor image both inside the profession (with an
unclear status as a medical field) and outside the profession (from a skeptical
public). Third, psychiatrists must adjust to working with a variety of mental
health professionals such as social workers, psychiatric nurses, and clinical
psychologists, and must also compete for patients with these professionals.
Finally, psychiatry is experiencing dwindling residency enrollments: there has
been a 28 percent decline in interest among medical school candidates; a drop
in medical students entering psychiatry (from 11 percent in 1970 to 3.6 percent
in 1978), and an increase in the resident dropout rate (from 7.1 percent in
1978 to 12.2 percent in 1979). 


To improve psychiatry’s image and offset the dwindling enrollments,
some have suggested that the profession pay special attention to improving its
educational practices. Indeed, psychiatry is perhaps the most conscientious of
all medical professions in this regard, with conferences devoted to teaching,
innovative education efforts encouraged by the Psychiatry Education Branch of
The National Institutes of Mental Health, and the development of education
evaluation methods. Quite notable, in fact, was the report of the 1975
Conference on Education of Psychiatrists which, among other things, outlined
specific responsibilities of psychiatric teachers (see table 34-1). The
responsibilities reflect psychiatry’s focus on and immense concern with
teaching. However, what remains to be addressed by the profession is the type
of support teachers need to meet these responsibilities amid the pressures of
complex organizations. 


There is much to be learned about psychiatry faculty from research
on professionals in academic organizations in general and from reactions of
people in various types of corporate structure. But there is no substantial
literature regarding pressures, coping mechanisms, and support systems for
medical faculty and psychiatry faculty in particular. These issues obviously
need to be addressed through rigorous research that can lead to appropriate
organizational change and support. 


Table 34-1 Teaching Responsibilities in Psychiatry Education 


 1.     
   Serving as role models, demonstrating through
their own example how a mature clinician should approach the diagnosis and care
of patients 


 2.     
   Supervising and guiding residents as they
develop their own skills by providing advice, support, information, and extensive
evaluative feedback  


 3.     
   Conveying essential information concerning the
intellectual and theoretical foundations of psychiatry through both clinical
and didactic teaching 


 4.     
   Serving as sensors to developments in the
immediate and larger social milieu, the profession, and the relevant sciences;
communicating these to residents; and shaping the educational program to keep
pace not only with the present but the future 


 5.     
   Continually expanding their own state of knowledge
and skill so that what is preached is practiced as well 


 6.     
   Acting
as compassionate, perceptive guides to professional development (with special
skills honed by professional training) who can be responsive to the individual
needs of residents at a time of great stress and growth 


 7.     
    Understanding and respecting residents sufficiently
to include them in major decisions that affect their education and professional
well-being and shaping the residency program, to the extent possible, to
achieve a reasonable balance between the fulfillment of resident needs,
professional responsibility, and the demands of the service setting


 8.     
   Serving
as the legally and professionally responsible representatives of patients’ best
interests and exerting leadership to assure that residents, as well as faculty
members, practice with those interests foremost 


 9.     
   Participating in administrative decisions that
affect the educational milieu; the curriculum; faculty; residents and other
students in the training settings; the use of time, space, and personnel; the
dominant philosophy and approaches to education; and the accommodation among
departmental research, education, and service activities 


 10.      Helping to articulate educational objectives,
assess whether and how well they are being met by teachers and students, and
introducing those changes needed to aid in their realization 


Source: Rosenfeld, A. H. Psychiatric Education: Prologue to
the ig8o’s. Washington, D.C.: American Psychiatric Association, 1976, pp.
195-196. 


In the meantime, based on our experience and sense of what is true,
it is clear that faculty need support. And we must be willing to explore, develop,
and assess alternative faculty support structures that are built into each
faculty member’s immediate milieu. One alternative is available: In order to
facilitate the matching of individual faculty expectations with institutional
goals, to help faculty clarify their personal values and professional
commitments, to provide faculty with opportunities for developing teaching,
research, and administrative skills that are not taught in medical training,
and to enhance physicians’ current capabilities, we suggest maximizing the
relationship between individual faculty and faculty administrators such as
section chiefs, division heads, and chairmen. Such a relationship could be
characterized as an advisory system that could be established in the context of
present departmental structures or in matrix-management arrangements. Matrix
management, a preference in some academic health centers, defines horizontal
and vertical lines of authority in which “functional managers” are responsible
for merit review and “project managers” supervise productivity in patient care,
teaching, research, and administration. 


We suggest that advisory systems, based on relationships between
functional managers (for example, section chiefs, division heads, chairmen) and
faculty members, be implemented and studied as supportive means for faculty
guidance, development, and accountability. Guidance would acknowledge personal
as well as professional concerns by: (1) clarifying rights and responsibilities
of faculty members; (2) providing appropriate counsel and support; (3) defining
organizational opportunities as well as organizational constraints; and (4)
helping faculty to prioritize their personal and professional goals. A
commitment to faculty development would assure that: (1) performance evaluation
be used as a developmental tool; (2) opportunities for faculty enrichment are
studied thoroughly; and (3) individual faculty members are made aware of
different types of rewards for varying contributions to the institution.
Accountability would be formulated through a written contractual arrangement
that would delineate: (1) organizational expectations regarding productivity
and salary support; (2) the means for documenting faculty performance; (3) long-and
short-term goals of faculty members; (4) developmental time lines for promotion
and tenure; and (5) methods for negotiating and altering the contract. 


The very nature of the advisory relationship requires a fiduciary
commitment; that is, that it be founded in trust and confidentiality. Not a new
concept, the fiduciary standard has its roots in the historical beginnings of
the medical profession and is intimately connected to the ethics of
professional responsibility. As Dyer explains: 


The fiduciary tradition in medical ethics is at least as old as the
Oath of Hippocrates and the cults of Aesculapius, and it has endured not as a
code but as a symbol of the ideals most deeply cherished by the medical
profession. While not encompassing in terms of behavioral guidelines, it has
yet to be replaced by anything more morally inspiring, [p. 989] 


If we espouse the importance of the fiduciary commitment in patient
care and teaching, then we must acknowledge its importance in the advising and
care of faculty. Above all that is expected of our teachers, and all they are
able to produce, they are first and foremost people who, like other people,
need support and guidance. 


 Conclusion  


This chapter has focused on the complexity of academic health
centers, describing the resultant pressures incurred by faculty. While the
complexity affects medical education in general, faculty are singled out
because teachers are medical education’s greatest resource, and their needs,
coping strategies, and support systems are sorely understudied. Moreover,
teachers affect students’ lives in immeasurable ways, and their relationships
with students are echoed in the students’ relationships with patients. 


There are no easy answers, and no one answer, for meeting faculty
needs in medical education. Developing and exploring the feasibility of
alternative support systems, one of which could be an advisory system for
faculty, is one way to meet this challenge. Because of psychiatry’s unique
knowledge and skills regarding human behavior, it appears to be a fertile field
in which to cultivate research and development in this significantly important
area. 
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CHAPTER 35 

THE DELIVERY OF MENTAL HEALTH SERVICES1 


 Darrel A. Regier and Carl A. Taube  


Mental health services in the United States are provided by a
diverse group of professional personnel and facilities with little coordination
or centralized governmental planning. As a result, a combination of public and
private, general medical and specialty mental health, multispecialty group and
solo practice settings constitute what has previously been described as the “de
facto U.S. mental health services system.” Major changes in this service
delivery system have been the result of multiple economic forces, sociocultural
pressures, and therapeutic innovations, as well as governmental policy
decisions. 


This chapter will describe the principal characteristics of the current
mental health services system and the evolutionary trends that have emerged
over the past twenty-five years. By starting with a brief review of
epidemiological data on the prevalence of mental disorders, it is possible to
provide some perspective on the scope of the mental health problems that the
service system is designed to address. The major sites for mental health
service delivery will be identified, as will the trends that have emerged in
the service delivery system since 1955. Finally, the characteristics and
distribution of professional personnel involved in providing specialty mental
health services will be briefly discussed. 


 Scope of the Problem: Prevalence of Mental
Disorders  


A basic and seemingly simple question often asked of mental health experts
is: How many people in the United States have mental disorders? Unfortunately,
firm answers are hard to obtain. Epidemiologists responsible for such
information have been hampered by several problems, including disagreement
about the criteria for diagnosing mental disorders and difficulty in obtaining
reliable case identification data when communities of untreated people are
surveyed. Many of these technical problems are being overcome, but current
epidemiological data reflect these long-standing problems. Still, it is
possible to obtain some rough estimates of the proportion of the U.S.
population affected by these disorders, either at one point in time (point
prevalence) or over a given period of time (period prevalence), and to describe
the rate at which new cases develop (incidence). 


The best current estimate of the prevalence of mental disorders is
that at least 10 percent of the U.S. population is affected by mental disorders
at any given point in a year. This conclusion is based on the findings of
several different studies. A 1954 survey of the noninstitutionalized population
of Baltimore, Maryland, found that at any given point in the year 10 percent of
the total population of all ages had a mental disorder. Using different case
identification criteria, a 1954 study found that among people twenty through
fifty-nine years of age, 23 percent was affected by a serious psychiatric
impairment at any point in time. In 1967, a study in New Haven, Connecticut,
found a point-prevalence rate of about 16 percent for mental disorders in the
population twenty years of age and over. A resurvey of the same population
indicated that 15.1 percent had definite mental disorders, and an additional
2.7 percent had probable disorders; thus 17.8 percent of the population now
twenty-six years of age and over exhibited some form of mental disorder. 


Such studies, although useful, do not specify how many people are
mentally ill within a given time period (for example, annual-period
prevalence). To obtain such data, one must account not only for the point
prevalence but also for the rate at which new cases develop (annual incidence).
Although studies of the incidence of mental disorders are extremely rare, a 5
percent annual rate of new cases for the nation can be extrapolated from the
rate of new, treated cases in a community-wide psychiatric case register. 


Using the results of the study with the lowest point-prevalence
estimate (10 percent) and adding another 5 percent for new cases during the
year, the annual-period prevalence of all mental disorders in the United States
is conservatively estimated to be at least 15 percent of the population. (This
will be the prevalence rate referred to in later sections of this chapter.) In
the future, when newer and more precise case identification methods are used in
large-scale population studies, such as the National Institute of Mental Health
(NIMH) Epidemiologic Catchment Area Program, evidence will probably mount for
point-prevalence rates of at least 15 percent, and for annual-prevalence rates
of more than 20 percent. 


 Overview of the Mental Health Service System  


Any attempts to define where and by whom mental health services are
delivered must begin with some definition of mental health services themselves
and the mental health service delivery system. An operational definition is
necessary to place reasonable boundaries on the concept of mental health in a
society where many nontraditional therapists offer a bewildering array of
“mental health” services. Hence, the definition of mental health services
should aim for the best possible understanding of where persons with mental
disorders receive services. To that end, four major sectors where mental health
services are provided may be identified. 


The specialty mental health (SMH) sector encompasses a wide range of
facilities, which include state and county mental hospitals, psychiatric units
of general hospitals, private psychiatric hospitals, residential treatment
facilities for children, community mental health centers, freestanding outpatient
psychiatric clinics, partial care and halfway houses for the mentally ill,
college campus mental health clinics, and office-based practices of mental
health professionals. In 1975, approximately 3 percent of the U.S. population,
or one-fifth (21.5 percent) of those estimated as having mental disorders,
received services from this sector. Figure 35-1 shows that there is some degree
of treatment overlap with the general medical sector for these patients. 


No health specialty, whether medical, surgical, or mental health,
can provide all necessary services for patients with disorders in its area of
special expertise. Hence, there is a necessary division of patient care
responsibility between the specialty and the general medical service sectors of
the mental health services system. Figure 35-1 shows that approximately 58
percent of the mentally ill receive services exclusively in the general hospital
inpatient /nursing home (GHI/NH) and the primary care/outpatient medical'
(PC/OPM) sectors collectively referred to as the general medical practice (GMP)
sectors. As previously noted, some overlap or joint care occurs between the SMH
and GMP sectors. 



[image: AHOP7.35.1]

Figure 35-1 
Estimated Percent Distribution of Persons with Mental
Disorder, by Treatment Setting—United States, 1975




Note: Data relating to sectors other than the specialty
mental health sector reflect the number of patients with mental disorder seen
in those sectors without regard to the amount or adequacy of treatment
provided.  


*Excludes overlap of an unknown percent of persons also seen
in other sectors. 


SOURCE: Reprinted by permission from “The De Facto U.S.
Mental Health Services System,” by D. A. Regnier, I. D. Goldberg, and C. A.
Taube, Archives of General Psychiatry, 35 (1978):685-693. 


In addition to the general medical and specialty mental health
sectors, mental health services also are provided in other human service
settings, such as family service agencies and other social welfare
organizations. This sector will be referred to as the other human services (OHS)
sector. Although there is not yet accurate data on the amount of service
provided by facilities in these sectors, it is assumed that the remaining 21
percent of persons with mental disorders are either treated in this sector or
receive no mental health services at all (see figure 35-1). 


This definition of mental health services includes only the direct
patient treatment services of the specialty mental health sector and a limited
number of general medical practice services. Data on most of these services in
the SMH sector are routinely collected by the NIMH and are relatively more
comprehensive than data obtained from the remaining sectors. In contrast,
mental health services in the GMP sectors include only initial screening and
diagnostic services to identify persons with mental disorders in their
settings. Hence, information on the number of persons receiving services in
these settings should be interpreted with these limitations in mind, which
preclude the gathering of data on the type, amount, or quality of services
provided in any of these settings. 


 Recent Trends in the Service System  


The mental health services system is an amalgam of historical trends
of recent and distant origin, which continue to influence its form and
functions. Understanding these trends is a prerequisite for effective planning
and improvement of mental health care. 


 Declining Role of the State Mental Hospital  


State and county mental hospitals have undergone significant changes
since 1955, when the resident population in these facilities began to decline—a
decline that has continued to the present. Between 1955 and 1978, the number of
residents fell from an all-time high of 559,000 to 149,000. During this period,
inpatient modalities of state hospitals, which had accounted for 49 percent of
the total inpatient and outpatient episodes2  
in the country, fell to a low of 9 percent of all episodes (see table 35-1).
Clearly, the locus of care had shifted. 


The decline in the resident population of state mental hospitals is
related to many factors, including: 


 1.     
   Increased
availability and use of alternate care facilities for the aged. 


 2.     
   Increased
availability and use of outpatient and aftercare facilities. 


 3.     
   Development and use of psychoactive drug
treatment. 


 4.     
   Gradual
reduction in the length of stay for admissions. 


 5.     
   Greater
use of community mental health centers and their affiliation with state mental
hospitals. 


 6.     
   Development of effective screening procedures
to prevent inappropriate admissions. 


 7.     
   Changes
in state legislation regarding commitment and retention in facilities. 


 8.     
   Deliberate administrative efforts to reduce
the inpatient population. 


These highly interrelated factors affected the rates for admission,
readmission, and duration of stay, thereby affecting the number and composition
of the inpatient population. While the resident population began diminishing in
1955, the annual number of additions (that is, admissions, readmissions, and
returns from leave) to state mental hospitals increased yearly until 1971.
Since 1971 the number of additions has declined. 


The phenomenon of the “revolving door” of readmissions to state and
county mental hospitals has elicited considerable concern in recent years.
While the number of total admissions fell between 1972 and 1975 (in part,
because of declining new admissions), the number of readmissions in 1975 was
just slightly higher than the 1972 figure and remained at a high level of
almost 70 percent for all admissions. The high number of readmissions might at
first seem to be readily explained by the growth in the number of released
mental hospital patients who constituted the population theoretically “at risk”
for readmission. However, the readmission rate per 1,000 released patients rose
from 174 to 197 between 1969 and 1975 (see table 35-2). Thus, other factors
were involved. One factor was a shift from the use of long-term leave status to
outright patient discharge, so that people needing rehospitalization were
counted as readmissions rather than as returns from leave. Another possible
factor, requiring further study, was a tendency to release some patients
without assurance that adequate alternate care arrangements had been made. It
is important to remember, however, that the high readmission rate to state and
county mental hospitals in 1975 was not appreciably different from that to
other inpatient facilities; for example, 61 percent of the total discharges
from general hospital psychiatric units had received prior inpatient
psychiatric care. 


 Changing Locus of Inpatient Care  


The rate of total inpatient episodes per 1000,000 population
increased from 795 in 1955 to 842 in 1977 (see table 35-1). However,
psychiatric case register data indicate that, when these episodes are
unduplicated, the rate per 100,000 population of persons hospitalized has shown
a slight decrease in recent years. Thus, the declining role of the state mental
hospital over the past two decades has resulted in a shift to alternate
inpatient psychiatric settings, such as general hospital psychiatric units,
which have taken over inpatient care functions. 


Table 35-1. Number and Percent Distribution and Rate per 100,000
Population of Inpatient and Outpatient Care Episodes, in Selected* Mental
Health Facilities, by Type of Facility—United States, 1955, 1965, 1971, 1975,
and 1977. 



 
  	
  	
  	
  	
  	INPATIENT SERVICES OF: 
  	
  	
  	OUTPATIENT PSYCHIATRIC SERVICES OF:  
 

 
  	YEAR 
  	TOTAL ALL* FACILITIES 
  	ALL INPATIENT SERVICES 
  	STATE & COUNTY MENTAL HOSPITALS 
  	PRIVATE MENTAL** HOSPITALS 
  	GEN. HOSP. PSYCHIATRIC SERVICE (NON-VA) 
  	VA PSYCHIATRIC INPATIENT SERVICES 
  	FEDERALLY ASSISTED COMM. MEN. HEALTH CEN. 
  	ALL OUTPATIENT SERVICES 
  	FEDERALLY ASSISTED COMM. MEN. HEALTH CEN. 
  	Other 
 

 
  	
  	
  	
  	
  	Number of patient care episodes 
  	
  	
  	
  	
 

 
  	1977 
  	6,392,979, 
  	1,816,613 
  	574,226 
  	184,189 
  	571,725 
  	217,507 
  	268,966 
  	4,576,366 
  	1,741,729 
  	2,834,637 
 

 
  	1975 
  	6,409,447 
  	1,791,171 
  	598,993 
  	165,327 
  	565,696 
  	214,264 
  	246,891 
  	4,618,276 
  	1,584,968 
  	3,033,308 
 

 
  	1971 
  	4,038,143 
  	1,720,389 
  	745,259 
  	126,600 
  	542,642 
  	176,800 
  	130,088 
  	2,316,754 
  	622,906 
  	1,693,848 
 

 
  	1965 
  	2,636,525 
  	1,565,525 
  	804,926 
  	125,428 
  	519,328 
  	115,843 
  	— 
  	1,071,0000 
  	— 
  	1,071,000 
 

 
  	1955 
  	1,675,352 
  	1,296,352 
  	818,832 
  	123,231 
  	265,934 
  	88,355 
  	— 
  	379,000 
  	— 
  	379,000 
 

 
  	
  	
  	
  	
  	Percent distribution 
  	
  	
  	
  	
 

 
  	1977 
  	100% 
  	28.4 
  	9.0 
  	2.9 
  	8.9 
  	3.4 
  	4.2 
  	71.6 
  	27.2 
  	44.4 
 

 
  	1975 
  	100% 
  	27.9 
  	9.3 
  	2.6 
  	8.8 
  	3.3 
  	3.9 
  	72.1 
  	24.7 
  	47.4 
 

 
  	1971 
  	100% 
  	42.6 
  	18.5 
  	3.1 
  	13.4 
  	4.4 
  	3.2 
  	57.4 
  	15.4 
  	42.0 
 

 
  	1965 
  	100% 
  	59.4 
  	30.5 
  	4.8 
  	19.7 
  	4.4 
  	— 
  	40.6 
  	— 
  	40.6 
 

 
  	1955 
  	100% 
  	77.4 
  	48.9 
  	7.3 
  	15.9 
  	5.3 
  	— 
  	22.6 
  	— 
  	22.6 
 

 
  	
  	
  	
  	
  	Rate per 100,000 population 
  	
  	
  	
  	
 

 
  	1977 
  	2,964 
  	842 
  	266 
  	85 
  	265 
  	101 
  	125 
  	2,122 
  	808 
  	1,314 
 

 
  	1975 
  	3,033 
  	847 
  	283 
  	78 
  	268 
  	101 
  	117 
  	2,185 
  	750 
  	1,435 
 

 
  	1971 
  	1,977 
  	843 
  	365 
  	62 
  	266 
  	87 
  	64 
  	1,134 
  	305 
  	829 
 

 
  	1965 
  	1,376 
  	817 
  	420 
  	65 
  	271 
  	60 
  	— 
  	559 
  	— 
  	559 
 

 
  	1955 
  	1,028 
  	795 
  	502 
  	76 
  	163 
  	54 
  	— 
  	233 
  	— 
  	233 
 





*In order to present trends on the same set of facilities
over this interval, it has been necessary to exclude from this table the
following: private psychiatric office practice; psychiatric service modes of
all types in hospitals or outpatient clinics of federal agencies other than the
VA (e.g., Public Health Services, Indian Health Services, Department of
Defense, Bureau of Prisons, etc.); inpatient services modes of multiservice
facilities not shown in this table; all partial care episodes; and outpatient
episodes of VA hospitals. 


**Includes estimates of episodes of care in residential
treatment centers for emotionally disturbed children. 


SOURCE: Unpublished provisional data from the National
Institute of Mental Health (1977). 


TABLE 35-2. Readmission index and percent change for state and
county mental hospitals: United States, 1969, 1972, and 1975. 



 
  	
  	INDEX YEAR  
  	PERCENT CHANGE
  
 

 
  	COMPONENT OF RE-ADMISSION INDEX 
  	1969 
  	1972 
  	1975 
  	1969-72 
  	1972-75 
 

 
  	Net live releases in 3 years
  prior to index year 
  	995,834 
  	1,188,104  
  	1,179,977 
  	19-3 
  	-0.7 
 

 
  	Number of readmissions during
  the index year 
  	173,245 
  	217,468 
  	232,272 
  	25-5 
  	6.8 
 

 
  	Readmission index (readmissions
  in index year per 1,000 net live releases in previous 3 years) 
  	174.0 
  	183.0 
  	196.8 
  	5.2 
  	7.5 
 





SOURCE: Unpublished data from the Division of Biometry and
Epidemiology, National Institute of Mental Health. 


Because of the greater use of inpatient settings that have an active
treatment focus, the length of inpatient care and the number of psychiatric
beds have declined. Between 1971 and 1977, the total number of inpatient days
decreased 40 percent, from 153 million to 91 million (see table 35-3), and the
rate per 1,000 population decreased 43 percent, from 750 to 424. Between 1971 and
1977, the number of beds in inpatient psychiatric facilities declined from 471,800
to 298,783, a 37 percent decrease (see table 35-3). The corresponding rate of
inpatient psychiatric beds per 100,000 population dropped 38 percent, from 225.6
to 138.9. Much of this decrease in the number of beds during this period
reflects changes within state and county mental hospitals, where the number of
beds decreased 49 percent between 1971 and 1977. 


If changes in the number of beds in various inpatient facilities are
taken as an indication of shifting loci of care, some interesting patterns can
be seen. There was a net decrease in the number of psychiatric beds between 1971
and 1977 for all psychiatric facilities, largely as a result of the drop in the
number of state mental hospital beds from 361,578 to 184,079. Despite this net
decrease, some facilities increased the number of beds during the same period.
For example, beds in private psychiatric hospitals rose from 14,412 to 16,637. Even
more dramatically, nonfederal general hospital psychiatric unit beds increased
from 23,308 to 29,384. These changes are but one indication of the growing role
being assumed by these settings in inpatient psychiatric care. 


 Growth in General Hospital Psychiatry  


There was a 26 percent increase in beds in psychiatric units of
nonfederal short-term general hospitals between 1971 and 1977. This increase
contrasts markedly with the decrease in state hospital beds and exceeds the 9 percent
overall increase for general hospital beds for the same period. The increase in
the number of general hospital psychiatric unit beds reflects a 45 percent
increase in the number of new units between 1971 and 1977. 


As of January 1978, nonfederal general hospitals maintained 844 inpatient
psychiatric units, 300 outpatient psychiatric services, and 166 day treatment
programs for psychiatric patients. Veterans Administration general hospitals
added another 100 inpatient psychiatric units, 102 outpatient psychiatric
services, and 56 day treatment programs (see table 35-4) The nonfederal general
hospital separate psychiatric services accounted for 20 percent of the episodes
in all specialty mental health facilities in 1977.H 


TABLE 35-3. Inpatient days of care and inpatient beds in mental
health facilities, percent distribution and percent change according to type of
facility: United States, 1971, 1973, 1975, and 1977. 



 
  	TYPE OF FACILITY* 
  	YEAR 
  	PERCENT CHANGE 
 

 
  	
  	
  	
  	1971 
  	1973 
  	1975 
  	1977 
  	1971 
  	1973 
  	1975 
  	1977 
  	1971-77 
 

 
  	
  	
  	
  	Number of inpatient days 
  	Percent distribution of inpatient days 
  	Inpatient days 
 

 
  	All facilities 
  
  	153,104,652 
  	125,905,826 
  	104,907,588 
  	91,432,227 
  	100.0% 
  	100.0% 
  	100.0% 
  	100.0% 
  	-40.3 
 

 
  	
  	Psychiatric hospitals 
  	137,697,251 
  	109,302,017 
  	86,709,598 
  	72,633,469 
  	89.8 
  	86.8 
  	82.6 
  	79.4 
  	-47.3 
 

 
  	
  	
  	State and county hospitals 
  	119,200,126 
  	92,210,109 
  	70,584,014 
  	57,206,390 
  	77.7 
  	73.2 
  	67.2 
  	62.6 
  	-52.0 
 

 
  	
  	
  	Private hospitals 
  	4,220,216 
  	4,107,499 
  	4,400,522 
  	4,791,906 
  	2.8 
  	3.3 
  	4.2 
  	5.2 
  	13.5 
 

 
  	
  	
  	VA hospitals** 
  	14,276,909 
  	12,984,409 
  	11,725,062 
  	10,635,173 
  	9.3 
  	10.3 
  	11.2 
  	11.6 
  	-25.5 
 

 
  	
  	Nonfederal general hospital psychiatric
  units 
  	6,826,260 
  	6,990,253 
  	8,349,412 
  	8,434,691 
  	4.5 
  	5.6 
  	8.0 
  	9.2 
  	23.6 
 

 
  	
  	Residential Treatment centers for
  emotionally disturbed children 
  	6,355,745 
  	6,337,926 
  	5,900,112 
  	6,545,570 
  	4.2 
  	5.0 
  	5.6 
  	7.2 
  	3.0 
 

 
  	
  	Community mental health centers 
  	2,225,396 
  	3,275,630 
  	3,948,466 
  	3,818,497 
  	1.5 
  	2.6 
  	3.8 
  	4.2 
  	71.6 
 

 
  	
  	
  	
  	Number of inpatient beds*** 
  	Percent distribution of inpatient beds*** 
  	Beds*** 
 

 
  	All facilities 
  	471,800 
  	391,813 
  	331,134 
  	298,783 
  	100% 
  	100% 
  	100% 
  	100% 
  	-36.7 
 

 
  	
  	Psychiatric hospitals 
  	418,535 
  	335,881 
  	274,206 
  	234,512 
  	88.8 
  	85.6 
  	82.8 
  	78.5 
  	-44.0 
 

 
  	
  	
  	State and county hospitals 
  	361,578 
  	280,277 
  	222,202 
  	184,079 
  	76.7 
  	71.4 
  	67.1 
  	61.6 
  	-49.1 
 

 
  	
  	
  	Private hospitals 
  	14,412 
  	15,369 
  	16,091 
  	16,637 
  	3.1 
  	3.9 
  	4.9 
  	5.6 
  	15.4 
 

 
  	
  	
  	VA hospitals** 
  	42,545 
  	40,235 
  	35,913 
  	33,796 
  	9.0 
  	10.3 
  	10.8 
  	11.3 
  	-20.6 
 

 
  	
  	Nonfederal general hospital psychiatric
  units 
  	23,308 
  	24,518 
  	28,706 
  	29,384 
  	4.9 
  	6.3 
  	8.7 
  	9.8 
  	26.1 
 

 
  	
  	Residential Treatment centers for
  emotionally disturbed children 
  	19,348 
  	19,023 
  	18,029 
  	20,071 
  	4.1 
  	4.9 
  	5.4 
  	6.7 
  	3.7 
 

 
  	
  	Community mental health centers 
  	10,609 
  	12,391 
  	10,193 
  	14,816 
  	2.2 
  	3.2 
  	3.1 
  	5.0 
  	39.7 
 





*Excludes multiservice mental health facilities not elsewhere
classified, which represents 1 percent or less of the inpatient days and beds for
each of the years. 


**Includes VA neuropsychiatric hospitals and psychiatric
inpatient units of VA general hospitals. 


***Counts on number of beds are obtained as of December 31
for each of the years. 


SOURCE (inpatient days): Unpublished estimates from the
Division of Biometry and Epidemiology, National Institute of Mental Health. 


SOURCE (beds, 1971-75): National Institute of Mental Health,
Division of Biometry and Epidemiology, Statistical
Notes 98, 118, and 144. 


SOURCE (beds, 1977): Unpublished estimates from Division of
Biometry and Epidemiology, National Institute of Mental Health. 


TABLE 35-4. Number of Mental Health Facilities and Service Modalities—United States, January 1978.


 
  	
  	
  	NUMBER OF SERVICES
 

 
  	TYPE OF FACILITY
  	NUMBER OF FACILITIES
  	INPATIENT
  	OUTPATIENT 
  	DAY TREATMENT 
 

 
  	Total, all facilities
  	3,751
  	2,433
  	2,439
  	1,581
 

 
  	Nonfederal psychiatric hospitals
  	487
  	487
  	183
  	184
 

 
  	State and county hospitals
  	298
  	298
  	121
  	104
 

 
  	Private hospitals
  	189
  	189
  	62
  	80
 

 
  	VA psychiatric services*
  	137
  	122
  	128
  	68
 

 
  	Neuropsychiatric hospitals
  	22
  	22
  	21
  	9 
 

 
  	General hospitals
  	110
  	100
  	102
  	56
 

 
  	Nonfederal general hospitals
  	925
  	844
  	300
  	166
 

 
  	Public hospitals
  	173
  	159
  	78
  	35
 

 
  	Nonpublic hospitals
  	752
  	685
  	222
  	131
 

 
  	Residential treatment centers for emotionally disturbed children
  	375
  	375
  	62
  	114
 

 
  	Federally funded CMHC's
  	563
  	563
  	563
  	563
 

 
  	Freestanding outpatient clinics
  	1,160
  	— 
  	1,160
  	389
 

 
  	Public
  	397
  	— 
  	397
  	135
 

 
  	Nonpublic
  	763
  	— 
  	763
  	254
 

 
  	Other mental health facilities
  	104
  	42
  	43
  	97
 




*Total includes information for five VA freestanding psychiatric outpatient clinics that are not shown separately. Five of the clinics had outpatient services and three had day treatment.

SOURCE: Unpublished data from the Division of Biometry and Epidemiology. National Institute of Mental Health.


The overall role of general hospitals in providing mental health
services is much larger, however, than that of their specialty psychiatric
services. For example, discharges from nonfederal general hospital psychiatric
units numbered 552,437 in 1977, whereas discharges with a primary p7sychiatric
diagnosis from all hospital units numbered 1,625,000. Therefore, there were
more than an additional 1 million discharges with a primary psychiatric
diagnosis from general hospitals over and above those discharged from specialty
psychiatric inpatient units. In addition to the 1.6 million discharges with a
primary diagnosis of mental disorder, an additional 1.1 million discharges in nonfederal
short-stay hospitals had a secondary psychiatric diagnosis (see table 35-5). 


Organized outpatient mental health services may be categorized by
their organizational location as follows: 


 1.     
   Freestanding outpatient clinics that are not
administratively part of or affiliated with an inpatient psychiatric facility. 


 2.     
   Outpatient services affiliated with
psychiatric hospitals, both public and private. 


 3.     
   Outpatient psychiatric services of general
hospitals. 


 4.     
   Outpatient psychiatric services of other
mental health facilities, such as residential treatment centers for emotionally
disturbed children, outpatient services of federally funded community mental
health centers, and clinics of the Veterans Administration. 


Of the total 2,439 outpatient mental health services in the United
States as of January 1978, approximately 183 (8 percent) were affiliated with
psychiatric hospitals; 402 (16 percent) were affiliated with general hospitals
(nonfederal and Veterans Administration); 1,160 (48 percent) were freestanding psychiatric
services; 563 (23 percent) were affiliated with federally-funded community
mental health centers; and 131 (5 percent) were affiliated with other types of
mental health facilities. Dual affiliation with a general hospital and a
community mental health center are counted with the latter (see table 35-4). 


Additional information on the volume of services in each of the
facility types is presented in table 35-6. This table reflects additions to
facilities, that is, admissions, readmissions, and transfers during the year.
When combined with data in table 35-1, it is possible to determine the percent
of episodes beginning in the year. It is also possible to determine where the
increase in outpatient mental health services has occurred in the past decade. Ninety-four
percent of the absolute increase of 1,008,160 outpatient additions between 1971
and 1977 was about equally distributed between two types of outpatient
settings; freestanding outpatient services and outpatient services of community
mental health centers (see table 35-6). 


TABLE 35-5. Distribution of Discharges, Excluding Newborns, from
Nonfederal Short-stay Hospitals, According to Whether or not Primary or
Secondary Diagnosis was a Mental Disorder— United States, 1977. 



 
  	DIAGNOSIS 
  	NUMBER OF DISCHARGES 
 


  	All discharges 
  	35,902,000 
 

 
  	Discharges with a mental disorder 
  	2,763,000 
 

 
  	Primary diagnosis of mental disorder 
  	1,625,000 
 

 
  	Primary only 
  	1,128,000 
 

 
  	Primary and one or more secondary 
  	497,000 
 

 
  	Secondary only 
  	1,139,000
 





Source: Unpublished data from the National Center for Health
Statistics Hospital Discharge Survey. 







 
  	
  	SERVICE MODE
 

 
  	TYPE OF FACILITY
  	INPATIENT 
  	OUTPATIENT 
  	DAY TREATMENT 
 

 
  	
  	NUMBER OF ADMISSIONS 
  	PERCENT CHANGE  
  	NUMBER OF ADMISSIONS 
  	PERCENT CHANGE  
  	NUMBER OF ADMISSIONS 
  	PERCENT CHANGE  
 

 
  	
  	1971 
  	1977 
  	1971-77 
  	1971 
  	1977 
  	1971-77 
  	1971 
  	1977 
  	1971-77 
 

 
  	Total, all facilities 
  	1,269,029 
  	1,588,964 
  	25.2 
  	1,378,822 
  	2,386,982 
  	73.1 
  	75,545 
  	171,118 
  	126.5 
 

 
  	Nonfederal psychiatric hospitals 
  	494,640 
  	552,854 
  	11.8 
  	147,383 
  	146,797 
  	-0.4 
  	18,448 
  	14,530 
  	-21.2 
 

 
  	State and county hospitals 
  	407,640 
  	414,703 
  	1.7 
  	129,133 
  	107,127 
  	-17.0 
  	16,554 
  	10,637 
  	-35.8 
 

 
  	Private hospitals 
  	87,000 
  	138,151 
  	58.8 
  	18,250 
  	39,670 
  	117.4 
  	1,894 
  	3,899 
  	105.9 
 

 
  	VA psychiatric services* 
  	134,065 
  	183,461 
  	36.8 
  	51,645 
  	123,893 
  	139.9 
  	4,023 
  	6,978 
  	73.5 
 

 
  	Nonfederal general hospital psychiatric units 
  	519,926 
  	552,437 
  	6.3 
  	282,677 
  	225,765 
  	-20.1 
  	11,563 
  	13,260 
  	14.7 
 

 
  	Government hospital psychiatric units 
  	215,158 
  	135,460 
  	-37.0 
  	139,077 
  	99,543 
  	-28.4 
  	4,291 
  	3,480 
  	-18.9 
 

 
  	Private hospital psychiatric units 
  	304,768 
  	416,977 
  	36.8 
  	143,600 
  	126,222 
  	-12.1 
  	7,272 
  	9,780 
  	34.5 
 

 
  	Residential treatment centers for emotionally disturbed children 
  	11,148 
  	15,152 
  	35.9 
  	10,156 
  	18,155 
  	78.88 
  	994 
  	3,147 
  	216.6 
 

 
  	Federally funded CMHCs 
  	75,900 
  	257,347 
  	239.1 
  	335,648 
  	876,121 
  	161.0 
  	21,092 
  	102,493 
  	385.9 
 

 
  	Freestanding outpatient clinics 
  	—  
  	— 
  	— 
  	484,677 
  	889,589 
  	83.9 
  	10,642 
  	21,149 
  	98.7 
 

 
  	Government 
  	— 
  	— 
  	— 
  	273,358 
  	340,953 
  	24.7 
  	7,737 
  	8,059 
  	4.2 
 

 
  	Private 
  	— 
  	— 
  	— 
  	211,319 
  	548,636 
  	159.6 
  	2,905 
  	13,090 
  	350.6 
 

 
  	Other mental health facilities 
  	33,350 
  	27,713 
  	-16.9 
  	66,636 
  	106,662 
  	60.1 
  	8,783 
  	9,561 
  	8.9 
 





 *Includes Veterans Administration
neuropsychiatric hospitals and Veterans Administration general hospitals with
separate psychiatric modalities.  

SOURCE: Unpublished
data from the Division of Biometry and Epidemiology, National Institute of Mental
Health.



Increasing Role of Nursing
Homes in Care of Mentally Ill 


One of the major factors contributing to the decline in the size of the
state mental hospital resident population has been the growth of the nursing
home industry. Under the Medicare and Medicaid programs, the cost of caring for
the mentally ill aged shifted from primarily state support to primarily federal
support. These financing changes permitted nursing homes to flourish and assume
responsibility for long-term care of many chronically mentally ill aged.
Between 1954 and 1976, the number of nursing homes increased by about 210
percent, from about 6,500 to 20,185, and the number of nursing home beds grew
by almost 730 percent, from 170,000  to
1,407,000. As Redick observed: 


In 1960, 615,000 or about 4 percent of persons 65 years of age and
over were ... in institutions; by the 1970 census, this number had increased to
and represented 5 percent of all persons 65 and over. At both time periods,
over 90 percent of the elderly in institutions were either in mental hospitals
or homes for the aged and dependent, but the proportions of elderly in each of
the two types of institutions showed a significant shift over the 10-year
interval. Between 1960 and 1970, the percentage of institutionalized elderly in
mental hospitals decreased from about 30 percent to 12 percent, whereas the
proportion in homes for the aged and dependent increased from 63 to 82 percent,
[p. 1] 


Between 1969 and 1973, the number of nursing home residents
sixty-five years of age and over with a chronic mental disorder increased more
than 100 percent, from 96,000 to 194,000, while the number of residents
sixty-five years of age and over in all types of psychiatric hospitals
decreased by 37 to 40 percent (see table 35-7). The net benefit of this trend
for the mentally ill elderly has been questioned. Studies of the care provided
for these individuals in nursing homes have suggested that “re-institutionalization”
rather than a deinstitutionalization to a less restrictive environment has
resulted. As an example of the impact of financing on the locus and quality of
care, this phenomenon has important implications for national health insurance
planning. 


 Growth in Federally Funded Community Mental
Health Centers  


One aspect of the growth in community-based mental health care has
been the development of federally funded community mental health centers. The
number of community mental health centers grew from 205 in 1969 to 563 in 1977
and, as noted, earlier, the outpatient services of these centers and of freestanding
outpatient clinics accounted for 94 percent of the absolute increase in
outpatient episodes between 1971 and 1977. In 1977, federally funded community
mental health centers accounted for 31 percent of the total inpatient and
outpatient episodes (see table 35-1). 


Table 35-7. Resident Patients 65 Years of Age and Over in
Psychiatric Hospitals or Residents 65 Years of Age and Over with Chronic
Condition of Mental Disorder* in Nursing Homes and Percent Change, According to
Type of Facility—United States, 1969 and 1973. 



 
  	TYPE OF FACILITY 
  	NUMBER OF RESIDENTS 
  	PERCENT CHANGE
 

 
  	 
  	1969 
  	1973 
  	1969-73 
 

 
  	State and county mental hospitals 
  	111,420 
  	70,615 
  	-36.6 
 

 
  	Private mental hospitals 
  	2,460 
  	1,534 
  	-37.6 
 

 
  	VA hospitals** 
  	9,675 
  	5,819 
  	-39.9 
 

 
  	Nursing homes*** 
  	96,415 
  	193,900 
  	101.0 
 





*Includes mental illness (psychiatric or emotional problems)
and mental retardation but excludes senility. 


** Includes Veterans Administration neuropsychiatric
hospitals and general hospital inpatient psychiatric services. 


***Data on residents with chronic condition of mental
disorder used rather than data on residents with primary diagnosis of mental
disorder at last examination, since latter data were not available by age in
1969. 


SOURCES: Selected publications and unpublished data from the
Division of Biometry and Epidemiology, National Institute of Mental Health; A.
Sirrocco, “National Center for Health Statistics: Chronic conditions and
impairments of nursing home residents, United States, 1969,” Vital and Health
Statistics, Series 12, No. 22, DHEW Pub. No. (HRA) 74-1707, Health Resources
Administration, Washington, D.C.: U.S. Government Printing Office, December
1973; and unpublished data. 


The growth in the number of community mental health centers (CMHCs),
which reached 763 in 1979, has resulted in a reorganization of existing
facilities and an absolute increase in the number of persons served by
organized mental health facilities. CMHCs generally are not newly created but
rather are formed by the affiliation of existing community resources—usually
general hospital psychiatric services and freestanding outpatient and day
treatment programs; for example, 528 CMHCs in 1975 encompassed 2,000 affiliated
facilities. General hospital psychiatric services have formed a major base for
the development of CMHCs as have state- or county-operated and/or supported
outpatient services. The state role in the development of CMHCs is demonstrated
by the fact that 29 percent of the funding for CMHCs in 1977 was provided by
state governments, an amount equal to that provided by the federal government. 


In recent years, CMHCs have accounted for the major part of the
growth in day treatment services, which were virtually nonexistent twenty years
ago. Between January 1972 and January 1978, the number of day treatment
programs increased by 60 percent. CMHCs accounted for 268 (45 percent) of the
592 new day treatment programs; freestanding outpatient psychiatric clinics
accounted for 243 (41 percent); and residential treatment centers for children
accounted for 54 (9 percent). 


The numerical increase in day treatment programs has been greatest
in CMHCs, which also sponsor the largest programs, averaging 182 annual
admissions per program versus 75 annual admissions for other settings. Because
of this growth, the CMHC day treatment programs now account for more than half
of the annual admissions to day treatment services. 


Despite dramatic increases in the numbers of day care programs and
admissions to them, day treatment still remains relatively unused in the total
spectrum of mental health resources. Of the 6.9 million patient-care episodes
in mental health facilities during 1977, only 3.2 percent were in day treatment
services. 


 Growth of Private Sector in Providing Mental
Health Services  


During the early development of mental health services, public
programs were the predominant mode of service delivery. However, this dominance
has been eroding at a rapid pace in recent years. (The growth in psychiatric
services in general hospitals has already been noted.) Similarly, private
psychiatric hospitals have grown from 151 in 1968 to 189 in 1977 and have
assumed an increasing role in inpatient care. While national trend data are not
available, there has probably been a significant increase in the number of
people under care of private practitioners. The number of people seen privately
by psychiatrists and psychologists has been estimated to be almost 1.3 million,
or 20 percent of the total number of people seen in 1975 in the specialty
mental health sector. Indeed, when the number of people seen in all private
settings (both organized and private office settings are combined), the
resultant number represents about half of the people under care in all
specialty mental health settings during 1975. 


 Providing Mental Health Services in the Health
Sector  


Of the total number of people affected by mental disorders in 1975,
about 19 million, or more than 60 percent, were estimated to have had contact
with a general medical professional during the year. Only about 6 percent of
the total were estimated to have been seen also in the specialty mental health
sector during the year (see figure 35-1). Since approximately 76 percent of the
noninstitutionalized population visits a physician in one or more settings
during a year, this finding is not surprising. However, it does underscore the
importance of the health sector as part of the treatment system for the
mentally ill. 


Special surveys of general practitioners and internists have shown
that about 15 percent of their patients are recognized as being affected by a
mental disorder during periods of one month to one year, a figure reasonably
consistent with the overall annual prevalence of mental illness in the
population as a whole. Lower rates were found in industrial clinic settings,
and somewhat higher rates were found in hospital outpatient departments. 


The rates of mental disorder found in these studies were higher than
those routinely reported within the general health sector. For example, in
1975, the National Ambulatory Medical Care Survey determined that only 5
percent of visits to general practitioners, internists, and pediatricians
resulted in a diagnosis of mental disorder. It is believed that such
underreporting results from several factors: (1) Organic illnesses are
frequently the problems most presented and constitute the major focal point
within nonpsychiatric office practice; (2) some non-psychiatrist physicians are
unable to recognize certain types of mental illness; and (3) many non-psychiatrists
prefer to avoid a mental disorder diagnosis whenever an alternative is
available, perhaps to assure that treatment will be covered by health
insurance. 


In a more recent study, mental health professionals examined a
sample of general medical practice patients with a standardized psychiatric
interview protocol. Results showed that 26.7 percent of adult patients
(eighteen years and over) could be predicted to have a Research Diagnostic Criteria
(RDC) diagnosis of mental disorder in one year. These findings indicate that
higher percentages of general medical practice patients may be found to have
bona fide mental disorders when more precise measures are used. However, the
percent of these disorders that are mild and self-limited and that do not
require specific “mental health services” has not yet been determined. 


A study of general medical physicians in England found that 67
percent of their patients with identified mental disorder received some form of
treatment directly from the physician. Another 5 percent were referred for
specialty mental health care, and 28 percent received no mental health
treatment in the year. There is wide variation, however, in what is defined as
“treatment” within general health care settings. Some of the U.S. general
medical practice studies found that psychotropic drugs were prescribed for 60
to 80 percent of patients with identified mental disorders, and that
“supportive therapy” was provided for up to 96 percent.' It is also obvious
that some types of treatments used for patients with identified mental
disorders were used for other patients as well. For example, a 1973 survey of
visits to office-based physicians revealed that an antianxiety or sedative
agent was prescribed in 12 percent of these visits, although only 5 percent of
such visits were for mental disorder. 


Even if physicians in general medical practice neither recognize nor
treat all of the mental disorders of their patients, it is clear that these physicians
provide a substantial share of the total volume of mental health services in
the United States. Of all visits to office-based physicians resulting in a
primary diagnosis of mental disorder, 47 percent were attributed to
nonpsychiatric physicians, and 53 percent were attributed to psychiatrists.
Likewise—although non-psychiatrists acknowledged use of a
“psychotherapy-therapeutic listening” service in only 2 percent of their
visits, compared with 73 percent of psychiatrists’ visits, by sheer weight of
numbers non-psychiatrists accounted for as many as 46 percent of visits and 27
percent of the total time devoted to such therapeutic listening treatment by
office-based physicians. 


 Geographic Location of Services  


By almost any measure one chooses to use, specialty mental health
resources are unevenly distributed geographically. Whether one looks at a
national, regional, or local community level, resources tend to be clustered in
certain areas, while other areas are essentially underserved or unserved. This
uneven distribution results in limited or difficult access to mental health
services for many who need them. 


In general, mental health resources, whether facilities or
personnel, tend to be clustered regionally in the Northeast and in urban rather
than suburban or rural areas. Until quite recently, the location of service
facilities and personnel had been planned with little consideration to local
service needs and resources. The development of community mental health centers
represents an effort at the federal level to complement state and local efforts
to encourage more rational and equitable resource allocation and distribution,
although these goals are not easily reached. 



[image: Figure 35.2]

Figure 35-2. 
Total Psychiatric Beds per 100,000 Population by
State-United States, January 1976




Examination of how psychiatric beds are distributed nationally will
illustrate some of the current problems of resource distribution. The adequacy
of a community’s inpatient psychiatric care resources cannot be judged solely
by its bed-to-population ratio. However, using this and other measures, it is
apparent that there are vast inequities in the distribution of beds and other
resources, which remain unrectified. 


Psychiatric beds are distributed reasonably equally when the bed
rate per 100,000 is considered by the state (see figure 35-2). However,
psychiatric beds are more unevenly distributed by the state than are general
hospital beds. Particular types of psychiatric inpatient facilities show
different degrees of uneven bed distribution; beds in psychiatric units in
general hospitals are most evenly distributed, while beds in state and county
mental hospitals are most unevenly distributed. 


Compared with urban areas, rural areas and suburban areas have a
relatively low rate of community-based psychiatric beds per population. Rural
psychiatric hospital bed ratios compared with urban area bed ratios are also
relatively low, while psychiatric bed ratios in locales outside urban areas
(but not rural) are very high, reflecting the historical tendency to locate
psychiatric hospitals outside of populated areas. 


One of the many objectives of the community mental health center
program has been to increase the geographic accessibility of mental health care
to the nation’s population. In 1975, however, twelve years after passage of the
community mental health care center legislation, 104 of the 1,542 geographic
catchment areas in the United States still had no mental health services, 647
still had no community-based inpatient mental health service, and 334 had
inpatient and outpatient mental health services but no day care or emergency
services. The primary reasons for this omission are as follows: 


 1.     
   Funds to
support the development of CMHCs in all needed catchment areas have been
limited. 


 2.     
   Development of and planning for mental health
services are difficult for those areas with scarce resources, and such planning
may not be given highest priority by some communities. 


 3.     
   Some
areas are so sparsely populated that it would not be cost effective to provide
a full range of services to them. 


Remedies for this situation have been proposed, most recently by the
President’s Commission on Mental Health, but these barriers to service
development may not be easily overcome. Implementation of the Mental Health
Systems Act, which is now being developed by Congress, would provide the
greatest potential for ameliorating the current maldistribution of services. 


 Manpower Supply and Distribution  


Concern has frequently been voiced over the adequacy of the manpower
supply to meet the current and future service needs of the mentally ill. The
issue becomes particularly acute considering the possibility that national
health insurance, by eliminating some financial barriers, may increase the
demand for services. At present, it is extremely difficult to say, except at a
very general level, whether there are or are likely to be enough of the right
people, with the right skills, in the right places, to respond appropriately to
mental health service needs and demands. To answer these questions requires
information not yet available regarding such issues as: 


 1.     
   Who needs
what services where? 


 2.     
   What
types of persons are best suited to provide various types and levels of care
for particular kinds of individuals and disorders? 


 3.     
   How do
caregivers spend their time in various organizational settings? 


 4.     
   How do
various types of caregivers affect those they treat? 


 5.     
   What
kinds of human resources are needed (and for how long) to provide adequate
treatment for various disorders? 


 6.     
   What
incentives can effectively alter manpower distribution patterns to make them
more equitable? 


 7.     
   How are
the supplies of various types of manpower and other resources changing? 


The issue is particularly complex because the characteristics of
both the specialty mental health and the general health manpower system must be
understood. 


Almost two-thirds of those with mental disorders have contact with
only the general health sector during a given year; it is thus critical that
the need and demand for manpower in treating mental disorders be analyzed in
this larger context. However, if examination is confined to the core
disciplines providing mental health services (that is, psychiatry, psychology,
social work, and mental health nursing), some idea of the general supply of
personnel in these fields can be obtained, as well as an idea of how these
individuals are distributed nationally in various service settings. Such
figures, although crude, do suggest that however adequate or inadequate the
current supply may be nationally, there is considerable geographical
maldistribution that stands in need of correction. 


There has been a substantial growth in the core disciplines during
the past thirty years, as noted by Kole: 


Membership of the American Psychiatric Association increased from
about 12,000 in 1963 to about 23,000  in
1976; of these, 17,000 are estimated to be providing patient services in various
settings, a ratio of 1:13,000 to the general population in 1976. Membership of
the American Psychological Association increased from 21,000 in 1963 to 44,500
in 1977. Of these, approximately 23,000 are considered by the Association to be
health care providers; approximately 81 percent of these providers have
doctorate degrees and 17 percent have master’s degrees, with many of the latter
working toward the doctorate. The supply of social workers increased from an
estimated 105,000 in 1960 to 195,000  in
1974 with perhaps 70,000 having an MSW degree or higher; about 26,000 full-time
equivalent social workers were employed in mental health facilities in 1976,
with 73 percent of these at the MSW level or above. In 1976, about 39,000  full-time equivalent nurses worked within
organized mental health facilities; these include the entire range of training
from associate degree nurses to those holding doctorate degrees. The number of
mental health nurses with master’s degrees or higher has increased from less
than 20 in 947  approximately 11,000 in
1976. [p. 12] 


As of January 1978, there were 469,038 filled staff positions
(excluding private practitioners) in specialty mental health facilities in the
United States. Of that total, 31 percent were staff not engaged in patient care.
Of the professional staff, 26 percent were registered nurses, 13 percent were
psychiatrists, 3 percent were other physicians, 13 percent were psychologists,
18 percent were social workers, 6 percent were physical health professionals,
and 23 percent were other mental health professionals. Of the other staff
engaged in patient care, 12 percent were licensed practical or vocational
nurses, and 88 percent were mental health workers. Fulltime staff worked an
average of 39.6 hours per week, part-time staff worked 16.7 hours, and trainee
staff worked 22.3 hours. 


More than half of the total full-time equivalent staff of specialty
mental health facilities worked in state and county mental hospitals. These
hospitals deployed relatively large numbers of staff for work other than
patient care and employed mental health workers with less than a bachelor’s
degree. Professional staff engaged in patient care in state and county mental
hospitals were not as predominant, accounting for one-third of the full-time
equivalent staff positions. 


A study of the distribution of mental health manpower in mental
health facilities has reported several aspects of uneven manpower distribution.
First, urban areas rather than rural areas tended to attract concentrations of
manpower and services. Such urban-rural manpower differences were particularly
great regarding psychiatrists, social workers, and registered nurses. Although
there were urban-rural disparities in the supply of psychologists, the
disparities were not as great. Paraprofessionals tended to be more evenly
distributed. The urban-rural manpower disparity holds even when poverty areas
are compared. For psychiatrists, psychologists, social workers, and registered
nurses, the highest mean number of manpower hours per 100,000 catchment area
population in a poverty area was found in urban poverty areas, while the lowest
manpower levels were in rural poverty areas. 


From a regional perspective, the Northeast was relatively well
supplied with mental health manpower, while the South, particularly the west
south central and east south central regions, was poorly supplied. Certain
states were outstanding either for their notably high rates of mental health
manpower (for example, New York, Massachusetts, Vermont, and the District of
Columbia) or for notably low rates (for example, Alabama, Alaska, and
Mississippi). 


Although this study was limited to manpower in mental health
facilities, similar distribution patterns may exist for mental health personnel
in private practice and in other care settings such as schools, industrial
clinics, and other human service settings. 


 Summary  


A review of the key points of this chapter provides an overview of
the current mental health service system. Some trends and issues of particular
importance for future planning are as follows: 


 1.     
   About 15
percent of Americans are estimated to have mental disorders within any one-year
period. 


 2.     
   Most
receive care from a variety of resources, but primarily such care comes from
the general health, not the specialty mental health service system. 


 3.     
   As many
as 22 percent of those with mental disorders in a given year may receive no
diagnostic assessment or treatment from either service system. 


 4.     
   The
specialty mental health service system, once largely geared toward long-term
inpatient care in public facilities, is becoming increasingly oriented toward
short-term and outpatient care in the private sector. 


 5.     
   The
length of stay in specialty mental health inpatient facilities has decreased
appreciably, as has the number of inpatient beds. 


 6.     
   The locus
of inpatient care of the mentally ill is shifting from state and county mental
hospitals to several other settings, particularly nursing homes and psychiatric
inpatient units of general hospitals. 


 7.     
   The
growth of community mental health centers has provided new service resources
and has had a profound effect on outpatient care (particularly day care), but
has not yet achieved its full potential in creating more equitable geographic
distribution of services and personnel. 


 8.     
   Mental
health personnel, like mental health facilities, are unevenly distributed
geographically, with rural areas notably low in mental health service
resources. 


Obviously there is still much work to be done to assure that all
Americans have access to appropriate, convenient, effective mental health care
when it is needed. Considerable work is also required to reduce the need for
mental health services through prevention. Such preventive efforts must be
firmly grounded in laboratory-based and epidemiologic studies of the conditions
that contribute to mental disorder; for example, risk factors. The more that is
understood about the origins of mental illness and how to control it, the less
reliance there will be on an extensive and expensive treatment system. Thus,
future mental health planning must consider not only how to make mental health
care more accessible and equitable for those with mental disorders, but also
how to keep people mentally healthy. 
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Notes


1   
Sections of this chapter are taken in part from two previous publications: D.
A. Regier, I. D., Goldberg and C. A. Taube “The De Facto U.S. Mental Health
Services System,” Archives of General Psychiatry,
35 (1978): 685-693, and C. A. Taube, D. A. Regier, and A. H. Rosenfeld “Mental
Disorders” in Health United States—1978,
DHEW publication No. (PHS) 78-1232, Hyattsville, Md., 1978. All statistical
data have been updated to reflect the most recent available information from
the National Institute of Mental Health and the National Center for Health
Statistics surveys. The assistance of Michael J. Witkin, Statistician, Survey
and Reports Branch, Division of Biometry and Epidemiology, NIMH, in updating
these data is gratefully acknowledged. 


2    
“Patient care episodes” are defined as the number of residents in inpatient
facilities at the beginning of the year (or the number of persons on the rolls
of noninpatient facilities) plus the total admissions to these facilities
during the year (that is, new admissions, readmissions, and returns from
long-term leave). This index, therefore, provides a duplicated count of persons
and is not equal to a true annual-prevalence rate or the annual prevalence rate
for treated mental disorder, which would require unduplicated person counts. 


CHAPTER 36 

THE PRESENT AND THE FUTURE OF THE PSYCHIATRIC HOSPITAL  


Henry Brill


Introduction 


In January 1976, there were an estimated 332,000 beds for the
mentally ill in U.S. psychiatric facilities and an additional 425,000 in
nonpsychiatric facilities, chiefly nursing homes and homes for the aged and
dependent. Commonly listed among the psychiatric facilities are the psychiatric
units of general hospitals, community mental health centers (CMHC), the state
hospitals (including state and county mental hospitals); Veterans
Administration hospitals, residential treatment centers for emotionally
disturbed children, children’s psychiatric hospitals, and private psychiatric
hospitals. All these treatment centers are different in many ways, but they
share a common body of theory and practice, as well as a common treatment
technology. And they have all been similarly affected by the social and
economic changes of the past several decades. This situation is clearly
described in a recent paper, “Psychiatry in New York City: Five Systems, All
Overwhelmed.” The authors might well have added a sixth system, the nursing
homes (including homes for the aged and dependent) because, nationwide, these
have a larger inpatient census of psychiatric cases than all other facilities combined.
All five systems face the problem of “how to deal with more patients than there
are beds for, how to treat them, and how to design programs suitable for
chronic patients as well as all the others who seek treatment.” 


That a shortage of beds is common to all the various systems of
service is a matter of daily experience. It is encountered, for example, when
one seeks to move a patient from a nursing home to a psychiatric hospital or
from a psychiatric hospital to a nursing home. As a result, public general
hospitals are often forced to keep a long-term patient in a costly acute-care
bed for weeks or months, while negotiations are carried on for some type of
placement. The various types of psychiatric facilities are affected by other
factors as well, such as the system of multiple source funding, the
requirements of continually new developments in legislative, judicial, and
administrative law, and certain shifts in public attitudes toward mental
patients and “former mental patients,” as well as psychiatric diagnosis and
treatment generally. Finally, they all face the pressures of public concern
about rising costs, and, in the long run, they all compete for the same mental
health funds. Thus, from one point of view the various types of psychiatric facilities
may be seen to function as parts of a single system even though they are
administratively heterogeneous, and the populations they serve, though they
tend to be different, have a considerable overlap. 


For this chapter, hospitals shall be considered as parts of a system
and, for purposes of perspective, something of the history of the development
of these facilities will be considered. Then the effects of advances in
treatment techniques, the administrative responses to new problems and
conditions, and the impact of newer fiscal and legal developments and the
effect that they have had on the structure and function of the psychiatric
hospitals generally will be considered. Finally, the situation with respect to
several types of psychiatric hospitals will be reviewed. 


 Inpatient Facilities Up to 1963  


 Early History  


Hospital treatment of the mentally ill has a long and turbulent
history. The classic Greek, Roman, and Arabic medical texts describe mental
illness along with other forms of sickness; and to some degree, practice was in
line with theory at least in the Muslim world, as space was provided for the
mentally ill in Bagdad, Cairo, and Damascus general hospitals as early as the
ninth century A.D. There is a story in the Arabian
Nights about a man who was treated in such a facility and then released to
the custody of his mother, after treatment with the strong deconditioning
methods of that period had led to his recovery. Far more common during those
times was the practice of extruding the mentally ill from society. They were
left to wander as wild men in the woods or set adrift at sea—as in the
frequently described ships of fools. 


It was the Spanish, perhaps reflecting influences from the Moorish
occupation, who, in the early 1400s, first opened European asylums, and it was
in the Spanish colonies that the first such facilities were established in the
New World. The British followed suit not long after, perhaps as a result of the
strong Spanish influence in England at the time, and by Shakespeare’s day
Bedlam and its wandering beggars, Toms o’ Bedlam, were familiar to the public. 


In the eighteenth century there were asylums scattered across all of
Europe. A psychiatric ward was opened at Guy’s Hospital in London in the late
1720s, while in 1755 place was made for lunatics in the Pennsylvania Hospital
in Philadelphia. 


The early asylums were run by ignorant and often brutal keepers, and
conditions there soon fell below even the primitive standards of the time. This
eventually triggered a period of reform, often associated with Philippe Pinel
in France and William Tuke in England although many others were involved.
Though this was the period of the French Revolution, the motto “Liberty,
Equality and Fraternity” did not include the mentally ill and though Pinel’s
moral therapy was an advance, his own writings show that this was far from the
golden age that has been depicted in some recent reports. Pinel described a
very high mortality rate and some of the methods that he used would today be
branded as brutal. Given the state of medical knowledge in his day, it could
hardly have been otherwise: Paresis was rampant, untreatable, and unrecognized;
anticonvulsants were unknown, the science of nutrition was still embryonic, and
there was no effective way of controlling the twin asylum problems of psychotic
behavior and epidemics. In the next 150 years other reform movements followed
periodically; they centered in turn on such targets as privately run madhouses,
county-run asylums, brutal care by the community, harsh commitment practices,
and generally low levels of care and treatment. Legal and administrative
changes followed but they never solved the underlying problems of inadequate
funding, overcrowding, and understaffing. The asylums continued to grow in
population until 1955 and represented a political liability as well as a fiscal
burden to whatever level of government administered them—municipal, county, or
state; the federal government as a matter of policy was not involved. 


Compared with other branches of medicine, psychiatry was
scientifically stagnant. The period after World War I saw the advent of
psychoanalysis on the American scene but it was only an office practice. The
prospects for improvement in the overall situation were dim, and the population
of state mental hospitals continued to grow twice as fast as the general
population. 


 The Beginnings of Community Psychiatry  


Until recent years, the state mental hospitals remained the major
psychiatric resource. The entire system appeared to be, unchanging but new
developments were underway. The first of these was the move toward the
so-called psychopathic hospitals and the psychopathic units (now called
psychiatric units) in general hospitals. Deutsch traced the former to the mid-1800s
and stated that Pliny Earle, in an 1867 paper, first used the term
“psychopathic hospital,” urging separate hospitals for the “acutely insane.”
Early institutions of this type were often primarily receiving and observation
points and performed a simple triage function for discharge or transfer to
state hospitals, but gradually treatment became more important. In addition,
relationships were established with medical schools, training for medical
students and residents was provided, and research was undertaken. The Boston
Psychopathic Hospital, the Syracuse Psychopathic, and the Colorado Psychopathic
were early examples of this new type of small, locally based, academically
oriented unit. 


In 1902 the Mosher Memorial Unit in Albany, New York became the
first modern psychiatric ward in a U.S. general hospital, and in 1933 the
Rockefeller Foundation began to provide grants to create departments of
psychiatry in university hospitals. Such units were set up in the Massachusetts
General Hospital (1934), the University of Chicago (1935), George Washington
University (1938), and Duke University (1940). A similar pattern was followed
in the establishment of psychiatric institutes that were autonomous but
maintained relationships—with universities for example, the New York
Psychiatric Institute, which was opened in 1929 as a part of the Columbia
Medical School. One can see in these various facilities the emerging concept of
community psychiatry based in small, short-term, treatment facilities located
in the community they served. But it was only after 1963 that this became a
dominant theme in American mental health policy. 


Among those who prepared the ground for a shift from the state
hospital to the community was H.S. Sullivan. Working chiefly in the 1930s and
1940s in Washington, D.C., and building on the theories of the Chicago school
of social psychology, Sullivan incorporated some of the ideas of Adolph Meyer
(1866-1950), a professor of psychiatry at Johns Hopkins, and added some of his
own to create an academic base for a social psychiatry, also referred to as
community psychiatry. This theory brought together much of what had been
developing outside of the realms of both organic and dynamic psychiatry and
emphasized the importance of the social environment on the etiology,
prevention, and treatment of mental illness. With this orientation, the
institution came to be viewed as a noxious factor and the community as a
constructive and normalizing influence. Hospitalization was to be minimized and
persons were to be treated in their own homes or at least in their own
communities. Community psychiatry could thus be understood as applied social
psychiatry. 


World War II did much to shift opinion in this direction. Support
was provided by the practical experience accumulated during the war and by
studies, such as that of Querido in Amsterdam, that seemed to demonstrate that
emergency intervention in a civilian population could all but abolish the need
for the state hospital. It was a time of confidence in social engineering as a
way of correcting social problems, which was, in part, a reaction against
Hitler and the Nazi regime’s violations of civil and human rights. It was
virtually inevitable that large mental hospitals would continue to be a target
for reform, even though major medical advances had begun to affect their
operations. The introduction of penicillin in the 1940s was to reduce paresis,
which had accounted for 10 percent of admissions, from a fatal disease to a
clinical rarity; vitamin B and advances in nutrition were wiping out pellagra
and the associated psychosis that had once been a major problem in some
Southern states; the use of diphenylhydantoin (Dilantin) in epilepsy was
reducing admissions with epileptic psychosis to mental hospitals and would soon
lead to the phasing out of the now virtually forgotten special state hospitals
for epilepsy, such as New York’s Craig Colony, which once had over 2,400 cases.
Another major advance was in the prevention and treatment of tuberculosis. In
New York state hospitals in the 1930s, this disease had a mortality rate twenty
times that of the general population; the first survey in 1941 found several
thousand active cases among 80,000 mental patients. Today this figure has been
reduced to several hundred and even that is maintained only by a continual
inflow of “skid-row” type admissions. Similarly other types of infection have
been spectacularly reduced and acrocyanosis, once so common that it was
frequently considered a complication of schizophrenia, has entirely disappeared
with the advent of more active programs of patient rehabilitation and better
nutrition. 


The introduction of somatic therapies for functional psychoses also
produced important changes. The sleep therapy of J. Klaesi introduced in the
1920s left doubts but the insulin shock of Manfred Sakel, in the mid- and late
1930s, showed that a somatic therapy could produce remission of recent
schizophrenia; convulsive therapy in the 1940s gave good, rapid results in an
amazing proportion of depressions. Brilliant individual results were now
commonplace in the treatment of functional psychoses, but the effects of all
advances were swallowed up in the overall picture of continued increase of
mental hospital census, overcrowding, understaffing, and underfinancing, and
the community facilities were still operating on only a token scale. State
hospitals were still the major psychiatric resource, and in them large number of
cases accumulated because they were refractory to all treatment efforts. In
their backwards severe psychotic behavior was widespread and was marked by
wetting, soiling, assaultiveness, chronic shouting and screaming, and
destruction of clothing and furnishings. In the mid-1940s, psychosurgery
appeared and was undertaken because it offered hope for amelioration of such
symptoms and even remission for many intractable cases, but it remained
controversial. It was abandoned with the advent of the tranquilizers in 1954
and 1955. These drugs were to produce the first overall changes in the mental
hospital situation. 


 The Impact of Psychiatric Drug Therapy on
Patients and the Public  


These tranquilizers could be and were utilized on a large scale with
existing resources. The immediate effect was a radical improvement in the
operating conditions of all types of mental hospitals. The distressing behavior
that had become the hallmark of the psychiatric hospital rapidly faded,
although it still remains embedded as a stereotype in the public mind. Within a
year or so of the introduction of tranquilizers, the census of the large mental
hospitals here and abroad began to decrease because these new drugs reduced or
abolished delusions and hallucinations and restored social capacity on a scale
never before achieved. Nationally, the mental hospital population began an
uninterrupted fall from a peak of 559,000 in 1955  504,000 by 1963, a total reduction of almost
10 percent. However, the annual rate of decline was only a little over 1
percent, and soon there was growing pressure to increase the pace of population
decrease once the possibility of such a decrease had been established. The
mechanism for such a change was already available. Outpatient maintenance was
an accomplished fact, and by the early 1970s the community hospitals could
provide rapid inpatient therapy. Although the service was available in the
1960s, the treatment time was cut to fourteen to thirty days in the 1970s. 


The introduction of antidepressant medication in the late 1950s
further extended the therapeutic potential of such facilities. In view of this,
the decrease in the length of hospital stay from six months for newly admitted
state hospital cases to one and one-half months was not impressive. 


 Public Opinion Begins to Change  


For a time after the advent of the psychiatric drugs, psychiatry, as
practiced privately and in both the community and the large hospitals, enjoyed
a favorable press. The open hospital had become a reality after almost two
centuries of frustrated hopes. Voluntary admissions increased, the confidence
of the general public rose, and interns competed for psychiatric residencies.
But there were indications that this phenomenon was to be short-lived, and an
antipsychiatry movement began to take shape. An early and rather bizarre
manifestation developed in the Southwest, where a rumor was spread that
left-leaning psychiatrists were planning to purge conservatives by
hospitalizing them in a new facility, perhaps in Alaska. For the most part,
however, the focus of attack was on involuntary hospitalization and on
inadequate care and treatment in the large hospitals. Eventually the attack
broadened to include the validity of psychiatric diagnosis; the effect of
labeling patients, and the ethics, morality, and legal status of various
techniques of treatment. The somatic therapies and their adverse reactions were
a special focus for criticism, but the concept of mental illness itself was
questioned, as was the validity of psychiatric pronouncements in forensic
matters. A large literature soon developed along these lines that was to have a
major impact on the attitudes of those persons in a position to make or
influence public policy. 


 The Joint Commission Report: Community
Psychiatry Becomes Federal Policy  


In 1955, the year the number of psychiatric patients in state
hospitals reached its peak, Congress appointed a Joint Commission on Mental
Illness and Health to redesign the U.S. mental health system. During the years
of the Joint Commission’s deliberations, the impact of the new drugs was
already being felt. This fact was acknowledged in their history-making 1961
report, although the drugs were not given a central role in the document or its
proposals and predictions for the future. The document was a carefully written
plan for social engineering in the mental health field, and its findings have
stood up well in the light of subsequent developments. Recommendations were for
a large increase in community services of all types, including general hospital
units; the entrance of the federal government into the mental health field with
strong financial support; a sharp reduction of dependence on state mental
hospitals; and a larger participation of professionals other than psychiatrists
in treatment. 


The federal response was contained in President John F. Kennedy’s
message to Congress on February 5,1963. He laid out a new concept of
community-based services that would provide a complete spectrum of resources
coordinated by community mental health centers. Institutional care and
treatment was to be minimized and the large state hospital was a target of
criticism. He said: 


. . . reliance on the cold mercy of custodial isolation will be
supplanted by the open warmth of community concern and capability. ... If we
launch a broad new mental health program now it will be possible within a
decade or two to reduce the number of patients now under custodial care by 50%
or more. 


The proposal was quickly enacted into law and federal funds began to
flow, at first for construction of the new community mental health centers
(CMHC), then for staffing, and finally, more broadly, through such mechanisms
as Medicaid and Medicare. Some aspects of the plan did not develop as rapidly
as had been hoped. The CMHC phase was particularly slow in developing because
support was time limited and the localities had to be prepared to pick up the
cost or find other support. Also the integration of all services into a
comprehensive system for each locality had to be left to local initiative, and
this phase has posed special problems. By 1973, only 392 of the planned 2,000
centers were in actual operation and as late as October 1978, it was projected
that only 678 centers would soon be in operation. In the meantime, the figure
of 2,000 had been scaled down, and the centers themselves had come under attack
on the grounds that they had merely developed more services along traditional
lines and that they were not delivering the minimal services required for such
facilities. 


 Deinstitutionalization  


While the CMHC part of the Kennedy program did not develop as
rapidly as hoped, the phasing out of the state hospitals did progress rapidly.
The target figure was a reduction of 50 percent in a decade or two, and the
actual fall was from 504,000 in 1963, the date of his speech, to an estimated
175,000 in 1978. In part, this was the result of a radical liberalization by
the hospitals themselves of discharge policies and in part it reflected
administrative policies of higher levels of state government. In at least one
state, deadlines had actually been set for the discharge of certain proportions
of the population. Equally important was the change in the thrust of laws,
rules, regulations, and judicial decisions, which made it more difficult to
admit or retain involuntary patients. Another factor was the escalation of
costs, in good part the direct consequence of class-action suits and threats of
such suits to upgrade hospital conditions and set minimum standards. Indeed one
of the proponents of this method said that he hoped to make state mental
hospital care so expensive that it would have to be abandoned—a sentiment that
has been echoed by others. 


 The Narrowing Definition of Mental Illness  


For many generations the definition of what constitutes certifiable
mental illness had been broadened by pressure of the courts and society. It had
come to include an increasing proportion of the indigent population. In the
1960s and 1970s this was no longer the case; the mental disorders of old age,
simple alcoholism, and drug abuse were largely ruled out. The criteria for
certification were otherwise narrowed. The state hospitals were no longer
willing to simply provide care for persons for whom there seemed to be no other
place. And all other psychiatric hospitals moved in the same direction. As will
be seen in the section on Psychogeriatrics, other channels for placement began
to open up during this period, especially by the operation of third-party payments
such as Medicaid. But even this has not fully met the need, and there has been
continued pressure for more beds in the inpatient system. A major problem that
remains unsolved is finding a substitute for those public facilities that in
the past served a triage function. The problem has been especially acute for
those facilities serving a congested and poor metropolitan area. Old patterns
of response die hard and the police, as well as social agencies and local
government itself, still require that certain needs be met for homeless and/or
helpless, confused, mentally incapacitated persons who cannot be left to fend
for themselves. Under the circumstances, some of these community psychiatric
units continue to serve reluctantly, providing a triage function that is
parallel to their normal catchment area duties. They view the present situation
as a transitional one during which other local resources will develop. 


In the meantime, the volume of work in the entire mental health
system has grown from 500,000 patient care episodes in 1950 to 5 or 6 million
in 1979. Yet the need seems to be even greater, based on estimates of the many
millions who suffer from mental disabilities and disorders in the general
population. It is inevitable that under such pressures choices must be made at
all levels, and this leads to the much-discussed situation in which “the
sickest persons” are said to get the least attention. Actually it would be more
accurate to say that the less treatable and more chronically disabled and those
who cannot or will not cooperate with a treatment plan are displaced in favor
of cases in which better results can be achieved with the same resources. This
can be seen as a sort of paraphrased Gresham’s Law that might state, “The more
treatable and more cooperative patients will tend to displace the less
treatable and less cooperative cases insofar as facilities can choose their
patients.” Cost is not the only factor; professional satisfaction and legal
responsibilities also play a role, because cases that are maintained with
difficulty and at a precarious level of adjustment may create public relations
problems for the agency and the staff member who takes on the treatment
responsibility. If there is a real or perceived threat to others, there are legal
considerations. (See the Tarasoff case on page 745.) 


In spite of all these negative factors, from all indications we have
passed the most difficult phase of deinstitutionalization. In New York state,
the census of state hospitals has fallen from 93,550 in 1955 to a current
25,000 (est. 1980). About half of these are aged persons admitted many years
ago, and their number shrinks each year, which accounts for the current
institutionalized population decrease of 4 to 5 percent per year. In California
the high point was 37,000 in 1956 and an informal 1978 inquiry gave a census of
5,000. “New chronics” are still appearing but at a far slower rate than in the
past, and now that it is generally recognized that certain persons will require
long-term help, community support systems are beginning to arise. At one time
the problems of discharged patients in the community were explained as a result
of inadequate preparation for community life prior to hospital discharge, which
tended to absolve everyone but the hospital of responsibility for post-hospital
service; today the emphasis is more realistic, especially since many of these
cases are now seen only briefly in community hospitals that must discharge them
after only a short-term residence. A small number of such cases are unwilling
to accept assistance or to manage medication or funds by themselves. It remains
to be seen how society will eventually deal with this problem. 


 Psychogeriatrics  


The care and treatment of aged persons no longer able to remain in
the community because of mental disorder or disability remains a problem
without satisfactory solution. The early literature on mental hospitals shows
that admission for mental illness was largely limited to relatively young
individuals. This appears to have continued throughout the 1800s. As late as
1914, New York state hospitals admitted only 770 cases of senile and
arteriosclerotic psychosis, or 7.9 per 100,000 of the general population. But
by 1955, this number had risen to 6,223,  39.00 per 10,000 (first admissions). These
older persons, two-thirds of them aged seventy-five and over, had an average
duration of hospital life of less than two years in the early 1950s. Thus the
practice was viewed as simply sending aged persons to the state mental hospital
to die. The situation was exacerbated because it came at a time when the
hospital census was rising by over 2,000 per year, and it led to a scandalous
overcrowding; some geriatric wards were so crowded with beds that there was no
day room or living space left for those who were ambulatory. 


These overcrowded geriatric wards were among the first to feel the
relief of the early decreases of hospital census, but the improvement was slow.
By the end of the 1960s it had become New York state policy to limit the
admission of persons over sixty-five. This policy was adopted nationwide, and
between 1965 and 1972 the rate of admission of persons sixty-five and over was
reduced by about two-thirds. In the meantime, Medicare and Medicaid payments
had become available, and the population of the homes for the aged and
dependent rose from 296,783 in 1950 to 469,717 in 1960 and 927,514 in 1970. The
current (1980) census is estimated to be more than a million. In 1969, just
over half of these residents were identified as having a mental disorder,
although a 1977 study showed that only 3.5 percent of 801,000 admissions gave
their former residence as a mental hospital, indicating that direct transfer
was unusual. On the other hand, a New York state study of some 25,000 patients
in adult homes showed that 29 percent had been patients in mental hospitals,
which is almost three times as high as one would expect to find in a purely
random selection of a group of aged persons from the general population. 


These figures may be complex and even confusing, and they are not
strictly comparable, but they do indicate that a very large problem of Psychogeriatrics
has been moved from the several hundred large mental hospitals of the United
States to some 18,000 widely scattered nursing and personal care facilities.
How much has been gained for the patients from this move remains to be
evaluated. There have been recent scandals in New York state, in which certain
of these facilities were attacked in the press and criminal charges were
brought. However, this does not permit of an overall judgment, and the
resulting reluctance of new entrepreneurs to enter the field has intensified
the shortage of beds, which, as has been emphasized, creates a backpressure
that tends to be felt throughout the hospital system. 


At this time, we lack an organized and effective policy with respect
to Psychogeriatrics, and we may have to look to the British for a pattern. They
have begun to establish special general hospital units for Psychogeriatrics and
are developing figures as to how many beds of this type may be needed for
100,000 of this specific population. It is of no small interest that they
report a reasonable turnover of cases in such units and that the proportion of
treatable cases, including depression and other problems, is considerable. 


 Fiscal and Administrative Issues  


Action for Mental Health
stated that in 1954 total appropriations for state, county, and psychopathic
hospital care was $568 million; this figure had risen to $854 million by 1959;
the per-diem expenditure had gone up from $3.18 to $4.06 per capita. The
recommendation was that expenditures for public psychiatric services be doubled
in five years and tripled in the next ten. Some fifteen years later, the cost
of direct care for mental illness amounted to $14,506 billion and by 1976 it
was estimated at $17 billion. This is only partly a result of inflation;
staffing ratios of public mental hospitals were 27 per 100 patients in 1956,
while today the figure stands at over 100 staff per 100 patients. Total
expenditure is now at about 12 percent of the health budget of the United States,
which amounted to $160 billion in 1976. We seem to have reached a ceiling for
health expenditures, which now amount to 8.5 percent of the gross national
product. Within the health budget mental health must compete with other
services, and there are indications that its competitive position may not be as
strong as it was at one time. 


One of the earlier inducements for deinstitutionalization was that
the money saved by closing state mental hospitals wards would be more than
enough to finance the brief-stay hospitals and outpatient services as well. It
would require an expert in government finance to explain why this has not
happened, but in retrospect, it seems overoptimistic to expect such a “plowing
back” at all. In general, government fiscal policy prefers to see all savings
turned back to a general fund; each new expenditure must then be judged each on
its own merits. Aside from this in the present stringent fiscal climate, it
seems unlikely that there will be much overall increase of mental health funds
in the future, and all attempts to free funds by cutting expenditures in
existing large hospitals will have to contend with class-action suits and
accreditation standards that seek to raise rather than lower levels of care. In
the meantime, pressure for additional funds continues from within the system,
and general hospital costs are quoted as high as $300 to $400 per day in the
New York area. In addition the cost of community care has proved to be far
higher than was originally anticipated, and is as high or higher than
in-hospital costs (in state facilities). One of the illusions of the present
system of multiple source funding (federal, state, county, and third party) is
the idea that somehow by shifting the cost from one agency or one level to another
new money will be discovered. This technique was productive for a number of
years while new sources were coming into play, and there can be no question
that this system made possible the massive and revolutionary expansion of
community hospital as well as outpatient services. But for the present this
phase seems to have run its course. We are now encountering a highly organized
and powerful move for cost containment, which comes from the large third-party
interests. It is interesting that even by 1974 the care of the mentally
disabled in nursing homes accounted for 29.3 percent of direct expenditures for
mental health from all sources, the state and county hospitals 22.8 percent,
and the general hospitals 11.7 percent, and a major shift from one sector to
another seems unlikely at this time. It remains to be seen how society will
deal with the conflicting pressures generated by demand for more services and
increased staffing on the one hand and demand for cost containment or even cost
reduction on the other. 


 Internal Structure and Function  


Revolutionary changes—many of them apparent only on inspection and
they cannot be stated in quantitative terms—have taken place in all psychiatric
hospitals. Furnishings are far better, the diet has improved, the doors are
open almost everywhere, and patients come and go with the traditional freedom
of the open hospital. Team organization has created a new informality between
staff and patients and among staff members, since uniforms are now frowned upon
for the most part. Nonmedical administration has been accepted at all levels
except for strictly medical issues and the proportion of psychiatrist
administrators of CMHC fell from 53.3 percent in 1971 to 30 percent in 1976.
This represents a trend in psychiatric administration generally. 


The rigid sexual segregation of the past has been replaced by full
integration; men and women mingle freely in the dining rooms and often in the
living areas as well. Many hospitals are as fully integrated in this respect as
are hotels, and only the actual sleeping rooms and the use of bathing or toilet
facilities are separate. Sexual acting out does occur but it has not been a
serious problem, and in at least some facilities women have access to contraceptive
pills or other devices on request, just as they do in the community. 


One of the most radical changes is to be found in policies with
respect to admission and discharge. At one time a major complaint was that
patients were admitted too readily and held too long and without adequate
justification. Current complaints are in the reverse direction; that it is too
difficult to gain admission, even on request, and that patients are discharged
too soon. In part, this situation is due to fiscal considerations—funding is
limited and cost-containment groups are vigilant. But it is also partly an
expression of a general administrative pressure for deinstitutionalization.
This pressure has had its major impact on the state mental hospitals, but it
has influenced policy in other psychiatric facilities as well, especially the
Veterans Administration and private hospitals. Compared with the general
situation before 1963, a striking improvement can be seen in overall conditions
due to better financing, better staffing, and to the ability of the facilities
to resist being flooded with more cases than they can handle. Yet, this is not
to portray the situation everywhere as ideal, because as great as the
accomplishments of the past few decades have been, the expectations of the
public have been even greater. It is an unusual facility that does not receive
its full measure of justifiable consumer complaints. In fact, one may ask why
surveys of consumer satisfaction are not a part of the regular routine of all
hospital systems. 


The Problem of Complexity 


The complexity of mental hospital administration is by itself a
major problem. The U.S. Comptroller estimates that some 135 federal programs
operated by eleven major departments and agencies have an impact on the
mentally disabled. A New York state source states that there are some 120
state, city, county, and voluntary agencies that regulate some aspect of
hospital operation. This poses a major problem of compliance, since often
voluminous and detailed regulations governing fire and safety precautions,
labor relations, fiscal operations, administration of medication, record
keeping, and various aspects of patient care, to mention a few, are involved in
running a mental hospital. The codes and rules governing each area usually have
the force of law, and infractions carry the threat of a variety of sanctions.
Perhaps the most important problem is that the whole regulatory structure has
the characteristics of a house of cards; noncompliance with any one of the
major components easily leads to withdrawal of approval by a series of other
agencies, which may lead to loss of operating certificates for essential
functions. This in turn may lead directly to loss of funding from the federal
and state level. 


A final problem is that all parts of the regulatory system tend to
be in a continual state of change; a rule that is in effect one year may no
longer be valid the next. The building codes are an excellent example. While a
building is usually considered in compliance so long as it is not altered in
structure or function, it may require costly alterations to bring it up to code
again if a change is required for hospital purposes. 


Often one cannot quarrel with the intent or even the effect of the
regulations, as for example when it is required that a traditional system of
psychiatric records be replaced by a client- or patient-oriented record. Yet
this requires that the entire staff be reoriented, and for a time this detracts
from the hours available for patient programs. The cumulative effect of
regulation is that the amount of documentation required for patient records has
increased as much as fivefold. Such increase in administrative overhead is
particularly serious in large state facilities, which have already voluminous
records and where the scarcity of clerical personnel is chronic. Another area
of administrative concern has to do with legal issues. 


Legal and Forensic Problems 


In spite of all efforts to the contrary, differences still persist
between the operation of a psychiatric ward or hospital and that of any other
type of medical facility. Many of these, based on law but administrative and
medical in nature, have to do with such issues as the admission and discharge
of patients, the rights of patients to refuse treatment, hospital responsibility
for acts of patients during hospitalization and afterward, competence of
patients with respect to specific acts, general principles of civil rights as
they have been applied to psychiatric patients, and finally the personal
liabilities of staff members and the liabilities of the hospital when sued for
violations in connection with such issues. It may be noticed that malpractice
insurance rates are lower for psychiatry than for many other specialties, but
this is misleading because the term malpractice has rather narrow medical
definitions and insurance coverage may not extend to actions that can be
interpreted as deprivation of civil rights, false imprisonment, or failure to
observe due process. 


As a result, the psychiatric facility is likely to maintain close
liaison with its legal advisors to make sure that various actions are in
conformity with the current climate of legal opinion. Legal guidance is thus
essential in psychiatry, but its value is no more absolute than is advice of a
doctor with respect to medical matters. The courts are not bound by the
opinions of a lawyer, and liabilities may still be incurred even for actions
that were taken in accordance with the advice of counsel, although this is far
less likely than when action is taken without such advice. 


One of the newer areas of the law in psychiatry has to do with
constitutional guarantees of civil rights. The applicable law is Section 1 of
the Civil Rights Act of 1871, a law originally passed to protect the black
minority after the Civil War. It reads in part: 


Every person who, under color of any statute ... regulation ... or
usage of any state ... subjects or causes to be subjected any citizen of the
United States to the deprivation of any rights, privileges, or immunities
secured by the Constitution and laws shall be liable to the party injured in an
action at law. . . . 


This law, whose operation has been reinforced by a Civil Rights
Attorney Fees Act of 1976, has been widely used in class-action suits following
the O’Connor v. Donaldson decision of 1975. This case, which was in the courts for
some years, was finally settled by a cash payment from the estate of Dr.
O’Connor, who had died in the interim. He was held liable for the involuntary
hospitalization of patient Donaldson in a Florida state hospital because he had
continued to confine, “without more” a patient who was not dangerous to himself
or others and who could survive outside of the hospital with help available to
him. This decision greatly increased the pressure on hospital authorities to
discharge patients and made hospital personnel far more vulnerable to personal
suit than they had been in the past. 


Another landmark case affects a state institution and has influenced
state hospital practice across the country, but its principles would seem to
apply to other psychiatric facilities. This case is best known as Wyatt v. Stickney. The first major decision was in 1972 in a district
federal court. As it has continued, it has set the precedent that a court may
establish standards for care and treatment and make sure that constitutional
rights of patients are not violated and that it may continue to monitor the
results of the implementation of its orders even to the point of superseding
control of the facility by the state. Personal liabilities were not invoked in
this case, and the court had extensive professional assistance in the setting
of standards. 


The Tarasoff case (1976) in California has also had national impact,
even though the decision was local. Tarasoff, a psychologist, had warning that
a clinic patient of his had homicidal intentions toward a young woman. Tarasoff
did not warn the woman although he did take other action; the woman was killed
by the patient and liability was found by the court. This case seems to be in
conflict with another major medico-legal principle, that of confidentiality,
and the results are particularly difficult to apply because they may be
understood to imply that the professional and the agency may be held liable for
the behavior of an outpatient. One must thus choose between violation of
confidentiality and the duty to warn. If all this applies to an outpatient, it
might logically be held to be even truer of an inpatient. 


Liability for acts of an inpatient may be taking a new form, as
illustrated by a recent Long Island, New York case. This case involved a
patient who murdered his wife while he was on pass from a state hospital. In
this instance, indictment on charges of criminal negligence was sought against
two psychiatrists. The grand jury did not return an indictment but, as always
in such cases, the possibility that such charges might be brought had its own
impact. A broader issue raised by the preceding case is related to the general
policy regarding psychiatric patients who have criminal tendencies. At one
time, New York state held several thousand such persons in special security
facilities but a series of cases such as Baxstrom
v. Herold (1966), in Gault (1967), and Jackson v. Indiana (1972)
were reinforced by new laws, and New York now has specialized facilities
holding only a few hundred such patients. It has been widely noted that the
reduction of the population of the old security facilities across the country
did not produce any significant problems. Many of these patients could be
released to the community. Nevertheless the pressure for “secure” beds has
continued, and there has been an increase of admissions with a history of
arrest in New York: in 1946 to 1948, 15 percent of a surveyed group of men
released from New York hospitals had a previous arrest; in 1968, 32 percent had
been arrested at some time before hospitalization; in 1975, the figure was 40
percent. A record of arrest is an indication of antisocial tendencies, and the
rising proportion of cases with such records intensifies the dilemma of
responsibility for antisocial acts after hospital. On the one hand it is argued
that prediction of overt acts is so unreliable that hundreds or thousands of
persons would have to be incarcerated to avoid one antisocial act; on the other
hand the psychiatric facility and its staff are required under severe sanctions
to predict the behavior of its patients and to prevent such overt acts but
without violating civil rights. 


Finally, the major advances in the field of patients’ rights must be
noted. It is now generally recognized that patients may refuse treatment,
except for emergency situations, and such refusal can be overcome only by
specific due process. Patients also have a right to the treatment that their
condition requires, and this must be given in situations no more restrictive
than necessary. Restraint and seclusion may be applied only under rigidly
controlled conditions, if at all, and informed consent must be secured for
various forms of specific therapy. 


The preceding is but a quick glimpse of hospital psychiatry and the
law, and it is indeed “A System in Transition.” Legal controls have evolved
within the social climate and with developments in treatment technology; the
overall results have been strongly positive, but much more remains to be done
before the system reaches a new equilibrium. 


 The Psychiatric Hospital Systems  


As ordinarily reported, the major systems of psychiatric hospital
are as follows: (1) community mental health centers; (2) psychiatric units of
general hospitals; (3) private psychiatric hospitals; (4) residential treatment
centers for children and psychiatric hospitals for children; (5) state and
county psychiatric hospitals; (6) Veterans Administration (V.A.) hospitals.
Another group, the nursing homes, have already been considered. Now the three
systems that fall somewhat outside of the focus of this section, the V.A., the
children’s facilities, and the private hospitals, will be discussed. In January
1976 there were 35,913 psychiatric beds listed in the V.A. system. The V.A.
facilities have carried on important academic and research activities in
American psychiatry. The organizational and operational changes in the V.A.
system have closely paralleled those in other psychiatric facilities, which
have been described. Treatment centers for emotionally disturbed children
numbered 331 in 1976, and they reported a population of 18,000—almost 97
percent of these patients under nongovernmental auspices. Turnover was
relatively low, and there were only 12,000 additions in the year. The centers
also reported 53,000 patient care episodes, of which 29,000 were inpatient.
While these figures may appear large the demand for such beds far exceeds the
supply and this is even truer of the twenty state and four private psychiatric
hospitals for children. This scarcity is not surprising in view of the untold
numbers who are thought to suffer from various disabilities. Finally, the
private psychiatric facilities are a small but important source of treatment.
Their distant past was a stormy one, they have come to be regarded as a
valuable resource. In 1975, there were 180 such facilities; they admitted
119,000 patients, ending the year with a census of some 11,500. It is
interesting to note that there was an increase of 10 percent in the capacity of
these facilities between 1968 and 1975, although the number of nonprofit
private hospitals decreased somewhat in this period. 


Community Mental Health Centers 


As of January 1, 1976 there were 10,193 beds listed in CMHC’s, and
even in 1973 they were already reporting 23 percent of all U.S. patient care
episodes. These facilities have been criticized for falling behind the program
goals set in 1963, but in retrospect it seems that the goals were unrealistic
and did not allow sufficiently for the problems inherent in just setting up
some hundreds of new facilities, let alone having each of them integrate the
resources already existing in its area. The aim was to have each of them
supplement services that were lacking and insure that each area would have at
least inpatient, outpatient, emergency care, partial hospitalization, and
consultation and education services. It is doubtful if anyone anticipated the
virtual avalanche of unmet needs that would be released by Medicaid, Medicare,
and other third-party payments and by the social changes of the coming years.
It is also doubtful if the complexities of coordinating a wide variety of
jealously autonomous local agencies were given due consideration. Nevertheless,
in spite of a slow start, the CMHC program has made important contributions.
For a time it seemed that this program was in danger of being abandoned at the
federal level, but the situation now looks more favorable again. 


Psychiatric Units in General Hospitals 


Greenhill states that the general hospital has emerged as the focal
point in the delivery of mental health care in the United States. There is much
to support his contention. The speed with which these facilities have
proliferated is impressive. While their history can be traced back for hundreds
of years, an earlier official American Psychiatric Association publication
states that until after 1900, Bellevue was “the only such service in the land.”
Even as late as 1950, there were only a small number of such units in
existence. Yet by 1963 almost 500 of a total of 5,400 general hospitals had
psychiatric units, and in 1971 this number had grown to 750 reported by 5,565
hospitals. By 1978 the figure had jumped to 1,600 units. In 1963 the number of
inpatient beds was 18,500; it grew to 39,000 in 1975. The volume of work
carried on in these facilities increased correspondingly; 370,000 cases were
treated in 1963, and by 1975 admissions alone numbered 543,000.  While these figures are not fully comparable
they do show a marked trend for psychiatric units in general hospitals to play
a dominant role in mental health care. In 1975 they accounted for 36 percent of
all patient care episodes. 


As had been hoped, these facilities have indeed provided brief
treatment in a community setting and on a large scale. The factor of cost is an
important one in their operations, and it has been noted that the median length
of stay in 1975 was related to methods of payment. The overall figure was
twelve days, and 84 percent of the patients were discharged within twenty-eight
days, which may be related to the thirty-day limit for payment by such third
parties as Blue Cross. It was also noted that median time to discharge was 6.6
days for personal payment cases and 3.3 days for no-charge cases. 


These facilities have been caught in the upward spiral of hospital
costs generally, and charges of $300 to $400 per day are not unusual in the New
York area. Staffing ratios are high, and it is estimated that two to three
personnel are required for each bed and additional staffing is needed for those
facilities which maintain a twenty-four-hour walk-in service. The general hospital
units now usually try to provide overall service to a limited geographic area,
but their triage function still has not been eliminated. In spite of the
creation of restricted catchment areas, many patients from outside of the
district are still brought to certain hospitals that once served as triage
centers for large populations. 


Another lingering problem for these units is posed by
psychogeriatric cases. These may be admitted to medical or surgical services
and then find their way to psychiatry where they may occupy a costly bed for
weeks or months while alternative placement is sought. The general hospital
unit may also be troubled by overall hospital staff shortages and by competing
demands for emergency staffing in other parts of the facility. This may make it
difficult to keep a stable staff on psychiatric wards at night or on weekends.
Yet with all of these problems, persons who require hospitalization clearly
prefer the psychiatric wards of the general hospital and regularly select one
in their own immediate area. 


 State and County Mental Hospitals  


These facilities were an initial target of the 1963 plan to
reorganize U.S. mental health services, and they have played an important part
in the changes that have taken place since then. These events have already been
reviewed earlier in this paper and elsewhere. Some of the major changes that
have occurred will be recapitulated. The census of these facilities has fallen
from a high of 559,000 in 1955 to an estimated 175,000 or less in 1980.
Overcrowding is now a forgotten problem, and buildings or even entire hospitals
are being closed. Medicaid and other third-party payments have put large sums
of money into the system. Accreditation standards such as those of the Joint
Commission on Accreditation of Hospitals must be met; failure to do so can and
has led to loss of federal funds for some of the better known facilities in
this class. In addition, class-action suits and threats of such suits have
maintained a continued pressure for upgrading. Overall staff ratios, which in
some facilities were once at the level of fifteen to twenty employees per one
hundred patients, have now reached a level nationwide of about one hundred
staff to one hundred patients. In 1975 they listed a full-time equivalent staff
of 211,899 when their average census was 193,436. Their budget, which had been
$568 million in 1954, was $2,641,295,000 in 1974-1975. With all of these
improvements, however, the per-diem allowance per patient is still only 25
percent or less than that in a general hospital unit and far below the private
hospital allowance. As their population continues to fall by 4 or 5 percent per
year and rumors of closing circulate, morale is damaged and problems in
recruiting capable staff, especially at the psychiatrist level, continue to
increase. 


It has been repeatedly pointed out that these hospitals could be a
valuable resource, at least for the care and treatment of those who are not
able to respond quickly to other approaches, and it is often said that many
persons would seem to be more comfortable and even safer in state and county
hospitals than they are in the slum accommodations where so many of them now
are congregated. Yet there are lingering fears about creating the old system
anew, and thus other solutions—such as the creation of community support
systems—are being sought, and the pressures for continued
deinstitutionalization continue. This author knows of no organized opposition
to this aim, only demands for a more adequate alternative. In fact deinstitutionalization
has already been largely accomplished; the bulk of the present state mental
hospital population is composed of a highly transient short-term group plus a
very large group of aged persons whose high death rate accounts for the current
population decrease. There is no indication that the “new chronics” will be
allowed to accumulate again in these hospitals nor that these facilities will
again be opened to the heterogeneous population of mentally incapacitated. The
fact that these facilities still survive at a third of their previous capacity
seems to indicate that they serve an essential though reduced function. It
remains to be seen whether they can or will be totally replaced. 


 The Future  


The future of the community-based psychiatric hospital as the focal
point of treatment of major psychiatric disorder seems assured; the advances in
treatment technology, which are now in prospect as a result of new discoveries
in the basic sciences, are more likely than not to require the technological
support that only such facilities can provide. It seems probable, however, that
they will have to take a more active role in the treatment of drug abuse and
its complications now that this condition has become so prominent in our
society. The treatment of alcoholism may also have to be expanded, and there
are great unmet needs in acute Psychogeriatrics and in child psychiatry. 


The possible future of the state mental hospital and the community
support systems that now are being developed has already been discussed.
Turning to the overall scene, it would seem that the future of psychiatric
hospital service will be determined, as it has been in the past, by the
interaction of a variety of forces, including the economic and social climate,
the real cost and availability of personnel (including the professions), and
the pace of scientific and technological advances. It is in this last that the
major hope may lie, since there are indications that we have reached a ceiling
in mental health expenditures. Only by such advances can we hope to do what is
so strongly demanded, to accomplish more with less cost. 
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CHAPTER 37 

COMPUTERS IN PSYCHIATRY  


 Marjorie H. Klein and John H. Greist  


 Introduction  


In the five years since we wrote Computers
in Psychiatry, Promises to Keep, cross currents of advances in computing
technology and legislation mandating and regulating mental health services,
payments and research, and professional attitudes have produced some striking
successes in this field, as well as a simultaneous turbulence that makes future
directions far from certain. Few clinicians, fewer patients, but perhaps more
administrators, interact directly with computers. Most contacts have negative
connotations: There is the obligation to complete forms to feed the computer,
and the requirement of paying bills. It is thus still appropriate to ask
whether computers have an important role in psychiatry beyond the standard
fiscal and administrative services that can be adapted from business
applications. Often, these fiscal services are purchased from Computer Service
Bureaus, which also serve a wide variety of nonmedical business applications.
Psychiatric computing remains at some distance from the promised land of
integrated and demonstrably useful administrative and clinical computing services that we have been traveling toward for
the past two decades. 


Technologies that succeed quickly and broadly solve critical
problems. Often they represent first-time solutions (for example, the Salk
polio vaccine) and markedly increase the quality and/or quantity of a service
in a cost-effective or cost-efficient manner (for example, banking, credit
card, and airline reservation services). For computers to gain a permanent
franchise in psychiatry, they must address and solve important problems. They
must also enter, or sometimes create, a receptive atmosphere or else they must
wait for a hostile atmosphere to change. There are those who feel that many
computer applications are unjustified intrusions into the humanistic practice
of psychiatry. Computer applications apparently represent a paradigm shift that
some professionals are incapable of making. 


What are the psychiatric problems for which computer applications
have been proposed and tried? What attempts, accomplishments, and failures have
appeared to date? What is the short- and long-term prognosis for computer
applications? 


Each mental health professional (whether clinician, administrator,
clerical worker, teacher, or researcher) faces unsolved professional problems.
Those who have no problems (no areas in which they can make improvements) are
naive or dangerous or both. Solutions to the many mental health problems may or
may not involve the use of computers. But as an ethical profession, psychiatry
has a responsibility to address and to attempt to solve problems of prevention
and treatment, in order to provide better care for patients, which, of course,
is the reason that the mental health professions exist. 


Where it has been possible to show that computers have solved
difficult problems for psychiatry, they have sometimes been accepted and used.
Prominent examples are fiscal and administrative applications, which often
reduce or eliminate hand collating and tabulating, hasten the processing of
accounts receivable and posting of bills, while reducing errors and lowering
costs. These programs usually operate at a discrete distance from clinicians. 


Mental health researchers, who have been trained in quantitative
approaches to hypothesis testing and who are required to manage data somewhat
akin to those of mental health administrators, have also embraced computers. 


Between these two camps of computer users remain the clinicians and
their patents, who are the raison d’etre
for all clinical and supportive staff. Will the clinical interaction in
psychiatry remain so much an intuitive art or analogue phenomenon that digital
machines (with their needs for dichotomous data) will not (and perhaps should
not) be able to intrude? Is the language and logic of clinical psychiatry so
idiosyncratic (even well-trained psychiatrists often disagree about diagnosis
and management) that we cannot hope that computers can help? 


We will briefly review the business (fiscal and administrative) and
research applications that have secured a foothold in psychiatry. The remainder
of this chapter will deal with clinical applications that have been developed
and tested but not yet disseminated. As is the habit of those writing about
fast-moving fields, we will conclude with predictions about the years ahead. 


Definitions 


A few concepts and definitions will assist the reader in
understanding computers in general and their specific applications in the
mental health field. 


Hardware: Computing
machinery consists of a central processing unit (CPU), memory, data storage
devices (usually disc or tape), cathode ray tube or CRT (television screen and
typewriter keyboard), optical scan (reads marks from paper) and printing
typewriter terminals, card or keypunch for batch-oriented systems, and any
equipment that connects terminals to the computer (acoustic couplers, modems,
cables or telephone lines). 


Central Processing Unit (CPU):
This unit rapidly processes data and instructions read from memory. 


Memory: There are two
kinds of memory: 


 1.    
   Fast, or
main, memory, which feeds the CPU. 


 2.    
   Slow,
bulk, or mass storage memory, usually disk (similar to a record player—often
with a stack of records or “platters”) or tape (similar to a tape recorder). 


Software: Operating
systems that control communications, time sharing, and file storage;
programming languages; and actual programs that command the computer to process
data. 


Computer sizes: 


 1.    
   mainframes—large computers. 


 2.    
   minicomputers—mid-size computers. 


 3.    
   microcomputers—small computers. 


All three sizes of machines process data in a similar manner,
differing only in the speed 


with which they proceed and the quantities of data they can store. 


Medical Information System:
Lindberg has provided a short, noncontroversial definition: “A set of formal
arrangements by which facts concerning the health or health care of individual
patients are stored and processed in computers.” 


Mental Health Information Systems (MHISs) are a subtype of the more
general Medical Information System. 


How Computers Work 


While many psychiatrists now have a basic understanding of how
computers work, others do not and are sometimes awed by these essentially
simple machines. A computer is very much like a traditional psychiatrist’s
office, complete with filing cabinets (disk or tape), typewriter (terminal),
telephone and interoffice communication device (intercom or some form of
telecommunications equipment), and psychiatrist and secretary (central
processing unit, memory, and programs). 


If a psychiatrist completes a consultation and wishes to write a
letter to the referring physician, he calls on the intercom (or simply asks
directly) for the patient’s record. The secretary remembers (with luck) where
the record is stored, retrieves it from the file, and gives it to the
psychiatrist. The psychiatrist (CPU) reads the record (data input), thinks
about the patient, the record, and the consultation report (data processing),
and creates a new data set by writing or dictating (consultation report), which
can then be typed (data output). 


Computers function in an analogous manner. The user commands the
computer to find a record that has been put into the storage file and, if a
suitable program has been written, tells the computer to process the data and
type a report. 


Computing Costs 


Costs for computing equipment and the energy required to run
computers continue to decline—a nearly unique phenomenon in our time. A
comparison of one of the earliest computers with today’s machines is Striking: 


Today’s microcomputer, at a cost of perhaps $300, has more computing
capacity than the first large electronic computer ENIAC. It is twenty times
faster, has a larger memory, is thousands of times more reliable, consumes the
power of a light bulb rather than of a locomotive, it occupies 1/30,000 the
volume and costs 1/10,000 as much. [p. 65] 


Major cost factors are processing speed, storage capacity, and
reliability of storage devices. In general, faster processing speed and larger
storage capacity increase cost. However, development of memory-chip technology
has permitted dramatic reductions in fast memory costs at the same time
capacity has increased more than tenfold. Little else can be done to improve
the reliability of the present slow disk storage devices, which remain
vulnerable because they turn at many hundred revolutions per minute and have
arms that must move with great speed and precision to read and write data. The
advent of laser-etched disk storage systems (still several years from
widespread practical use) promises a tenfold reduction in storage costs and
improved reliability. 


Microcomputers, which are widely advertised as hobby computers, are
comparatively inexpensive to purchase but suffer from two substantial
limitations. Processing speed of the largest and consequently most expensive
microcomputers is about one-half that of standard minicomputers. Microcomputer
storage capacity on “floppy” disks is twenty to four hundred times less than
that available on minicomputers. Even when the new Winchester-type fixed head
disk drives with dramatically increased storage capacity are employed, storage
on microcomputers usually remains smaller, and the fixed head configuration
introduces a major difficulty in data backup. Standard minicomputer
configurations use removable disk packs (costing $150 to $500 each), and data
is stored or “dumped” nightly onto blank disk packs for several consecutive
days, with additional copies kept at weekly and monthly intervals. Disk packs
are reusable after their data is no longer needed for backup recovery from
errors. This planned redundancy permits rapid recovery of data that might have
been lost or destroyed—infrequent but possible occurrences that require careful
backup in critical medical environments. Dumping from disk to disk typically
requires twenty minutes to one hour and is usually done after midnight, when
usage is typically low. 


To achieve identical rapid backup capability with fixed head disks
would require five identical disk drives (not just disk packs) costing three to
eight thousand dollars each. An alternative is to dump to cartridge or to tape,
although this technique is much slower and generally less satisfactory than
dumping from disk to disk. 


Thus, even the largest microcomputers will not support as many
users, process data as rapidly, or store as conveniently as standard
minicomputers. For some limited applications where powerful computing is not
required (for example, interviewing), or where slow processing speed is not a
problem (batch-oriented fiscal programs), microcomputers are now suitable
machines for use in mental health settings. However, they cannot support in an
efficient manner the broad range of useful and available mental health
computing programs. We expect in a few years that microcomputers with laser-etched
disk storage systems will provide computing power and convenience comparable to
today’s minicomputers for costs in the $15,000 to $35,000 range instead of the
$45,000 to $105,000 costs for today’s minicomputers. 


If one has problems the computer can already help solve, it becomes
a simple exercise to calculate whether waiting is cost efficient or whether
savings recoverable through program use in intervening years would justify
beginning now with a minicomputer. Alternatives that could reduce the cost of
owning an entire minicomputer include leasing one or more ports of access on a
minicomputer so that the minicomputer’s power and broad range of all programs
would be available. Even more inexpensive would be access to an entire machine
with eight to sixty-four ports of access, or the purchase of a microcomputer to
run a more limited range of programs at a slower speed, with reduced storage
capacity and less convenient storage backup. 


Typical monthly charges for a medium-sized community mental health
center leasing access to the Multistate Information System (MSIS), which
provides admission, patient census and movement, terminations and direct
service reporting, average three thousand dollars for computing, five hundred
and fifty to twelve hundred dollars for terminal equipment, plus all
data-processing personnel and communication costs, which vary depending on the
distance from MSIS headquarters in Orangeburg, New York. 


A small minicomputer system can be purchased for approximately $1500
per month (for five years) to run software from the Forest Hospital, Des
Plains, Illinois. Programs include evaluations of problems (Problem Severity
Scale, SCL-90, Mental Status Exam, Minnesota Multiphasic Personality Inventories,
treatment planning, documenting progress, and creating an aftercare plan. This
package also provides summary reports for administrative purposes from the same
data base. Some of these programs are also available for microcomputers. 


Human Services Computing, Madison, Wisconsin, markets twenty-three
hours per day access to a minicomputer for $950 per month per port, with users
paying telephone communications and terminal costs. Programs include a mental
health information system customized for each setting that keeps track of
patients and providers over a period of time; a single-encounter medical
information system widely used in research studies; fiscal packages; scheduling
program; patient interviews (symptom change based on SCL-90); mental status;
suicide risk prediction; general medical history; health hazard appraisal;
sexual functioning; Diagnostic and Statistical Manual of Mental Disorders, 3rd
edition (DSM-III) and other clinical consultations; bibliographical retrieval
and Great Paper Chase; and word processing. There is no additional charge for
use of any programs, and storage of 4 million characters is included in the
basic monthly port charge, with additional storage available as required.
Typical community mental health centers with up to twenty-five hundred active
cases lease one or two ports depending largely on the number of programs they
decide to use. In-house systems are also available. 


Community Mental Health Systems (CMHC) of Columbus, Ohio; Systems
Technology of Atlanta, Georgia; Ravenswood Mental Health Center of Chicago,
Illinois; and Psych Systems of Baltimore, Maryland, also market or plan to
market computing services for use in mental health settings. The appearance of
vendors specializing in mental health applications is a positive sign that
computing is beginning to pay off, at least commercially. 


Major considerations when acquiring computing systems and services
include vendor experience with computing and mental health applications,
adaptability of programs to local needs, and kinds and amounts of ongoing
support available. Advice obtained from independent consultants is often
valuable. 


These costs seldom reflect developmental costs which are often
supported by research grants. Thus, the MSIS System received approximately $10,000,000
over seven years to help support development of their mental health information
system. Initial development costs of nine outpatient management information
systems ranged from $230,000 to $10,000,000 with continuing modification costs
between $154,000 and $539,ooo per annum. Hospital Medical Information System
(MIS) development is typically more costly with the National Data
Communications/Honeywell System costing $12,000,ooo and the Technicon MIS
development priced at $25,000,ooo. 


 The Place of Psychiatric Computing within
Medical Computing and Computing in General  


The point has been made that mental health problems are sufficiently
different from other medical problems that computer programs “must usually be
designed (or redesigned) to adequately meet the needs involved.” This opinion
is not necessarily valid since programming strategies over the last decade have
pointed toward “dictionary driven” programs with general features of
broad-scale utility that can easily be tailored to specific needs. Individualization
is accomplished by constructing a dictionary to contain items relevant to a
particular user. The dictionary then “drives” all other programs (that is,
entry, editing, search, report, statistics, and so forth) without further
intervention by a programmer. Wide-scale use of such driver programs has been
made from other medical settings; for example, CONVERSE, Paper Chase, WISAR,
and EPIC, which, originally written for psychiatric settings, has also been
used by medical departments as varied as ophthalmology, cardiovascular
medicine, rehabilitation medicine, obstetrics, gynecology, and clinical cancer.
Roberts recently reported on the use of PROMIS1 
(a language previously employed for work in internal medicine, obstetrics, and
gynecology) in performing a computerized diagnostic evaluation of a psychiatric
problem. Psychiatry stands to gain appreciably to the extent that it can align
itself with the rest of medicine in the development and sharing of general
“driver” programs. 


Medicine as a whole, however, is a very specialized area with needs
and computing problems often quite different from industrial organizations with
consistently higher levels of standardization than found in the medical arena.
Computing giants such as International Business Machines (IBM) and General
Electric (GE) have had difficulties with medical computing. GE’s MEDINET
(Medical Network) Department was established in 1966, demonstrated its Medical
Information System in 1967, and announced “nationwide availability” by early 1969.
MEDINET offered hookups to a centralized computer system via a nationwide
telecommunications network that General Electric used for its intracompany and
commercial computer business. By late 1967 a decision was reached to emphasize
business over clinical applications in an attempt to broaden the market for
services. By that time, MEDINET had spent about $16,000,000 on systems
development. General Electric merged its computer manufacturing business with
Honeywell in 1970, and MEDINET was administratively eliminated in 1975. It
appears that General Electric, having had previous experience only with banks
and industrial settings with more rational, explicit, and mature management
problems, seriously underestimated the complexity of the healthcare delivery system.
In fact, it sometimes seems inappropriate to view health-care delivery as a
“system.” Standard problem-solving techniques of the computer industry include
a thorough system analysis, where each component of an organization is made
explicit to the point that a flow diagram can specify most, if not all,
organizational functions. Medicine is far less standardized, as physicians who
practice in two or more hospitals quickly realize. 


Even the computer languages that work well for other tasks have not
been easily applied in medicine. COBOL, the standard language used for most
fiscal programs, is designed for numerical manipulations where all inputs,
outputs, and intermediate storage capacities must be specified to the final
digit and cent. This same specificity is a marked handicap when the variables
under consideration have not been completely defined. The Massachusetts Utility
Multiprogramming System (MUMPS) was developed in medical settings and has
strengths in file handling, time sharing, and speed of programming, while
yielding some ground to COBOL in “number crunching.” MUMPS is one of only four
languages for which national standards have been adopted, and MUMPS is now
available in many medical settings. 


Thus, medicine, and psychiatry as part of medicine, have been
recognized in the computing industry as forming a difficult, even fractious
marketplace. Health users comprise less than 3 percent of computer hardware
sales. Having encountered unexpected difficulties on its past forays into
medical computing, computer companies will probably continue to follow their
major markets, where, as Willy Sutton suggested, “the money is.” Medicine can
and does make use of the same machines that serve very different industries but
has been and will probably remain largely on its own in the development of
computing languages and applications. This fact has important implications for
support of training and research in computer applications in medicine and
psychiatry. 


 Problems Facing Psychiatry for which Computers
May Prove Helpful  


Psychiatry and the related mental health disciplines of psychology,
social work, psychiatric nursing, and psychiatric administration face enormous
challenges. Administratively, there is pressure for more complete and timely
data to insure accountability and quality of care. Fiscally, there are ever
stricter and more complex reporting requirements to qualify for third-party
payments. Clinically, many settings must deal with inadequate staffing ratios,
and in other settings specialized skills are simply not available.
Educationally, there is difficulty in deciding what to learn from the welter of
information presented during formal academic years and residency training.
Acquired skills must be maintained as well as knowledge, and it bears remembering
that education is not completed upon formal training. Researchers are often
submerged by data that, while potentially useful, have become largely
unmanageable. Thus, across the broad spectrum of mental health professions and
practice are problems that must be faced and, in time, solved. 


Clearly, many of these problems can and may be solved without
computers. While recognizing this possibility, one must also ask what the
relative social, professional, and economic costs of using or not using
computers might be. Partial answers to this kind of question are available in
some areas, and reasonable extensions of these data provide some guidance about
the future impacts of computing on psychiatry. 


Administrative and fiscal programs are now widespread in mental health
settings where several professionals work. More than 70 percent of state
departments of mental health reported some use of computers in 1977, and
perhaps one-half of all community mental health centers use computing, most
commonly through contracts with off-sight service bureaus, which provide fiscal
services and sometimes other administrative reports. Several recent studies
have indicated a need for additional computing services in
fiscal-administrative areas. 


These studies have found little clinical computing in any mental
health settings and little appreciation of a need for clinical computing. By
clinical computing is meant all programs that directly affect patient care or
care issues. Examples are: (1) direct computer interviews of patients in order
to gather information or to teach, monitor, or treat; (2) teaching/consultation
programs for clinicians; and (3) bibliographic retrieval programs. 


Part of this reason for the acceptance of computers in the fiscal
services can be explained by our growing cultural familiarity with, and
acceptance of, computers in the fiscal aspects of our personal lives (banks,
charge cards, travel reservations, telephone number change announcements, and
so on). The lack of clinical computing in mental health settings is probably
attributable to resistance on the part of some mental health clinicians to
technological changes. It is interesting to note that some conscientious
clinicians, concerned with confidentiality and the impact certain diagnoses
might have on their patient’s futures, appear to substantially distort the
diagnoses they report for outpatients. Payment for these “innocent” diagnoses
is permitted for outpatients. Insurance coverage for inpatient treatment is
often available for a more limited and generally more serious set of disorders,
and the ethics of this “situation” permits more pejorative and, presumably,
more accurate diagnoses. One comes to the unsavory conclusion that diagnostic
reporting could be shaped by changes in disorders for which payment will be
made. Hedlund captures the feeling well with quotes from two other workers: 


The thesis here is that the mental health industry (particularly the
clinical services segment) is essentially pre-technological, with “an emphasis
on individually provided services, a minimal number of tools, a lack of
standardization, and the apprenticeship system (watching and copying craftsmen)
as the major way of learning the relevant vocational skills”; and that it
“construes every technical innovation as a mechanistically insensitive
encroachment on medicine’s responsibility for the personal and intuitively
sensitive provision of care.” As Rome also notes, such reverence for the art of
clinical practice—sometimes as if it needed no justification other than its
vaguely humanistic objective—has traditionally subordinated reliance on
impersonal technical aids because it views them as inflexible, intrusive and as
tantamount to exercising a lesser degree of professional skill. 


Hedlund has also summarized factors described by different workers
to represent barriers to diffusion of computer technology in mental health: 


Lack of top-level agency support; 


Lack of adequate funding; 


The difficulties of transferring research projects to operational
settings including inadequate involvement of clinical operators and
administrators in conceptualizing and designing of mental health information
systems; 


The piggy-backing of many clinical applications on statistical
reporting systems; 


The “softness” of mental health data; 


The ambiguity of mental health goals and criteria; 


The lack of an overall guiding conceptual framework for Mental
Health Information Systems; 


The uncritical acceptance of traditional mental health concepts and
record’s procedures as models for computer applications;  


The lack of a standard clinical language and an inability to gain
wide acceptance for standard or highly structured clinical forms; 


Complex data collection and distribution systems which have
sometimes been unable to ensure either timely or reliable information return; 


Duplication of clinical reporting procedures (one manual and the
other computerized); 


The distrust of mental health clinicians for information that has
been obtained or processed “impersonally”; 


Resistance related to issues of privacy and confidentiality; 


The lack of clinical commitment to making computer technology work
for mental health needs; 


Repeated underestimation of the amount of time it takes initially to
translate even relatively simple concepts into computer applications; 


The lack of adequate input devices for high-volume entry from a wide
variety of clinical settings; 


The stereotyped nature of computer generated reports; 


The frequent inaccessibility of computer stored data for special
needs, [pp. 17-18] 


For these reasons and perhaps because of administrators’ fears of
losing status and income, clinical computing has not been able to penetrate
clinical practice to the extent that administrative-fiscal computing has been
welcomed by administrators. 


What are the justifications for introducing computer procedures into
clinical psychiatry? First of all, there is a need to improve clinical services
in terms of quantity, quality, cost efficiency, and effectiveness. Most
clinicians acknowledge this need, but some will question the advisability of
using computers to pursue these goals. Concerns expressed usually include
doubts about the ability of computers to perform as well as humans, uncertainty
about high costs, anxiety about possible detrimental effects of machines
interacting with already disturbed patients and, as some clinicians readily
admit, a global fear that computers may be too successful and displace the
mental health practitioner from lucrative and satisfying work. Considerable
resistance remains even though it was shown years ago in more than fifty
psychiatric studies that computers consistently diagnose at least as well as
clinicians; that even when poor decision models are employed, the computer
still performs well; and that costs have been less than two dollars per hour on
a forty hour per week basis for direct computer interviewing since 1975. Also,
numerous studies have shown computer interviews to be highly acceptable to
patients and sometimes preferable to interviews by clinicians. 


 Mental Health Information Systems  


A goal of most workers in the psychiatric computing field has been
the development of a comprehensive mental health information system. Hedlund
has defined the mental health information system as: 


A constellation of computer hardware/software and related procedures
that are intended to facilitate the collection, processing, storage and/or the
display (retrieval) of information relevant to the evaluation and care of
mental health patients or clients. This term is used here to refer both to
general information systems that attempt to integrate information about mental
health care from a number of different sources in order to satisfy a wide
variety of administrative and clinical needs for such data, and to
special-purpose or standalone computer applications that play a more specific,
limited role in mental health patient evaluation and care. 


Such a system would integrate administrative, clinical, educational,
and research functions so that redundancy in data collection would be
eliminated and maximum use could be made of all data collected. 


Conceptually appealing, this goal has not yet been achieved in
psychiatry or in other fields of medicine. The reasons for this failure are
many: 


1. There is a philosophical disagreement about how to proceed to the
final design. Some advocate a total system design that is
application-independent as a preliminary necessity, while others favor a
sequential or cumulative approach. Intermediate viewpoints, promoting a general
but still flexible design that accepts, accommodates, and integrates applications
as they are developed and proven, have also been advanced. 


Total system designs are typically advocated by commercial
organizations, which prefer to see similarities rather than differences between
potential customers in hopes that a single design will achieve many sales. This
view seems most justifiable in the realm of business applications. Advocates of
a cumulative approach tend to come from settings where more innovative
administrative and clinical computer applications are developed. As Lindberg points
out in his definitive review of medical information systems, “there has been no
known case in which a business office system has ever evolved into a
[comprehensive] medical information system.” 


2. Those who have written both fiscal-administrative and clinical
computer applications quickly realize that the former are far simpler to
prepare and introduce into routine use. Many computer service bureaus already
provide fiscal-administrative services to mental health facilities in a cost
efficient manner. By contrast, clinical applications are far more difficult to
conceptualize (many times the clinical process being addressed is incompletely
understood, as in diagnosis, prognosis, dosage, choice, and so forth).
Integration with clinical practice patterns, which may vary widely from setting
to setting and from clinician to clinician, is also a problem. An application
that works well when terminals are readily available may fail completely if
clinicians must walk some distance to use a terminal or if the computer running
the application is overloaded and slow in responding. Underlying differences in
philosophies about the practice of psychiatry can also affect program use (that
is, the relative importance of somatic versus psychosocial treatments in
depression and schizophrenia). Gradual progress has been made in a number of
clinical areas, but a total MHIS is far from realization. 


 3. Many attempts at
developing and integrating computer applications in psychiatry have foundered
because of inadequate support that would permit full development and testing of
prototypes, careful evaluations of final programs, and translation and
transmission of proven products to other systems and settings. Full-scale
development of a mental health information system is, at best, a time-consuming
and costly endeavor. 


4. Progress has also been limited at times by poor choices of
hardware-software combinations. As hardware costs have tumbled, the proportion
of a total mental health information system budget allocated to software development
naturally rises, and some languages are inherently more economical than others.
For example, a recent study comparing COBOL with MUMPS programming languages
found that MUMPS programs were prepared many times more quickly than those
written in COBOL. Some COBOL programs could not be completed at all and others
were impossible to modify. Also, COBOL consistently uses more storage than
MUMPS. For both of these reasons, clinical applications written in COBOL are
likely to be far more costly than those written in MUMPS. In fairness, it must
be stated that COBOL fiscal programs, while more costly to write and requiring
larger storage capacity than identical MUMPS programs, will run somewhat more
quickly. However, fiscal programs (billing or accounts receivable) are usually
run in batch mode so that run speed is not a critical factor. Overhead costs
for COBOL are prohibitive for clinical applications where initial development
and subsequent updating require numerous programming changes. Consequently,
MUMPS, BASIC, PASCAL, and other efficient languages are gaining a dominant
place in clinical computing. 


The Institute of Living, in Hartford, Connecticut, has made
considerable progress toward a comprehensive mental health information system.
Operating on two PDP-15 minicomputers and using the MUMPS programming language,
a large number of clinical and fiscal-administrative applications have been
written. Long-term support has been available directly from the Institute of
Living. Ongoing costs for this system averaged $2.50 per patient per day. 


The University of Wisconsin has moved steadily toward a
comprehensive mental health information system by integrating individual
programs as they are developed on a minicomputer. Work began with clinical
applications in computer interviewing, and added consultation, bibliographic
retrieval, word processing, and an overtime data base. Data collected from
patients and clinicians by computer interview or written questionnaires can be
stored in EPIC2  to provide
routine reports used by clinicians, trainee supervisors, clinic administrators,
clerical workers, and the hospital billing office. A general search routine
permits users to ask and answer a wide range of questions for which specific
reports have not been prepared. Even individuals unfamiliar with computer use
can perform searches, compose reports, and request statistical tests on groups
of data (the statistical test will not be performed unless the data satisfy
criteria for the test requested). Data stored in EPIC can be inserted into
documents prepared with the word processor, and the word processor can also
access references stored in a universal reference file. This resource is being
used by residents, faculty, and administrators to answer questions that were
previously too time-consuming to permit completion. 


What evidence is there that medical information systems will produce
a payoff worth the developmental costs and difficult adjustments associated
with conversion from the present human systems? By analogy, it is quite clear
that many business functions could not proceed in the manner we now take for
granted without computer assistance. Banking, credit cards, telephone
switching, travel reservations, inventory control, and computer-controlled
manufacturing processes are but a few examples. 


Six evaluations of specific general hospital and ambulatory
information systems and two reviews of the field have shown beneficial effects
attributable to the installation of medical information systems. 


Improvements typically included increased productivity of staff (up
to 200 percent) and greater satisfaction with work. While cost efficiency was
increased, total cost did not always decrease. Most studies found high levels
of acceptance among nurses, admissions officers, and pharmacy, radiology, and
laboratory departments. Physicians in one study were most resistant (only 61
percent voted to retain the system after four years) but increased their
approval as time passed (80 percent of the same physicians voted for system
retention after five years). Not all studies have found beneficial results,
indicating the importance of evaluations of medical information systems and
their constituent parts. 


A study of the Kaiser-Permanente Medical Information System
demonstrated a reduction in patient morbidity when the system was in use.
Unfortunately, federal support for the system was withdrawn before additional
studies aimed at measuring the system’s effect on mortality could be completed. 


In psychiatry, the work of Williams and associates has provided some
idea of the potential benefits of a Mental Health Information System. Their
work was focused on the admissions process where patients were interviewed by
computer for up to five hours, and non-physician staff received prompts from
computer terminals as they performed physical and mental status evaluations of
the computerized admissions unit. 


Several examinations were performed. Expert psychiatrists (faculty
members from the Department of Psychiatry at the University of Utah College of
Medicine), who had personally examined 195 patients and who were then given
admission data collected both by computer interview and routine clinical
procedure, found the computer data to be statistically better organized, more
complete, more readable, and more clinically
useful than the routine clinical data. Time and total cost (including staff
and computer time) required to complete the admission process were also
significantly less with the computer approach. Despite these findings, there
remained resistance to these procedures, and attention will undoubtedly have to
focus on factors affecting staff acceptance of these programs. 


 Confidentiality  


Concerns about control of access to confidential information stored
in computer systems has diminished in recent years, in part because no
instances of violation of medical computer systems have been discovered and in
part because additional legal and computing safeguards have been established to
protect medical records. For example, in order to gain access to data in the
EPIC Information System, one must initiate contact through a sequence of
passwords, identification codes, specific user names and codes, and a unique
code for each EPIC Data Base. None of this information appears on the terminal,
and errors force the user to start the ten-second sequence again. Having come
this far, the user is told the date and time of his or her last access, so that
illicit use of an authorized user’s codes could be recognized. Within EPIC,
items may be identified as “confidential,” and especially sensitive data may be
stored in garbled format. Individual users are provided with different levels
of access. Thus, most users are permitted to search and generate reports from
non-confidential data while access to confidential data is restricted to those
with a legitimate need to know. 


While any security system can be breached and any cryptographic code
broken, given enough time and resources, the EPIC system has resisted the
efforts of a programmer skilled in MUMPS, the language in which it is written.
Systems that do not permit telephone access from remote sites are obviously
even more secure than those that do, so “in-house” systems have that advantage
at the cost of being isolated from legitimate users at, for example, satellite
clinics. It is far more difficult to steal information from a well-protected
computer file than to obtain a written record either by posing as a clinician
or by breaking and entering the building and file cabinet containing the
desired record. 


It should be noted that computers have promoted access by patients
to their computer records under the Privacy Act of 1974, which requires that: 


 1.    
   Recordkeeping systems must not be secret. 


 2.    
   Individuals must be able to learn what
information his/her record contains and how it is used. 


 3.    
   Information
obtained for one purpose cannot be used for another purpose without the
individual’s consent. 


 4.    
   Individuals must be permitted to correct
errors in their records and 


 5.    
   Organizations which create, maintain, use, or
disseminate records in which individuals can be identified are responsible for
both the reliability and proper use of those records. 


 Future Hardware and Software  


Several trade-offs will need to be evaluated in the years ahead. To
perform a reasonably broad range of computing services for mental health
agencies or practitioners in an efficient manner, minicomputers are presently
required. They are certainly needed for any mental health information system
worthy of its title. Microcomputers are increasing in power and perhaps will be
able to support moderate-size medical information systems within five years. If
computing costs decrease sufficiently, there will even be cost incentives for
small agencies to operate their own microcomputers. However, this course is not
without problems, including a sizable capital outlay, maintenance and operation
of the computer, and acquisition of improvements as they become available. 


The most common form of computing today by mental health agencies
involves the use of programs operating on a service bureau computer with data
entered from punched cards. Most service bureau computers are minis or larger
mainframes that provide a greater range of programs and faster processing than
is available on microcomputers. 


Communication costs (long-distance telephone charges and equipment
to connect phone lines to terminals and computers [acoustic couplers/modems])
can account for a sizable part of total computing costs for online operations
on a mini or mainframe computer and may account for up to one-half of the total
cost if a great distance separates the computer from the service site.
Communication networks are already available and promise less expensive
communications in the future. The prospect of being able to obtain the best
computing services from several different vendors is a reasonable near-term
goal for those with the ability to identify and evaluate good programs and who
can relate effectively to the vagaries of different hardware and software
combinations. In the end, however, integration of all programs into a coherent
Mental Health Information System running on a single computer remains the most
attractive option. Whether that machine is located “in house” or at a service
bureau supporting several agencies will depend largely on the size of the
agency. Although not of absolute importance, economies of scale in both
computing power and programming effort appear to give the edge to minicomputers
and shared services for all but the largest mental health agencies. Large
operations can frequently justify the cost of operating their own minicomputer
at this time. 


 Computer Interviewing  


Introduction 


Much of the data that mental health clinicians collect from patients
for administrative and treatment purposes can be obtained directly by
computers. The technology is clearly present: The hardware and software for
interactive systems are available and have demonstrated the capacity of the
computer to engage in dialogue ranging from rather routine multiple-choice
question sets to very lively and life-like dialogues using branching and free
text capabilities. Most researchers who have developed and tested computer
interviews note their advantages. 


... it [the computer] does not get tired, angry, or bored. It is
always willing to listen and to give evidence to having heard. It can work at
any time of the day or night, every day of the week, every month of the year.
It does not have family problems of its own. It is never sick or hung over. Its
performance does not vary from hour to hour or from day to day. It has no
facial expression. It does not raise an eyebrow. It is very polite. It has a
perfect memory. It need not be morally judgmental. It has no superior or social
status. It does not seek money. It can provide the patient with the copy of the
interview to study. It does what it is supposed to and no more (and no less),
[p. 114] 


What we find, in surveying the field, is that there are many more
computer information systems that are dependent upon data provided by
paper-and-pencil forms from patients and other computers than there are systems
that take advantage of direct computer input from patients. Thus, while various
reviews of computer technology in mental health include sections describing
computer interviews, it is clear that there are few places where this work is
being done on more than an experimental basis, even though developers of
computer interviews for patients consistently speak of the high levels of
patient acceptance and the many advantages of these procedures. Apparently there
is still widespread resistance on the part of clinicians and systems developers
to the routine use of these methods. 


Computer Medical Histories 


Much of the early developmental work in direct computer interviewing
of patients was done in the context of medical history-taking, an area where
patient and physician acceptance has been excellent. The work of Slack and his
colleagues, first at the University of Wisconsin and later at Harvard, has done
much to demonstrate the attractiveness and feasibility of the method. The first
interview, which focused on allergy problems, was found to elicit more complete
information than medical charts. When the interview was expanded to a full
medical history, patients and physicians continued to react favorably to the
experience, producing higher quality information Slack, in later work, has also
explored and developed ways for the computer to process nonverbal input, such
as heart rate, and to facilitate actual vocal dialogue of patients with the
computer program. The computer was programmed to display the questions, respond
to the presence and absence of sound (talk), and to encourage the continued
flow of talk by responding to silence with prompts displayed on the screen.
When interviews with thirty-two male volunteers, who were instructed to talk
about a variety of feelings to the computer and to a doctor (in counterbalanced
design), were evaluated, it was found that while subjects may have liked
talking to the doctor more and spoke more words to the doctor, the content was
equivalent in most respects. When the quality of feeling-expression was judged
for the two forms, it was found that while both methods elicited appropriate
levels of feeling-expression, somewhat higher levels were expressed to doctors.
The computer, however, was more consistent than doctors. Dialogue with doctors
was more subject to experimenters and time-of-day effects. 


Other explorations of the potential for medical computer
interviewing have tended to confirm the findings of Slack in a number of areas
such as obstetrics-gynecology," epilepsy, dietary habits, anesthesia
history, headache, gastrointestinal complaints, general medical history,' and
health risk. In general, patient acceptance and the accuracy-reliability of the
information is high. Simmons and Miller found that for a medical history
physicians tend to miss 35 percent of history items collected by a computer.
Card and Lucas' investigated factors affecting patient reactions and reported
that while patient acceptance is generally high (82 percent), and that 40
percent even prefer the computer to a doctor, acceptance is related to such
aspects of the procedure as a visual display, simplicity of keyboard, choice of
interframe speed, and so forth. 


Psychiatric Interviewing 


Many of the same models and procedures developed for medical interviewing
have been applied with great success to interviewing for psychiatric and
psychological purposes. Indeed, it is in sensitive, “personal,” and emotionally
laden content areas that some of the advantages of computer interviewing
(privacy, consistency, individualization) come to the fore. In 1969, Evan and
Miller reported that respondents were more open to the computer for content
areas described as “highly personal and possibly disturbing” than they were
when faced with impersonal and neutral questions. Similar findings have emerged
from studies in several sensitive areas. When questioned about drug and alcohol
abuse by computer and paper-and-pencil methods, a sample of 132 high school
students gave essentially similar reports, but clearly preferred the
computer  In another trial of computer
questions on a range of socially taboo topics, using medical outpatient
volunteers, preferences tended to shift toward the computer (and away from a
doctor) as topics became more sensitive. This encouraged further testing that
would contrast responses to a more extensive series of questions about sexual
functioning versus less threatening questions about work and exercise habits.
In this study, respondents were interviewed by both methods in random order. It
was found that all respondents, women especially, were significantly more
likely to indicate problems with sex to the computer than to a psychiatrist
interviewer (even of the same sex), and women reported less embarrassment and
greater preference for the computer. Because of this and other experiences in
questioning psychiatric patients about sensitive material, experts are
developing more computer interviews for direct mental status and diagnostic
assessment. While many clinicians and researchers appear to doubt the potential
of computer interviews in this area, others continue to feel that the
computer’s promise has not yet begun to be tapped. 


The considerable ambivalence about the reliability and validity of
patients as informants concerning psychiatric matters is clearly reflected in
the tendency of many workers to interpose a “third party” between the patient
and the computer terminal. Programs for observations of psychiatric symptoms,
mental status examinations, and psychological assessment at the Institute of
Living, and similar programs developed by Sletten, Hedlund, and others for a
network of Missouri Mental Health agencies, as well as programs in the
military, all exemplify this tendency to isolate the patient-respondent. Most
of these procedures use trained clinicians, but some use clerical assistants or
relatives as respondents. This means that while various forms of psychiatric
assessment by computer are now integral to some of the major mental health
information systems, the potential role of patients as informants about their
own symptoms is largely unexplored and undeveloped. 


Assessment by Computer 


Another way that clinicians often achieve a sort of “distance” from
the patient in mental health evaluation is to rely on standardized test
batteries instead of direct questions. This approach of assessment-by-computer
has typically not taken advantage of
some of the strengths of computer interviews. Many assessment procedures depend
on computer processing and interpretation of input collected on paper-and-pencil
forms; they avoid direct patient interviews altogether. Other programs present
test items directly to the patient, but do so in a standardized, lock-step
fashion. Only a few systems are now in operation that even begin to exploit
some of the strength and advantages of the computer. 


One of the main benefits of computer testing is the potential power
afforded by branching logic so that promising areas are covered and fruitless
topics ignored. Kleinmuntz and McLean describe an attempt to develop a branched
computer version of the Minnesota Multiphasic Personality Inventory (MMPI) and
report somewhat mixed reliabilities when short and full versions for various
scale scores are compared. Another experience with a branched version of the
SCL-90 has also found that excellent reliability exists for some scales only.
Much more developmental work and experimentation with branching strategies need
to be done before the future of automated assessment is settled. What will
stimulate growth in this area are the obvious practical advantages to busy
clinicians of having test information readily available and easily integrated
into data bases. This further development of psychological testing will be
vastly enhanced by work now being done with imaginative response formats. Kiss
describes a program that explores attitude structures and that makes good use
of branching based on extreme values (to stimulus words). The program also
records response latencies to gain both a broad and deep profile of attitude
structures. Another creative aspect of computers involves Lang’s use of his
computer “Sam,” which has the ability to interact with respondents in the
process of scaling of affective constructs; this is done by using the visual
display as feedback to confirm the subjects’ intended responses. 


Psychiatric Admission Unit (PAU) at the Salt Lake City Veterans
Administration 


The Salt Lake City VA is one place where computer interviews have
been quite extensively tested and integrated into the day-today activities of a
mental health care system. Originally adopted in order to increase intake staff
productivity in the face of heavy service demands, the system is centered on
the Patient Admitting Unit, where the staff has access to thirteen cathode-ray
terminals operating off of a CDC 3200 Computer.' Patients, clinical staff, and
clerical workers all interact with a set of computer programs to build each
patient’s information data base at admission. Because the system developers
felt that it was important to have an initial assessment of each patient’s
ability to give valid self-reports, the patient’s first contact with the
computer consists of a short instructional period followed by a brief
questionnaire that functions as a validity screening instrument (the Qi test).'
For the vast majority of patients who pass the screening, there is a brief
assessment and history interview carried out by the admitting staff, with
results entered directly into the computer terminal along with physical
examination findings. On the basis of the screening, the case coordinator
selects a battery of psychometric tests and questionnaires appropriate for the
patient’s particular problem array. Assessments available for direct patient
interaction by computer interview include: MMPI; an IQ test, which is a combination
of the Shippley-Hartford, or a long-term memory test; the WAIS Arithmetic
subtest; the Briggs Social History; and the Beck Depression Inventory. This
material is combined with the results of a mental status exam and a detailed
problem checklist completed on a computer by the case coordinator after
interaction with the patient and psychiatric consultant. This assessment
process, which, as a whole, generally takes several hours, yields a narrative
report, a DSM-II Psychiatric Diagnosis, and a detailed problem list suitable
for a problem-oriented record. 


Since this system has been in effect, a number of evaluations have
been carried out in which the results of the PAU Evaluation System are compared
with “traditional” assessment procedures. In one study, 41 PAU reports were
judged by an experienced psychiatrist to be superior overall to 37 reports
obtained by traditional interview methods. In a second study, where traditional
and computer evaluations were directly compared for 35 patients, similar results
were obtained. When the reliability of the diagnosis emerging from the PAU
system was compared with traditional psychiatric diagnosis, a kappa of 0.56 was
obtained, which is equivalent to the agreement of clinicians with one another. 


Patient acceptance and satisfaction with the PAU system is extremely
high: 89 percent of 132 patients interviewed indicated that they would favor
the PAU system while only 8 percent indicated dislike. Forty-six percent of the
patients reported that they may have been more candid in the computer interview
than they might have been with a clinical intake interviewer. This high level
of patient acceptance is due, in part, to the willingness of the system
developers to tailor the design to patient need and reactions. The system also
has a definite impact on the efficiency and effectiveness of the admission
process. In one evaluation, the developers reported less time from assessment
to treatment for PAU patients, as well as less staff time devoted to intake and
assessment activities. Indeed, in a detailed time-study of the admissions unit,
the decrease in the percent of staff time taken up by admissions workups
dropped from 13 percent to 3.5 percent. This meant that more staff time was
available for treatment. On a cost basis, when assessment costs were directly
compared, it was estimated that the PAU Assessment costs half of that of a
traditional evaluation. In an overall assessment of the efficiency of the whole
unit, the investigators found that since the assessment unit had been in
existence, the “annual number of patients treated nearly doubled to about 2,000
while staff size increased only 20% and the cost of delivering services dropped
8% despite inflation.” While these changes may not be directly attributable to
the PAU system (note that the system was initiated in response to an increased
caseload), it is clear that the system may make a great contribution. 


Clinical decisions were also notably influenced by the PAU
procedure. When twenty-one PAU and eighteen physician-process-intakes were
compared, it was found that the same percentage of outpatient versus inpatient
referrals were made by both systems, but that independent assessors more often
felt that the PAU treatment disposition was the correct decision. In another
study, it was also found that the PAU leads to more appropriate medication
decisions and higher goal attainment. While PAU patients did not differ with
respect to length of stay from traditionally evaluated patients, they did have
a lower recidivism rate, presumably reflecting improved treatment. 


Despite all of these advantages, clinical acceptance of the PAU
system still remains the biggest stumbling block.- Of ninety-four clinicians
interviewed, reactions to the PAU system ranged from neutral to negative.
Whether this is a result of clinician “computer anxiety” or of the more basic
fear that clinicians may be replaced by computers, it is clear that system
developments must concentrate on the problem of clinical acceptance. And
clinical acceptance of computerized systems in mental health care can result
only from diligent planning. It is important to work on a continuous basis with
staff “opinion leaders” about problems pertaining to many details of the
system. Because clinician acceptance is basic to the system, it must be allotted
continuing attention. 


Behavioral Assessment at the Duke University Medical Center 


Behavioral assessment is a natural area for computer interviewing:
It is difficult for clinicians to do because the guidelines are vague, and
because a wide range of problems must be assessed and probed in great detail
and specificity, potentially requiring a great deal of clinician time. In their
work with a behavioral assessment computer program, Angle and colleagues-- have
demonstrated the superiority of the computer over the clinician in all these
respects and have developed, at the Duke University Medical Center, a model
behavioral assessment. Computer interview has two stages: The first, the
problem screen, obtains detailed demographic information and descriptions of
problem behaviors in twenty-nine life areas. Treatment motivation is also
assessed. The number of questions in each area ranges from 21 to 233. Using
minimal branching, most respondents get from 60 to 80 percent of the potential
questions set. The second stage of the interview goes into greater detail in
areas considered to be relevant to treatment, which were selected by the
therapist from the report of the initial problem screen. Information collected
at this second stage is used both for treatment planning (that is, considerable
attention is paid to eliciting information about the situational variables that
control the problematic behavior) and for outcome and follow-up assessment. 


This system has been used on at least 600 patients and has been
extensively evaluated. Patient acceptance is high. In one study of 331 clients,
approximately 80 percent found the computer experience positive, despite its
length, which ranged from four to eight hours per patient. Indeed, with respect
to length, the authors of this study reported that no client refused to take
the interview because of length, and only about 15 percent felt that the
interview was too long. Another evidence of acceptance is the fact that
approximately 80 percent of those interviewed expressed willingness to retake
the interview, and about 60 percent reported some subjective preference for the
computer over personal interview. With respect to the issue of candor, most
clients felt that they would be equally truthful to either a computer or a
human interviewer, but about one-third of those interviewed by the computer did
state that they had been able to be somewhat more truthful under these
conditions. In a direct comparison of human and computer interviews,- the
investigator finds, as is to be expected, that the computer interview is vastly
superior in the amount of both comprehensive problem coverage and detail
elicited. Thus, in contrast to the computer interview, clinicians covered only
50 percent of relevant problem areas and provided only 6 percent of the
detailed information that was found in the computer interview. In another
comparison, roughly the same proportion of differences between human and
computer interviewers was found, and a computer was successful in identifying
76 percent more of the problems judged to be critical and relevant to the
patients by independent clinical interviewers. Even when session notes were
reviewed in detail over four sessions, the missing information rate for the
clinician-gathered-data dropped only slightly from 75 to 62 percent. 


Because of the length of the computer interview and the number of
areas in which detail must be obtained, the investigators have attempted to
explore the possibility of using branching strategies to reduce the number of
questions presented to any one patient. Assessment in two areas—sexual problems
and depression—indicate that branching on patient reports of problem frequency
and intensity would yield false negatives from about 20 to 25 percent of the
patients, although it is not clear whether this 25 percent are individuals who
have accepted and adopted their problematic behavior to the point where they no
longer experience and report it as such. Presently this group is pursuing a
nonbranching strategy in which most patients answer 60 to 80 percent of the
total question pool. It is clear that as the question pool increases, greater
reliance on branching strategies will become necessary. 


As at the Salt Lake City VA, clinician reactions at Duke are much
more problematic than patient reactions. When thirty-four clinicians from five
treatment programs were surveyed, the clinicians overwhelmingly felt that the
computer interview report was superior in comprehensiveness, detail, and extent
of problem identification. Nevertheless, they questioned the computers’ ability
to identify patients’ problems better than clinicians. Clinicians were further
divided with respect to their assessments of the utility of the interview. In
general, hospital psychiatrists were less favorable to the computer interview
data than nonpsychiatric community mental health center staff. Clearly, patient
acceptance is not a sufficient condition for clinician acceptance, and the
possibility remains that certain clinician groups may be particularly
threatened by, and slow to accept, this new technology. In influencing
clinician acceptance, the investigators found it very important to give
clinicians feedback about acceptance, since clinicians are particularly
concerned about experiences of dehumanization and patient reactions. Thus, once
again, it was found that a computer interview data collection system is more
readily accepted by patients than by clinicians. 


Computing Interviewing at the University of Wisconsin 


The early pioneering work of Slack and his colleagues at the
University of Wisconsin in the 1960s, focusing on medical history interviews,
operated with very primitive and cumbersome hardware and software. As hardware
and software became more sophisticated and complex and applicable to
psychiatric interviewing, it became possible to develop an interview system
that was concerned with more complex assessments and with measures of changes
in patient status over time. Unlike other systems, Greist and colleagues’
interview system has perhaps made more use of branching and of free-text
possibilities (combined with multiple choice). This was found to be important
both because these options make it possible to more closely model the
physician-patient interchange, and because these features make it possible to
develop repeated and individualized assessments. 


One of the first such interviews developed combined individualized
target symptom questions with a standardized symptom inventory. The target
symptom questions (up to three) encouraged the patient to “describe the most
serious problems you are seeking help with today,” in free text. Afterward, he
was asked to make ratings on scales of frequency and intensity. Also explored,
in a very limited way, was the potential of scanning these open-ended responses
for key words (for example, reactions to the presence or absence of certain
affect words) as a basis for additional specific questions. The SCL-90 follows
in branched format, using screening questions and items presented within each
cluster according to their factor loading. The interview can be presented
repeatedly so that patients can be asked to reevaluate their previous
complaints, which are displayed on the screen. The data from this interview
were compared with paper-and-pencil and personal interviews and found to be
comparable. Patient reactions were mostly favorable; some patients (sixteen)
expressed misgivings about the “nonhuman” method, while others felt freed by
the privacy and unhurried pace. 


Another example of this flexibility is provided by Greist and
Klein’s social adjustment interview, which relies heavily on branching and free
text responses. Branching is particularly useful early where an initial
assessment of patient demographic characteristics and patient ratings of role
problems lead to appropriately detailed questions about functioning in relevant
life areas. It is in these intensive inquiry sections that multiple-choice
responses are interspersed with free text, so that detailed descriptions of
each patient’s life situation and functioning are provided for the clinical
summary. 


Both the target system and social adjustment interviews have been
evaluated in two respects: (1) a comparison of interview summaries with
clinical records indicates high reliability in most areas; and (2) a specific
investigation of the effect of branching on the completeness of
computer-obtained records indicates that branched lines of questioning are
appropriate for most, but not all, symptom areas and aspects of life
functioning. One exception to this is the finding that severely disturbed
patients tended to emphasize their difficulties with leisure time activities
and problems relating to their illness, while clinicians placed more stress on
family problems. 


Other measures currently on this computer assessment system present
fairly standardized question sets in a more straightforward manner. Here the
advantages of the computer administration have more to do with the availability
of the immediate scoring and reports; for example, Benjamin Interpersonal
Checklist and suicide risk prediction. The computer administration seems to
make patients more comfortable and candid than does a human interviewer; for
example, interviews for sexual dysfunction, and alcohol and drug use. 


Other interviews (not yet published), which also make use of direct
feedback to respondents, have recently been developed for a project promoting
the exchange of health (wellness) information among high school students.
Programs concerned with depression, nutrition and eating habits, and
contraception alternate segments where knowledge or problem levels are tested
with segments that appropriately teach or counsel. The enthusiasm with which
the high school students responded to these interviews exemplifies the special
potential of the computer to reach and engage the attention of hard-to-reach,
nonpsychological-minded populations. This is reminiscent of computer-patient
experiences with sex and drug abuse data. Other studies confirm these findings
with respect to alcoholics, working-class people, blacks, and other “people who
are unable to participate in the usual vis-a-vis interview.” 


 Bibliographic Organization and Retrieval  


Computers, which are useful in storing, organizing, and retrieving
data about patients and providers, may also be used for almost any sort of inventory
control purposes. Clinicians and researchers are faced with an enormous and
steadily growing volume of clinical and research information relevant to their
work. A great deal of this information is contained in journal publications
that clinicians and researchers subscribe to and that are stored on bookshelves
in their offices. Remembering that a particular subject in question has been
discussed in a journal article is difficult enough when most articles are only
skimmed upon the journal’s arrival. Locating the relevant reference is an even
more difficult task. Consequently, a great deal of useful information remains
sequestered on bookshelves rather than assisting its owner in solving problems. 


One approach to this difficulty is to use the National Library of
Medicine’s MEDLARS/MEDLINE computer retrieval of over 2,300 biological sciences
journals. Searches can be conducted from a list of more than 14,000 different
subjects. Limitations of this approach are numerous: (1) a medical record
librarian is required to conduct searches; (2) lists of references obtained
often number in the hundreds, leaving the recipient with another sizable search
and data reduction problem; (3) MEDLARS lists arrive several days after
requested; and (4) the referenced articles themselves are often from journals
not readily available to the person requesting information. 


Personalized library systems organized around alphabetical,
numerical, or darning needle identification and retrieval systems, or involving
a series of folders into which relevant articles are placed, have been the best
systems available to many individual clinicians and researchers. The
idiosyncratic nature of these filing systems has made them difficult for even
their authors to use consistently, and the limited nature or complete absence
of cross-referencing has severely restricted the completeness of retrieval.
Another limitation of these personal systems is that they cover only a small
subset of the available and relevant literature. 


Paper Chase is a program designed for direct use by clinicians and
researchers that solves many of the problems presented by MEDLARS/MEDLINE and
individual bibliographic systems. References (journal articles, chapters in
books, books, and other documents including memoranda, letters, case notes, and
so on) are quickly entered at a cathode-ray tube terminal. Written in the MIIS
programming language, Paper Chase runs on Data General Eclipse, Digital
Equipment, PDP 11 and PDP 15 and IBM Series 1 Computers. Entry time for each
reference is approximately two minutes and includes the names of all authors,
title of the referenced material, journal or publisher, specific volume, page
and year of reference, and the appropriate key, index, or subject words. A
modification of the program at the University of Wisconsin permits entry of
abstracts or summaries. Alternatively, entire volumes of many different
journals may be read into the computer from tapes obtained from the National
Library of Medicine. 


Once entered, references may be searched by any combination of
author, title word, journal, and year and subject, and search times for
registries containing several thousand references routinely average less than
one minute. If the search results obtained are too general, a second search may
be done immediately on the subset of references found in the first search. In
this way, specific and readily available references relevant to particular
subjects can be quickly found. 


One specific application of Paper Chase has been the Lithium
Library, the heart of the Lithium Information Center. In the fifteen years
after lithium’s introduction into clinical psychiatry in 1949, forty-three
articles on the biological uses of lithium were published. From 1964 through
1976, an additional 4,000 references appeared. For the three years from 1977
through 1979, 2,500 more publications were added to the literature. The task of
keeping abreast of this burgeoning literature for clinical, research, and
educational purposes quickly outstripped the best efforts of conscientious
clinicians running the lithium clinic and consultation service in one state.
References to the lithium literature were entered into Great Paper Chase and
the availability of this bibliographic resource was announced in appropriate
psychiatric journals. For 1978 and 1979, over five hundred requests per year
were answered by the librarian of the Lithium Information Center and more than
thirty sites had on-line access to the Lithium Library from computer terminals
in their institutions. All reference materials are filed at the Lithium
Information Center and can be quickly sent to users who request them. 


Work is now underway at the University of Wisconsin to provide
synopses of information about the more than 1,400 key word or subject terms
used in the Lithium Library. This approach will permit clinicians with
questions about specific areas to receive summary information about that area
in addition to references to the primary sources upon which the summary is
based. Another program under development goes still further by integrating
information from the lithium literature into a coherent consultation about a
patient the clinician has described. While still in rudimentary form, these
programs indicate ways in which bibliographic retrieval can play a more direct
role in health-care delivery. 


 Computer Therapy  


 Introduction  


Simply put, computer therapy involves the use of computers to treat
persons with psychiatric problems. Behind this simplistic definition lies a
nascent and extremely complex field that seeks to integrate the rapid and
continuing progress in computer hardware and software with prior understanding
of the art of psychotherapy. 


Development of the first computers made it possible to process
mathematical symbols at a rapid rate. Programming languages dealing with
linguistic symbols soon followed and, with steady refinement, have allowed for
easy programming to process languages strings, which can express quite complex
meanings. With the advent of on-line computing, immediate computer responses to
user inputs became possible. Time-sharing techniques permitted single computers
to interact simultaneously with many users, dramatically reducing computing
costs. Harnessing the interactive computer medium to psychotherapeutic tasks
seemed a natural step, and proponents prophesied widespread availability of
expert and inexpensive computer therapies. 


 Present Status  


By 1965, a program that crudely simulated Rogerian psychotherapy had
been developed. Colby, who has been a seminal and steadily productive worker in
this field, had begun his studies, Slack had conducted medical interviews,
which had apparent psychotherapeutic effects, and other workers were beginning
to apply computers to studies and treatments of psychophysiological problems.
Despite this early promise, there has been neither the widespread interest in,
nor extensive development of, computer therapies that many expected. 


The several different techniques of proposed computer therapy in
psychiatry are based on different patient problems and different conceptualizations
of etiology and therapy. The hallmark of these computer therapies is a direct
interaction between the patient and the computer, and it is this intimacy with,
and anthropomorphization of, a machine that some find so threatening,
regardless of any associated benefits. 


The reactions of most psychiatric patients to computer interviews
that collect past history and present symptom descriptions are strongly
positive. Patients in a variety of settings have found the interview experience
itself helpful and, in the words of a few, “therapeutic.” In these interviews,
therapeutic education, reassurance, suggestion, modeling, support, and
authorization to express emotion are all possible. 


Colby’s work has gone far beyond the simple and directly linked question-answer
branching of most medical computer interviews. He has developed complex models
of human thought with a capacity to evolve in different directions based on
continuing patient-computer interaction. A program for autistic children who
had no socially useful speech was helpful in initiating speech in thirteen of
seventeen patients with whom it was tried. Another Colby program has a computer
simulating a paranoid patient so successfully that it becomes impossible for
psychiatrists to determine whether they are interacting with a computer or a
person. If one can simulate a psychiatric disorder so successfully, it seems
plausible that one may be able to prepare a psychotherapeutic computer program
to treat psychiatric disorders. 


The biofeedback field has blossomed with the availability of small
computers, which can convert the patient’s physiologic functions into
electronic signals, which then guide the patient in modifying those very
functions. Although this field has pulled back from its overly optimistic and
simplistic beginnings to a more recent and strictly focused position, the
on-line computer will clearly play an important role in defining the ultimate
applications of biofeedback to medical problems. 


Automation of Behavioral Treatment 


A number of attempts have been made to automate behavioral treatment
programs. Anxiety disorder treatment programs have been prescribed for snake
phobia, social and agoraphobia, and flight phobia. Automation has also been
accomplished for avoidance and aversive treatment programs for pedophilia,
homosexuality, and personal values. However, these automated treatments seldom
use computers directly, depending more commonly on slide or movie projection or
audio or videotape presentations. Most studies found comparable benefits
between these automated approaches and human therapist treatments. 


The Future 


One of the major problems in psychotherapeutic practice and research
has been to systematically define the treatment techniques so that they may be
taught to other therapists and applied in a standardized fashion to patients
whose disorders may respond to a particular kind of psychotherapy. By contrast,
even in the face of widely variable individual drug metabolism and incomplete
compliance, the standardization of psychoactive drug therapies has permitted
substantial progress in that field. 


Unlike psychotherapy administered by human therapists, which often
varies between different therapists and even in a single therapist’s treatment
of different patients with the same disorder, computer psychotherapy will have
the possible advantage of holding constant computer therapy statements and
interpretations across a series of similar patients. Since data about the
interaction can be immediately stored in computer-processable form, program
deficiencies can be quickly identified and the program changed before it is
used with additional patients. 


Computer technologies to understand human speech are steadily being
improved. Computer-controlled speech generation devices with growing vocabularies
(such as those used by the telephone company for handling changed and
disconnected numbers) are already fairly flexible. Yoking of these two
technologies to language-processing computer programs will ultimately provide a
capability for humans (who may be patients) to speak directly to computers that
speak back to them. 


There has been considerable criticism of the use of computers in
psychiatry in general and of data collection from patients in particular, yet
clearly the use of inhuman devices in medicine is far from inhumane, since
technological advances in many fields have brought substantial health benefits
to patients. Critics often speak on behalf of an assumed patient constituency
without directly consulting it. Whenever patient-computer interactions have
been evaluated by patients, the
reaction has been strongly positive, often to the point of preferring the
computer over the doctor as an interviewer. 


This seems to be especially true when sensitive subject matter is
being discussed, as is often the case in psychotherapy. 


Too often there is an immodest over estimation of the benefits of
human psychotherapy based on an absence of comparison with other treatments,
and occasionally these assessments are based on simple self-interest.
Compounding these deficiencies is a large public health problem that confounds,
for the most part, present-day techniques. Those who criticize computer
therapies are often blind to large, understaffed state hospitals and community
mental health centers, which do little but triage patients, often for
unavailable or ineffective therapies. The ultimate computer therapy will be, in
reality, several different computer treatments that have been shown to be
effective for specific patient problems as well as for styles of coping and
interaction. The magnitude of the specificity problem has seriously hampered
progress in human psychotherapy research, and it seems reasonable to expect
that computer psychotherapies, which are totally reliable and capable of
systematic modification and unthinking self-scrutiny (through the process of
recording, tabulating, and analyzing each class of interactions with each
patient), will bring about both an acceleration of our understanding of
psychotherapy and the development of more effective human and computer
psychotherapies. 


 Conclusion  


Despite disappointments about the difficulties of developing
high-quality mental health computer applications, a great deal has been
accomplished in the past five years. Computing hardware continues to increase
in speed and storage capacity while costs paradoxically decline. Programming
languages have become more powerful and more efficient. These technological
advances in medicine and psychiatry represent the thin edge of a wedge that can
provide the leverage to dramatically improve clinical, administrative, fiscal,
research, and clerical aspects of mental health services. 


Harnessing this powerful potential to appropriate applications is
complicated by the diversity of the mental health field and the complexity of
the problems this field deals with. Many systems and problems remain poorly
defined and in need of help. Computing has been most helpful where system
designs can be clearly specified and where the problem progression presently
favors fiscal over administrative over clerical over research over clinical
areas. Clinical computing has made a good start in patient computer
interviewing, but clinician and patient education and consultation is barely
underway. Computer-administrated therapies are now being conceived, and some
will be tested in the years just ahead. 


The next five years should produce an acceleration in progress in
all areas of mental health computer applications. It will become feasible for
solo practitioners to use a microcomputer to advantage in many areas of their
practice. However, broad-scale acceptance of this advance will probably lag
several years behind its availability. As Max Planck sadly but sagely observed,
“a new scientific truth does not triumph by convincing its opponents and making
them see the light, but rather because its opponents eventually die, and a new
generation grows up that is familiar with it.” 
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Notes


1 
This is an acronym for Problem-Oriented Medical Information System. 


2This is a data base management
system that runs in the MIIS dialect of the MUMPS programming language. 


CHAPTER 38

RECENT DEVELOPMENTS IN LAW AND PSYCHIATRY1 


Alan A. Stone 


The Mentally Ill and the
Civil Rights Movement 


Historians who attempt to chronicle American life in the sixties
will have to sort out the impact of the civil rights movement, not only as it
affected the status of racial minorities, but also as it set patterns for
organized advocacy on behalf of groups, such as the mentally ill, whose status
seemed to bear no apparent relationship to these minorities. The civil rights
movement, however, had at least three dimensions corresponding to aspects of
“mental patients’ liberation.” The first was redress through the courts using
constitutional litigation. The second was an ideological program that
emphasized the dangers of paternalism and social stereotypes. Third was the
development of self-help groups with a polemical orientation against the status
quo. Only the first of these manifestations will be fully addressed here, but,
as will become apparent, the ideological considerations are in some sense the
“deep structure” of the constitutional litigation. 


Central to the “deep structure” is the attack on paternalism. A
political and philosophical rationale for this attack was formulated a century
ago by John Stuart Mill in his famous essay, On Liberty: 


the only purpose for which power can be rightfully exercised over
any member of a civilized community against his will is to prevent harm to
others. His own good, either physical or moral is not a sufficient warrant. He
cannot rightfully be compelled to do or forbear because it will be better for
him to do so, because it will make him happier, because in the opinion of
others to do so would be wise, or even right. These are reasons for
remonstrating with him, or reasoning with him, or persuading him, or entreating
him, but not for compelling him, or visiting him with any evil in case he do
otherwise, [p. 197] 


If one reads these sentences out of context, as is usually done, it
is possible to conclude that Mill was opposed to every instance in which a
citizen is coerced by law for his or her own good. That, of course, has been
the traditional parens patriae (the
state as parent) rationale invoked at the intersection between psychiatry and
law. However, in the very next paragraph of the essay Mill writes, “It is
perhaps hardly necessary to say that this doctrine is meant to apply only to
human beings in the maturity of their faculties.” Furthermore, a close reading
of the entire essay will make it clear that the phrase “civilized community”
was meant by Mill to exclude most of the nonwestern world. However, critics of
modern psychiatry, if they acknowledge Mill’s exception at all, maintain that
in order to exclude the insane, they must first be identified, and this they
claim psychiatry is incompetent to do. 


During the 1960s critics of psychiatry made their voices heard.
Their most extravagant thesis was that no one is mentally ill, that madness
does not exist, that reality is a matter of personal choice, and that insanity
is a political invention. The apotheosis of these arguments in different
versions is found in the writings of T. Szasz, R. D. Laing, and M. Foucault,
writers who had enormous impact on the marketplace of ideas toward the end of
the sixties. Aspects of these extreme arguments were taken up by a growing
segment of the behavioral science community and made part of “deviance theory,”
“the existential approach,” and so forth. Many who did not question the
validity of such basic diagnostic categories as schizophrenia and affective
disorder nonetheless raised questions about the objectivity and reliability of
psychiatric diagnoses of these conditions. Whatever the underlying arguments
might be, the essential thesis was that psychiatrists are incompetent to
determine who should be declared not in “the maturity of their faculties.” 


A second thesis follows from the first: If madness does not exist or
cannot be reliably identified, then psychiatric treatment is always or almost
always either brainwashing or brain damaging. 


These theses found intense support among many young lawyers and
civil libertarians. The civil rights of the mentally ill and the mentally
retarded were seen by them as the last battlefield of the great war for civil
rights. Civil libertarians, including the American Civil Liberties Union, began
to challenge every aspect of the legal status of the mentally ill, and the
interface between law and psychiatry took on a new political and constitutional
dimension as the sixties came to an end. 


 Applying the Precedents of Civil Rights
Litigation  


The Supreme Court, under Chief Justice Earl Warren, had been perhaps
the most powerful liberal/progressive force in America during the fifties and
early sixties. The court fashioned a variety of new constitutional rights whose
impact is still being felt to this day. Many of these new constitutional rights
were intended to protect the citizen against state and local government,
against police brutality, against racism, and against discrimination. For
example, alleged criminals who were indigent were given lawyers at government
expense, and new constitutional due process safeguards were set up to protect
alleged criminals against “stop and frisk,” coerced confessions, and other
potentially brutal intrusions by law enforcement officers. 


The Bill of Rights was the mainstay of legal reform in this area.
But transcending the various narrow constitutional arguments in each instance
was the basic principle that loss of liberty is the most grievous penalty in a
democratic society. It is historically important to recognize that much of the
new criminal law handed down by the Warren Court had, in fact, racial
significance. A disproportionate percentage of those charged with crimes are
members of America’s racial minority groups. Thus, more procedural safeguards
for alleged criminals meant more protection for minorities against racially
biased law enforcement. These procedural reforms of the criminal justice system
can properly be considered part of the civil rights movement. Similar
considerations continue to play a part in the efforts to abolish capital
punishment, since it is thought that the imposition of the death penalty
involves racial inequities. 


Running parallel to these reforms in criminal law were many
important explicit civil rights cases based on the Bill of Rights’ guarantee of
equal protection under the law, which stipulated that no citizen should be
treated differently because of membership in a group whose members were
determined on some suspect discriminatory basis. Most of these important
constitutional decisions were in place by the middle of the sixties. Using
these due process and equal protection arguments and the precedents that had
been set by the Warren Court, the constitutional litigation on behalf of the
mentally ill was packaged as part of the civil rights movement. But outstanding
questions remain. Do the problems of the mentally ill really fit within that
package? Do the procedural safeguards developed for the alleged criminal work
when they are applied to the alleged patient? Is mental illness a suspect
classification in the same sense that race is? 


 The Supreme Court’s Invitation in Jackson v.
Indiana  


In 1972, the United States Supreme Court made its most significant
ruling regarding cases of mentally disabled individuals who faced criminal
charges. In Jackson v. Indiana,  the Court was faced with a troubling fact
situation involving the potential indefinite confinement of a deaf mute who had
the intelligence of a child. Jackson had been criminally charged with the crime
of handbag snatching, but had been found incompetent to stand trial and,
therefore, could not under law be tried, sentenced, and processed as a
criminal. This meant that he would have been indefinitely and involuntarily
confined in a mental health facility. Indiana had no capacity to provide
Jackson with the training in sign language that might have made him competent
to stand trial. The Supreme Court rejected such an indeterminate confinement,
stressing that, competent to stand trial or not, there must be some reasonable
relationship between the purpose of the disabled individual’s confinement and
the length of that confinement. In deciding this case, the court used the
occasion to comment on the legal situation of the mentally ill: 


The states have traditionally exercised broad power to commit
persons found to be mentally ill. The substantive limitations on the exercise
of this power and the procedures for invoking it vary drastically among the
states. 


Then after briefly describing the variations, the Court commented: 


Considering the number of persons affected, it is perhaps remarkable
that the substantive constitutional limitations on this power have not been
more frequently litigated, [p. 738] 


Many read these words as suggesting that the Supreme Court was ready
and perhaps eager to examine the constitutional implications of confining the
mentally ill. It seemed the Burger Court was ready during the seventies to
consider the whole panoply of civil rights arguments advanced by the critics of
psychiatry and to extend the Warren Court precedents to the mentally ill. 


 Patient’s Rights and Patient’s Needs  


By the end of the seventies it was clear that the Burger Court was
either unwilling or unready to follow the lead suggested by the Jackson
decision, at least not without an opportunity to explore and define its own
positions on the troublesome issues raised. On the other hand, the lower federal
courts were aggressively going forward on the issues. Under the rubric of due
process, the “alleged” mentally ill were given lawyers, and the medical model
of civil commitment was repudiated. The psychiatrist was defined as the agent
of the state and therefore as an adversary of the “alleged patient.” 


Mental health litigation can be divided roughly into two categories.
The first emphasizes the civil rights of the patient and ignores any conflict
that the exercise of these rights might have with the patient’s need for
treatment. A major emphasis of this litigation is to ignore potential benefits
and to construe the relationship between psychiatrist and patient as analogous
to policeman and criminal. Included in this category is litigation seeking to
bar all medical reasons for involuntary confinement in favor of such supposedly
objective legal criteria as “dangerousness.” Recent litigation also seeks to
give those patients who are legally confined a right to refuse treatment,
particularly drugs and electroconvulsive therapy. 


A second kind of mental health litigation has sought to improve the
quality of care and treatment provided the mentally ill. This is the so-called
“right to treatment,” under which federal courts have attempted massive reforms
of institutions and, in some cases, of whole state mental health systems. As
one reads the judicial opinions in these cases, it is clear that the federal
courts feel that state and local government have failed in their basic
responsibility and that decades of legislative inertia have produced a harvest
of human tragedy. Many psychiatrists would agree with judicial activists who
feel their intervention is justified whatever constitutional theory is employed
in the particular case. During the past two decades these increasingly
progressive lower federal courts have gradually assumed a crucial new role in
our society as they seek to remedy legislative abdication of responsibility.
The traditional role of judges in our legal system was to resolve disputes
between two parties in favor of one or the other. But the contemporary federal
judge involved, for example, in a constitutional right to treatment case now
takes responsibility for working out complicated solutions over long periods of
time. The federal judge no longer simply lays down the law but—just as in
school desegregation cases —will take it upon himself to establish an “ongoing
regime” that will constantly regulate the future interactions of the parties to
the suit and subject the parties to continuing judicial oversight. The judge
typically becomes the de facto superintendent of the mental institution and in
some cases the de facto commissioner of mental health. 


 The Due Process Model of Civil Commitment  


Due process arguments have been invoked in all mental health litigation:
they have been used to attack the psychiatrist’s role in civil commitment and
to reject every element of the psychiatrist’s discretionary authority over
patients. Civil commitment in the past typically in practice gave great weight
to the psychiatrist’s expert opinion, and the statutes authorizing it leaned
toward the medical model. Mental illness and need for treatment was an
acceptable justification for civil commitment in many states. 


In Lessard v. Schmidt, the benchmark case, a special
three-judge district court dealt with a Wisconsin civil commitment statute that
embraced this medical approach and allowed involuntary confinement if the
person was “mentally ill” and “a proper subject for custody and treatment.” The
court held that in order for this statute to be constitutional, it must be
interpreted as requiring that the state bear the burden of proving “that there
is an extreme likelihood that if the person is not confined he will do
immediate harm to himself or others.” Proof of such dangerousness must be
“based upon a finding of a recent overt act, attempt or threat.” Furthermore,
where the state attempts to confine on the basis of these criteria, due process
requires the following: (1) timely notice of the charges justifying confinement;
(2) notice of right to a jury trial; (3) an initial hearing on probable cause
for detention beyond two weeks; (4) a full hearing on the necessity of
detention beyond two weeks; (5) aid of counsel; (6) the Fifth Amendment
protection against self-incrimination; (7) proof of mental illness and
dangerousness “beyond a reasonable doubt”; (8) An inquiry into less drastic
alternatives before commitment for inpatient care; and (9) no treatment until
the alleged patient has had a probable-cause hearing. This decision, citing the
most radical critics of psychiatry as authority for the inadequacies of
psychiatric diagnosis and treatment, in effect rejected the medical model and
imposed all of the due process safeguards of a criminal trial on civil
commitment. There is now considerable evidence that the Lessard approach not only creates chaos in psychiatric hospitals,
which must hold patients without treatment, but also has led to more violence
by psychiatric patients. Thus, it fails to protect society and leads to needless
suffering by psychotic patients in the name of liberty. 


The federal district court decision in Lessard took place in 1972, the same year the Supreme Court decided
Jackson v. Indiana. It became a model for other federal courts reaching a
similar result, many of which attacked the credibility of psychiatric expertise
as the basis for any legal decision. 


For example, in reviewing Lessard-type
decisions (and concurring with them), one federal judge noted that along with
his concern about personal freedom “a close second consideration has been that
the diagnosis of mental illness leaves too much to subjective choices by less
than neutral individuals.” 


The consistent thrust of constitutional reform in the federal court
is to reject the medical model, replace psychiatric opinion by “objective”
evidence of dangerous behavior, and attack the parens patriae justification for confinement. This has been the
approach adumbrated by the American Civil Liberties Union (ACLU). It adopted as
a matter of constitutional right a due process model that gives short shrift to
the needs of psychotic patients, the vast majority of whom are not dangerous.
It is worth noting that Lessard, the
benchmark case, was appealed to the Supreme Court, which had the chance to face
these issues squarely. Instead, the court returned the case to the lower court
on a technicality. The lower court met that technicality and it was appealed
again. Again, the Supreme Court returned it on a technical issue. Again, the
lower court stood its ground; and there it remains. 


 The Supreme Court’s Contribution to Due Process  


The Supreme Court stood silent on all these crucial issues until
1979 when it accepted the case of Addington
v. Texas, which asked the Supreme
Court to decide only one very narrow issue: not what is an acceptable
justification for civil commitment, not what procedural safeguards are
required, but only what is the standard of proof—beyond a reasonable doubt,
clear and convincing evidence, or preponderance of the evidence. To decide what
the standard of proof is without deciding what is to be proved is an
extraordinary exercise. The court had clearly been avoiding the more difficult
questions it had itself raised in Jackson,
and in Addington it dealt with the
narrowest issue possible. The court opted for the intermediate standard: clear
and convincing proof. 


If there was any rationale to the court’s decision in Addington, it was perhaps the classical
medical nostrum—do no harm. Many states had already adopted the “beyond a
reasonable doubt standard,” and the Supreme Court’s decision did not require
them to reduce that standard. Almost no state had been using preponderance of
the evidence, the lowest standard, and thus the Supreme Court’s decision had no
impact other than to signal its own caution in this area of constitutional
reform. But, as already noted, the lower courts were well on their way to
imposing all of the procedural due process of a criminal trial. By ignoring the
issues in Lessard and by dealing with
the narrowest issue possible in Addington,
the Supreme Court allowed these developments to continue. 


 The Due Process Rights of Children  


Adults can, of course, be voluntary or involuntary patients.
Children, if they meet the state’s statutory criteria, may be involuntary
patients—but how can a child who does not have the legal capacity to consent
enter the hospital as a voluntary patient? The traditional answer was that the
parents or someone standing in loco
parentis could consent for the child. The special status of parents to make
decisions for their children has always been recognized in law and in
constitutional interpretations of law, but where a social worker or some agent
of the State Human Services’ bureaucracy makes such decisions his authority is,
at least in principle, more dubious. Certainly in the latter instance there is
little reason to assume that the child’s best interests are given full
consideration. Often the state institution for children is used as a dumping
ground for unwanted or troublesome children, and many times there is no
prospect of adequate treatment. The plaintiffs in Bartley v. Kremens
challenged the constitutionality of both kinds of substituted consent, parents
and those in loco parentis. 


In the Bartley case, a
federal court declared that the voluntary provisions for children of the
Pennsylvania Mental Health and Mental Retardation Act of 1966 were
unconstitutional under the due process clause of the Fourteenth Amendment. The
court enjoined enforcement of the following sections of the state statutory
scheme until the state legislature provided juveniles the Lessard type of procedural due process safeguards upon entering the
hospital: 


 1.     
  A probable cause hearing within seventy-two
hours from the date of initial detention. 


 2.     
  A full-blown post-commitment hearing within
two weeks of the initial detention if probable cause was in fact found at the
first hearing. 


 3.     
  Juveniles were to have their own individual
attorneys, and these attorneys as well as the juveniles were to receive notice
forty-eight hours prior to the original probable cause hearing. If a juvenile
was indigent, the state had to provide an attorney. Juveniles and their
attorneys had to be provided with written reasons for the juvenile’s
initial admission. 


 4.     
   Juveniles
had the right to be present at the hearings with the caveat that the juvenile’s
attorney could waive this due process procedural right on behalf of the
juveniles. 


 5.     
   Juveniles
had the right to a finding by clear and convincing proof of their need of institutionalization. 


 6.     
   Juveniles
had the criminal law rights of confrontation of witnesses, cross-examination,
and the right to offer evidence in their own behalf. 


The lower federal court in Bartley
acknowledged the established tradition of parental authority in the rearing of
children. But it emphasized that the decision to admit children to mental
health facilities involved serious conflicts of interest between parent and
child. The court noted that parents could not control a juvenile’s right to
abortion as a matter of constitutional law, and it ruled that parental
admission of a juvenile to a mental health or mental retardation facility
should be considered a similar exception to the parental control rule. It
further justified this exception to parental authority on the basis of the
stigma involved, the unreliability of psychiatric diagnosis, and the loss of
liberty. The sweep of the court’s perspective on conflict of interests is
demonstrated by the fact that it cited the respite program, which allows
parents who keep retarded children at home the opportunity to place the child
in a facility for a brief period, as an example of a conflict of interests that
should entitle the child to a lawyer and a hearing to contest the respite
program. Obviously a court willing to push that far had no trouble dismissing
the authority of those acting in loco
parentis. 


The United States Supreme Court did not decide the Bartley case the first time it was
appealed. Instead, as with Lessard,
it avoided it on a technicality and remanded the case to the lower court. 


However, on remand, the federal court did not budge. Instead, it
reinstated its previous holding that plaintiffs had a liberty interest in not
being institutionalized without due process of law and that interest could not
be constitutionally waived by parents or guardians. 


Finally, in 1979, the Supreme Court decided the Bartley case on the merits, consolidating that appeal with a
similar appeal from Parham, Georgia, where a federal court had declared that
Georgia’s procedures for juvenile admission at the request of parents or state
violated due process. The Supreme Court, although it acknowledged a due process
problem, held that due process required only that a staff physician, acting as
a neutral fact finder, evaluate the admission. Its description of that
evaluation is not much different from what is generally accepted as good
psychiatric practice. The decision maker, in addition, must have the authority
to refuse to admit any child who has not satisfied medical standards for
admission. After admission, a child’s commitment must be reviewed periodically
by an independent procedure similar to that required for initial admission; for
example, a case conference review. 


The Supreme Court ruled that the current Georgia and Pennsylvania
statutory and administrative procedures already comported with these minimum
due process requirements. The Supreme Court also refused to make any
distinction between parents and those acting in loco parentis. Thus, the Supreme Court rejected the complex due
process approach of Lessard. Clearly,
there now exists a radical disjunction between the Supreme Court’s perspective
on mental health law and that of the lower federal courts. Until some
resolution of these differences is achieved, litigation will doubtless
continue. Furthermore, there has been a remarkable proliferation of legislation
seeking to obtain the same goals reformers have sought in the courts. 


 The Right to Refuse Treatment  


The most important current development in mental health litigation
placing rights ahead of needs is the right to refuse treatment. Proponents of
this right claim that it should operate even after a patient has been
involuntarily confined as mentally ill and dangerous. The best example for
their argument runs as follows: Let us assume that an involuntary psychiatric
patient is a sincere Christian Scientist and offers that as the basis of a
refusal to accept drug treatment for his schizophrenia. The federal courts in
New York in Winters v. Miller concluded that to impose somatic
treatment over the valid religious objections of a patient is a violation of
the patient’s constitutional rights. 


The religious issue, however, is rarely the real question in the
right to refuse treatment. That kind of case simply allows us to begin to
reflect on the constitutional considerations, for example, religious
convictions, that judges have in mind when they examine what might justify a
constitutional right of a mental patient to refuse treatment. 


More radical civil libertarian arguments go much further than the
clash between religious tenets and good medical practice. Such arguments urge
that involuntary treatment be considered a violation of the First Amendment.
Since the mind is the source of mentation and since freedom of speech
originates in mentation, to influence anyone’s mind against his or her will is
a violation of that person’s First Amendment rights. This formulation of a
First Amendment right to refuse treatment was adopted by a federal court in
Massachusetts in Rogers v. Okin, now being appealed. 


The right to refuse treatment has also been premised on the Eighth
Amendment protection against cruel and unusual punishment and on the
constitutional right to privacy. Even without rolling up the heavy artillery of
constitutional argument, there has traditionally been at common law a right to
refuse treatment. The crucial problem is not whether the right exists, but
under what circumstances can it be waived. The state cannot send doctors into
the streets to inject citizens with neuroleptic drugs against their will. But
does a legally valid admission to a mental hospital, be it voluntary or
involuntary, constitute a waiver of the right to refuse treatment? Advocates of
the right to refuse claim that voluntary patients do not waive any such right,
and they further claim that involuntary confinement, in effect, demonstrates
only that the patient is committable and not that he lacks the capacity to
refuse treatment. The court in Rogers
v. Okin agreed with this extreme
argument, ruling that involuntary confinement is not enough; the state must,
except in an emergency defined narrowly by the courts, prove incompetency in a
guardianship hearing, a lengthy proceeding that may take weeks to complete. The
Rogers court has held that every
person is presumptively competent to exercise individual autonomy even after
being found mentally ill and dangerous. The court insisted that the burden to
overcome that presumption should be on the physician or the state. There was
substantial evidence in Rogers,
ignored by the judge, that the limits set on treatment by the right to refuse
had led to assaults, arson, sexual molestation, and other abuses of patients by
patients, as well as self-destructive activity. Other judges have suggested
less cumbersome and more practical alternatives. For example, in Rennie v. Klein the court decided that the objecting patient is entitled to
an independent second opinion about the proposed treatment by a psychiatrist
who is asked to keep in mind the balance between needs and rights. 


Individual autonomy is an important value in a democratic society,
and it is important to consider what values are served by allowing
psychiatrists to override a patient’s refusal of treatment. The most obvious
value is the relief of needless suffering. There are patients, particularly
schizophrenics, whose suffering can be relieved but whose mentation is so
disturbed that they cannot choose to accept the treatment that will help them. 


Second, although it is usually ignored in the libertarian calculus,
the suffering and the behavioral manifestations of the mentally ill do have a
deleterious effect on those around them, even when no physical injury occurs.
The courts have long been willing to acknowledge the reality of psychic trauma.
When a grossly disturbed mentally ill patient is admitted to a hospital, his or
her disturbance has an impact on the other patients and their treatment.
Allowing a patient to go on traumatizing other patients needlessly as a result
of a refusal to accept treatment may make it impossible to treat others. 


Finally, the value of freedom of mentation, freedom of choice, and
privacy are not sacrificed when we impose reasonable treatment on a person who
is unable to exercise his or her autonomy. 


Some judges, although not unaware of these considerations, give different
weight to them. For example, in Rogers
the judge gave no weight at all to the effect of psychic trauma on other
patients and the staff. He would allow emergency involuntary treatment only
where there is an immediate risk of physical injury. He took that position
knowing that in a mental hospital such a standard cannot be reliably applied
and that considerable physical injury may in fact result. Thus, this judge in
effect permits the opportunity for both physical and psychic trauma in the
effort to protect the right to refuse treatment. This places such extraordinary
burdens in the way of nonemergency involuntary treatment that it almost
precludes all sensible clinical intervention. 


Although the Rogers
decision nowhere discusses the issues set out earlier in this chapter (for
example, that mental illness is a myth and that treatment is brain washing or
damaging), it is clear that the judge assumed that psychiatrists lack the
ability and/or cannot be trusted with the responsibility of identifying those
who are incompetent to refuse treatment. Hence, he is, in effect, condoning an
elaborate legal procedure to protect patients from psychiatrists. The
enthusiastic reception of decisions like this by the media must say something
about the widespread perception that patients’ rights are more important than
their needs. Surely it also suggests a growing popular impression that psychopharmacologic
treatment is coercive, punitive, abusive, and potentially more dangerous than
mental illness. 


 The Right to Treatment  


Ironically, the radical criticism of psychiatry began during the
1960s when the scientific foundations of psychiatry had achieved a new
respectability. New biological and psychological treatment methods had reduced
the populations of state mental institutions by 50 percent, and the average
length of stay of patients had been drastically shortened. All this was well
underway long before mental health litigation began. 


But reform initiated by the mental health profession depends on both
competent leadership and substantial state support. During the sixties some
states lagged behind in initiating these reforms in the care of the mentally
ill, and it was in one of those states that the first right to treatment suit
was brought. Alabama was last among the states in providing funds to care for
mental patients. Its large state institutions were by all reports grossly
inadequate by any standard of evaluation. Legal reformers, supported by many of
the associations that represent the mental health professions, sought to force
the state of Alabama to improve conditions in its state hospitals and
retardation facilities through constitutional litigation. They brought a class
action suit, Wyatt v. Stickney, claiming a constitutional
right to treatment on behalf of all patients in the state mental institutions
in Alabama. This effort was almost simultaneous with Lessard, but Lessard
focused on rights while Wyatt focused
on needs of patients. The legal theory behind Lessard emphasized procedural due process whereas in Wyatt it was substantive due process.
This difference between substantive and procedural due process is a crucial
distinction in constitutional law. 


If one reviews the few right-to-treatment cases prior to the Wyatt case, it turns out that none had
been predicated on constitutional grounds. For the most part they had involved
individual patients who had been diverted from the criminal justice system and
confined with an implicit expectation that the state was to treat them rather
than punish them. For example, like Jackson, they had been confined as
incompetent to stand trial or were found not guilty by reason of insanity.
Without treatment they claimed the state was in reality punishing them. Some
judges had agreed, but their rulings were based on the promise implicit in the
specific state statutes authorizing non-penal confinement and not on any
constitutional right. The case of Wyatt
v. Stickney attempted to push the
right to treatment further in every respect: It was a class action on behalf of
all civilly committed patients, it asked for a constitutional holding, and it
finally directed attention to the plight of the large group of mentally ill and
mentally disabled patients who had committed no crimes and who were confined in
less than adequate hospitals. 


After lengthy argument and many legal briefs, Judge Frank Johnson of
the Alabama General Court held that: “To deprive any citizen of his or her
liberty upon the altruistic theory that the confinement is for humane and
therapeutic reasons and then fail to provide adequate treatment violates the
very fundamentals of due process.” 


Although this decision, like the decisions already discussed,
emphasizes deprivation of liberty, it does not adopt a narrow due process
solution for the situation of patients confined without treatment. For example,
an alternative might have been a more limited holding as in O’Connor v. Donaldson, where the Supreme Court ruled that all non-dangerous
patients who were involuntarily confined in these institutions and not getting
treatment must be released. But Judge Johnson apparently realized that most of
these patients were chronically disabled and, if given the legal right to
leave, either had no capacity to exercise it or would be just as badly off if
they did. Judge Johnson took a bold step, therefore, and asserted what was, in
effect, a substantive right. 


A more conservative judge would have hesitated before making such a
ruling for reasons that go back to the distinction between procedural and
substantive due process. It is one thing for a judge to tell a state what
procedures it must employ when it confines a patient—even when those procedure
are costly. This is accepted judicial practice as exemplified in Lessard. It is quite another thing to
tell the state how it must take care
of mental patients when it confines them, since this implicitly creates new
substantive rights and imposes on the state the duty to meet those rights
(needs) of patients. The latter substantive approach involves a critical legal
entanglement; namely, the separation of powers. How far can the judiciary go in
setting standards of institutional practice that require the legislature and
the executive branch to raise new tax revenues or reorder the fiscal priorities
of social needs that have been established through executive and legislative
decision making? For these and other reasons a more conservative judge would
have rejected the substantive due process argument. Judge Johnson, of course,
did not give all of the citizens of Alabama a new substantive right; he ruled
that the state must meet the treatment needs only of those patients it
involuntarily confines. However, in establishing treatment standards Judge
Johnson expanded somewhat the class of patients entitled to the right by making
no distinction based on the legal status of the patients. He insisted that the
needs of all patients in these Alabama institutions be met whether they were
there voluntarily or involuntarily. 


Other judges subsequently have had to confront the constitutional
basis for the right to treatment more directly, looking to theories that can
less easily be construed as creating new and substantive rights. One of the
most unassailable approaches to a right to treatment would have been to ground
it on the Eighth Amendment, which forbids cruel and unusual punishment. Stated
in simplest terms, state institutions for the mentally ill and mentally
retarded should not be allowed to perpetuate conditions similar to those that
had already been declared unconstitutionally cruel in prisons. Other courts,
building on this approach, have talked about the right not to be harmed. Given
the conditions in some of our state institutions, mere compliance with that
standard requires enormous expenditures. 


However, in the Wyatt
case, although this kind of Eighth Amendment argument was acknowledged, Judge
Johnson sought to reach a higher standard of treatment; he sought to insure
adequate treatment. To accomplish this, the Wyatt
order detailed that minimum “medical and constitutional” requirements be met
with dispatch. The decree set forth requirements establishing staff-to-patient
ratios, adequate floor space, sanitation, and nutrition. The court also ordered
that individual treatment plans be developed, that written medication and
restraint orders be filed, and that they be periodically reviewed. Outside
citizen’s committees were appointed to monitor enforcement of patient’s rights
under the order. 


The Wyatt decree was far
from a generalized array of commands arrived at arbitrarily. It was formulated
from study of testimony of institutional personnel, with outside experts and
representatives of national mental health organizations appearing as amici curiae. Most of the specifics of
the order were taken from a memorandum of agreement signed by the parties. The
most critical specifics—the model staffing ratio—approximate those recommended
at the time by the American Psychiatric Association. However, the case
proceeded without the participation of the American Psychiatric Association,
although most other mental health professional groups were involved. Not
surprisingly, the court’s decree authorized that qualified nurses,
psychologists, and social workers be allowed to take clinical responsibilities
that had traditionally been limited to physicians. The dethronement of the
psychiatrist as the head of the mental health team has been emulated in
subsequent litigation and legislation. 


The Wyatt decree reads
like a judicial translation of the kind of document that the Joint Commission
on Accreditation of Hospitals (JCAH) might be expected to promulgate. But seven
years have gone by and despite Judge Johnson’s continuing oversight, the decree
he formulated has never been fully implemented. In 1979, the judge concluded that
it was necessary to place the entire mental health system of Alabama in the
hands of a receiver, a step that removed all authority from state officials. 


Judge Johnson’s difficulty in implementing his decree demonstrates a
number of very real problems. First, just as happened with federal judicial
intervention in school desegregation, recalcitrant state bureaucracies can
place enormous impediments in the way of such complex institutional reforms.
Second, reforming some of the worst state mental facilities in the country
requires enormous resources and financial aid. Meeting the decree required
Alabama to alter many of the fiscal priorities and tax strategies its
legislative and executive branches had decided on. Not surprisingly, they were
extremely resistant. Third, Judge Johnson’s decree sought to upgrade facilities
that, in these days of deinstitutionalization, might more appropriately be
closed. Thus, enormous capital expenditure was being poured into outmoded
facilities. Furthermore, the cheapest way to begin to approximate the mandated
staff-to-patient ratios was to discharge patients without adequate aftercare
and without alternative treatment settings. Judge Johnson’s original decree did
not clearly foresee these possibilities. 


Fourth, the judge’s decree deprived the mental health professions of
their own flexibility in establishing independent policy and treatment
strategy. This was true not only within the institutions involved but also
outside, since so much money and resources had to be directed toward the
judge’s priorities. 


Fifth, the litigation in Wyatt
and in subsequent cases has intensified interprofessional tensions and
rivalries. Obviously, litigation did not create these problems, but there are
no longer clear lines of authority among the mental health professions
responsible for the care of patients, and a great deal of energy is being
wasted in struggles over status and control. The Oversight Committee appointed
by the judge, albeit necessary, added to the disarray of authority by establishing
a shadow administration. These difficulties have made it difficult to recruit
good people for leadership positions. All of these problems are to be expected
when a judge becomes de facto
commissioner of mental health. But before rejecting the judge’s activism,
responsible mental health professionals must take a hard look at the
alternative, or the situation that existed in Alabama before Wyatt. Obviously, Judge Johnson
concluded that the Alabama situation was so bad that legal intervention to meet
the needs of patients could not make matters worse. 


Subsequent right to treatment litigation has been able to learn from
the experience of Wyatt. For example,
judges have attempted to get the state to negotiate with the plaintiffs so that
they might set their own goals and standards rather than having the judge
assume this task. Thus, a consent decree arrived at by the parties replaces the
judicial decree. However, most lawyers who are experienced in this kind of
litigation realize that the real struggle arises in the efforts to implement
the decree, whether it has been arrived at by consent or by the judge’s own
findings. Although the Supreme Court has never endorsed the right to treatment,
such litigation and particularly consent decrees have proliferated all over the
country. This proliferation has given rise to suits even in those states that
had been in the vanguard of reforming their large state institutions. As one
reviews this kind of right-to-treatment litigation, one cannot help wondering
if patients’ real needs (as opposed to their mere rights) are being met. 


It has become generally accepted psychiatric policy that state
hospitals, which have a large census, which keep patients a long time, and
which are often set at a distance from the community, are not desirable.
Deinstitutionalization has, therefore, become the order of the day. But
communities have become increasingly resistant to the opening of
community-based facilities. Zoning restrictions, neighborhood protests, and
political pressures have all been mounted against such needed facilities as
halfway houses, sheltered living situations, and so forth. Increasingly, the
“community” is the major opponent of the “community mental health approach.”
Furthermore, the problems of continuity of care are intensified when
deinstitutionalization is compounded by revolving door policies. There is
accumulating evidence that chronic patients are being lost in the shuffle and
are subject to abuses at least as serious as those found in the “backwards.”
Nonetheless, right-to-treatment litigators are demanding that the pace of
deinstitutionalization be increased under the legal theory that patients are
entitled to treatment in the least restrictive setting. Of course, the setting
that least restricts a patient may not be the setting in which treatment needs
are most effectively met. And when, as is increasingly the case, the good
alternatives to total institutions are overwhelmed by applicants and the
quality of the service available is suffering, the demand for the least
restrictive setting will begin to place the abstract right to liberty above the
concrete need for care. 


 The Least Restrictive Alternative at the Time
of Admission  


“The least restrictive alternative” seems to be one of the most
confused and confusing phrases in mental health litigation. The concept arose
in an entirely different kind of constitutional context; it has been wrenched
out of that context and applied to the mentally ill and disabled. The argument
asserts that the state’s interest in confining the patient must be met by that
treatment approach that will produce the least loss of liberty. Like the right
to treatment, the least restrictive alternative, as it has been applied to the
mentally ill, has not been recognized by the Supreme Court. It is another
extension of the procedural due process theory, which at least potentially
seems to involve substantive rights. There are many potential patients whose
hospitalization could be avoided by immediate crisis intervention. 


Demonstration projects have, at least, suggested that a massive
reduction in the need for hospitalization whether voluntary or involuntary can
be achieved. A few treatment centers have the capacity to provide such crisis resources;
most do not. Does the least restrictive alternative mean, with regard to civil
commitment standards such as Lessard, that
the state must provide such resources? Alternatively, many patients are
committed because they have no family or anyone else to see to their needs, to
supervise their taking of medication, and to keep them from wandering the
streets. These “gravely disabled” might be cared for in their homes by a nurse
or a housekeeper. Does the least restrictive alternative mean the state must
provide such a caretaker? If answered affirmatively, these first two questions
interpret the least restrictive alternative as establishing a substantive due
process right requiring the state to create new services. 


Or does the least restrictive alternative mean only that, given the
treatment facilities the state has available, the patient must be placed in the
one which is least restrictive? This interpretation is more in the nature of a
procedural due process requirement. But even this latter requirement is beset
by confusion. Is the patient entitled to the least restrictive alternative in
light of the dangers he or she poses to self or community, or to the least
restrictive alternative in which effective treatment can be provided? Few, if
any, of the court’s ruling on the least restrictive alternative have dispelled
these confusions. 


 The Least Restrictive Alternative in Class
Action Right-to-Treatment Litigation  


Where the least restrictive alternative is demanded in
right-to-treatment litigation, as is increasingly the case, the plaintiffs want
the state to provide new community-based facilities. But an additional goal of
the litigants at times seems to be to close down the state mental hospital. For
example, the plaintiffs in Rone v. Fireman demanded that an
eight-hundred-bed facility, which had been tentatively accredited by the JCAH
for one year, be closed down and replaced by a fifty-bed unit, with all other
patients transferred to less restrictive alternatives. This may be a good
thing—indeed eventually all of the state hospitals should probably be closed—but
a question of timing has become a central concern. Does it make sense to close
down a decent state hospital facility at a time when available alternatives in
the community are overwhelmed? It may be true that a good foster home is a less
restrictive alternative—but is a bad foster home or a rundown welfare hotel in
the inner city a less restrictive alternative? Even where the litigants have no
intention of closing down the institution, the difficulties inherent in finding
alternatives have made this litigation problematic. If the patients are pushed
into the community without suitable alternatives, then the abstract right
ignores the concrete reality of the patients’ needs. 


Nowhere have these problems been more intense than in litigation
seeking to achieve the least restrictive alternative for the mentally retarded.
A dominant treatment approach to the mentally retarded is “normalization.” It
is a comprehensive philosophy, and its goal is to see that the mentally
retarded are given the opportunity to live a life as close to the normal as
possible. Most of the professionals involved in the care of the retarded see
deinstitutionalization and the least restrictive alternative as essential to
“normalization.” Some parents and relatives of the mentally retarded object to
this and not always on purely selfish grounds, as is sometimes alleged. Less
restrictive alternatives in the community frequently are organized and run by
activists, many of them young. Parents are concerned that this activism and
idealism will wane, as has happened with other social endeavors. They believe
that the young people will move on and that the mentally retarded will be lost
and exploited in the community. Whatever inadequacies there may be in the large
brick institutions built by the state, they do seem to promise continuity of
care—a continuity that will last after the parents die or become unable to look
after their retarded offspring. These are deep divisions in attitude and they
portend deep divisions in policy. Already there has been dispute concerning the
least restrictive alternative litigation applied to the mentally retarded, with
parents contesting the lawyers who claim to represent their children. 


The Justice Department of the United States has participated in a
number of right-to-treatment suits on the side of the plaintiffs. Its
participation allows the FBI to become involved in the investigation phase,
helping to document inadequate conditions and allegations of abuse. The Justice
Department also brings to the problem the resources of a massive federally
funded agency geared to litigation. The standing of the Justice Department to
participate in these suits has been challenged, and some federal courts have
ruled that the Justice Department does not, in fact, have the legal standing to
bring such suits. But many federal courts have invited the Justice Department
to participate with other plaintiffs as amicus
curiae, and the Congress has enthusiastically supported legislation that
would give the Justice Department the legal standing that the courts deny it.
The role of the Justice Department is crucial since it seems to have adopted
the least restrictive alternative as a goal of this litigation, even where
concrete needs will be sacrificed for abstract rights. 


It must be emphasized that despite a great deal of rhetoric to the
contrary, the least restrictive alternative has not been less expensive than
institutional care when quality care is involved. Neglect is the only way to
achieve real savings be it inside or outside the hospital. The appearance of
savings has been achieved in effective deinstitutionalization only by budget
manipulation. For example, if patients are transferred from mental hospitals to
good nursing homes the mental health budget will go down, showing an apparent
savings; however, the Medicaid and/or welfare budget will go up. Often the
burden is merely shifted from the state to the federal government, or in some
instances a new obligation is placed on cities and towns. The point to be
emphasized is that the objectives to be sought in responsible
deinstitutionalization do not include overall cost savings. 


Rone v. Fireman  forced a federal judge to confront all the
difficulties of the least restrictive alternative. In his decision, the judge
described the community’s resistance to the good-faith attempts of the
Department of Mental Health to create alternatives to the large state hospital.
He noted that even the plaintiffs acknowledged that patients would need the
same kinds of services they were getting in the hospital. In light of these and
other considerations, he responded to the plaintiffs’ demand for the least
restrictive alternative as requiring only that the patients be provided with
transportation from the hospital back and forth to the city (the hospital was
located some distance away and there was no public transportation). This
decision, if it did nothing else, demonstrated how flexible the least
restrictive alternative can be as a meaningful constitutional doctrine. But it
did more—it advanced a nonpolemical analysis of the many problems that now
beset any unyielding policy of deinstitutionalization. 


The remarkable thing that emerges from an even cursory review of the
right to treatment litigation is the expanding cast of characters whom
litigation has involved in decisions affecting the situation of the mentally
ill. There are the federal judges, the Justice Department, various public
interest lawyers, state officials, and various bureaucracies. Others often
become deeply involved; for example, the Department of Health, Education and
Welfare (now the Department of Health and Human Services), the various
professional associations, the Joint Commission on Accreditation of Hospitals,
the American Civil Liberties Union, the National Associations for Mental Health
and for Retarded Citizens, many advocacy groups, various planning and systems
consultants, and many others. All these participants are in addition to the
responsible mental health professionals, the relatives, and the patients
themselves. It is no wonder that the state commissioner of mental health now
serves on the average only eighteen months. 


 The Supreme Court and the Right to Treatment  


During the mid-seventies while the Lessard case was bouncing back and forth between the federal court
and the Supreme Court, and while federal courts all over the country were
becoming involved in right-to-treatment cases, the Supreme Court decided its
first important mental health case, O’Connor
v. Donaldson. This was the first
time in the history of the Supreme Court that it had dealt with a
straightforward instance of civil commitment. But equally important, the case
had involved the right to treatment at lower court levels. 


For fifteen years Kenneth Donaldson was a patient at Chattahoochee
State Hospital in Florida. He was diagnosed as a chronic paranoid. Dr. J. B.
O’Connor was the superintendent of the institution where Mr. Donaldson was a
patient. During Mr. Donaldson’s stay the institution had a ratio of one doctor
per eight hundred patients. Mr. Donaldson applied more than a dozen times to
various state and federal courts for his release from involuntary confinement.
Each time the courts rejected his plea. Finally, he turned for assistance to
Morton Birnbaum, a physician and lawyer, who is considered today the father of
the right-to-treatment litigation. Dr. Birnbaum initiated a right-to-treatment
suit on behalf of Mr. Donaldson and other patients. Eventually, however, Bruce
Ennis, a lawyer with the Mental Health Law Project, took over the case. During
this time Dr. O’Connor suffered a coronary and resigned as superintendent. The
new superintendent subsequently discharged Mr. Donaldson. Mr. Donaldson had
never been dangerous, had refused medication, and during the fifteen years of
his hospitalization never received anything that a responsible clinician would
consider treatment. After Donaldson’s discharge, and with Ennis’s legal input,
the lawsuit took a different direction. Rather than a class action
right-to-treatment suit, it became a suit for damages under the Civil Rights
Act. Dr. O’Connor was to pay for Mr. Donaldson’s loss of constitutional rights. 


But as the case progressed from the lower federal courts to the
Supreme Court it was not clear what constitutional right Dr. O’Connor had
deprived Mr. Donaldson of. If Dr. O’Connor had violated Mr. Donaldson’s right
to be treated, then Mr. Donaldson indeed had such a constitutional right and so
did every other involuntary patient. This was the view taken by the federal
district court and the Court of Appeals. 


However, the Supreme Court took a much narrower view of the case. It
decided only that those patients who were not dangerous to themselves or to
others, who could survive outside the hospital, and who were not getting
treatment within the hospital had a right to be discharged. The court was
silent on the right to be treated, but in a footnote it emphasized that it was
vacating the lower court’s decision of a constitutional right to treatment.
Chief Justice Burger in a concurring opinion scathingly criticized the lower
court’s reasoning in reaching a right to treatment. (As of this writing, the
Supreme Court has never endorsed the right to treatment, and Chief Justice
Burger has in subsequent mental health cases made clear his opposition to
substantive due process decisions, in which lower court judges have attempted
to meet the needs of the mentally ill as opposed to their procedural due
process rights. But as we have seen, the Supreme Court has not even been
generous in providing procedural due process rights as is apparent in Donaldson, Addington, Parham, and Bartley.) 


Donaldson was a unanimous
decision. In effect, it said that if Mr. Donaldson had been dangerous, he had
no right to be discharged; if he had been unable to care for himself, he had no
right to be discharged; and if he was getting treatment, he had no right to be
discharged. Only when there is absolutely no possible justification for
confinement has a patient the right to be discharged. 


Because the Supreme Court held that Mr. Donaldson had been deprived
of his constitutional right to liberty, the decision was hailed as a great triumph
for civil libertarians. However, Donaldson
was in reality little more than a restatement of Jackson. The Supreme Court, in effect, simply announced once again
that it was constitutionally impermissible to incarcerate a human being forever
without some reasonable legal justification. 


But the Supreme Court gave no guidance as to what reasonable legal
justification would be necessary in order to justify initial confinement. Its
decision was applicable only to the grounds for discharge. This is a matter of
some interest. Almost all states have laws on the books that regulate civil
confinement; some of them, as has been demonstrated, are very complex and set
stringent standards. But once the patient is confined, the psychiatrist has
almost total discretion over discharge, although many states now require
periodic review. The Supreme Court’s decision in Donaldson did impose on psychiatrists the responsibility to
discharge non-dangerous custodial patients who could survive outside the
hospital. If psychiatrists did not comply, they risked a suit for damages under
the Civil Rights Act. 


But in deciding that Mr. Donaldson had been deprived of his right to
be discharged, the Supreme Court, in light of its intervening opinion in Woods v. Strickland, instructed the lower courts to reconsider their finding
that Dr. O’Connor had been liable for damages. Woods had established criteria for determining the liability of
persons acting under color of law, such as Dr. O’Connor, and included a
criterion that, in effect, prevents retroactive liability for depriving a
person of a constitutional right not yet established. The lower courts never
decided this issue of liability. Instead, Mr. Donaldson settled for a minimal
sum of $10,000 with a written agreement in which no admission of liability on
the part of Dr. O’Connor was conceded. Perhaps the most important aspect of the
Donaldson case is that it marked the
first time that any patient had succeeded at even a lower court level with this
kind of civil rights action against a psychiatrist. 


Although the judgment was vacated, remanded, and settled, federal
legislation makes it possible for lawyers to be compensated for their efforts
in such litigation. The basic theory of such compensation is that lawyers who
press for the constitutional right of citizens are functioning as a kind of
private attorney general. If they win their case, even to the extent that Mr.
Donaldson won his, the defendant must compensate them. Thus, the lawyer is not
dependent on a contingency fee arising from damages, or on representing wealthy
clients. This, of course, removes one of the major obstacles to litigation in
the mental health area, since cases such as Donaldson
entail vast sums in legal fees. Similar private attorney general statutes in
some states, other provisions of pending federal legislation, and the growth of
advocacy programs for mental patients guarantee that mental health litigators
will be a continuing reality, shaping the practice of psychiatry in the United
States. 


 Conclusion  


The rights of mental patients have been linked to the civil rights
movement. This conception emphasizes due process and equal protection as the
essential constitutional doctrines. When applied to the psychiatric context
these doctrines have produced two kinds of litigation. One emphasizes rights
even where they interfere with the patient’s needs. The other emphasizes needs
and attempts to express those needs as rights. The lower federal courts have
taken a much more activist approach to this litigation than has the Supreme
Court. Thus, there exists a profound disequilibrium and uncertainty about
future judicial decisions. However, many states through legislative action have
already adopted new mental health statutes that provide all of the due process
safeguards sought by reformers. Therefore, whatever decisions the Supreme Court
ultimately makes, we can expect that for the next few decades law and legal
intervention will remain a central concern of American psychiatry. 
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CHAPTER 39 

ETHICS IN PSYCHIATRY  


 H. Tristram Engelhardt, Jr., and Laurence B.
McCullough    


Introduction 


While reflection on medical ethical issues has been intrinsic to
medicine throughout its history, it is only in the past twenty-five years that
the study of medical ethics has expanded to embrace the biological and
behavioral sciences—an inquiry now conducted under the rubric of bioethics.
This development of a more sustained inquiry in bioethics has occurred
simultaneously with the various civil and human rights movements. Like these
movements, the renewed and growing interest in bioethics reflects our culture’s
reexamination of value commitments and the proper bounds that may be placed
upon institutions that wield power and authority. The consequent convergence of
intellectual and social forces has culminated in formal examinations of ethical
issues in medicine. 


 The Scope and Character of Ethics in Psychiatry  


Perhaps the most prominent ethical issue in medicine has been the
use of human subjects in medical research. Multidisciplinary deliberations
about the ethical dimensions of this practice achieved a public character in 1973
with the establishment of the National Commission of the Protection of Human
Subjects in Biomedical and Behavioral Research in the U.S. Department of
Health, Education and Welfare. In addition to general considerations of ethical
issues occasioned by human research, the commission has addressed issues that
bear directly on research in psychiatry; for example, research involving
mentally ill subjects. The commission has also considered the ethical
dimensions and procedures employed for psychiatric complaints; for example,
psychosurgery. 


This concern with ethical issues in psychiatric research did not
arise apart from the broader concern with the ethical dimensions of medicine
and psychiatry. In fact, the interest in the ethics of human research was
pursued concurrent with, and in part gave rise to, inquiry into the rights of
patients, in particular hospital patients. The ethical dimensions of rights and
of rights language also have a direct bearing on psychiatry. They are
associated with such issues as due process in the civil commitment of the
mentally ill and the rights to treatment of those confined to mental hospitals.
Thus, the scope of ethics in psychiatry has not been limited exclusively to
research but includes inquiry into the ethical dimensions of psychiatric
practice. 


There has been another change concerning the inquiry into medical
ethics. Its character, as well as its scope, has altered. The discussion of
ethical issues in psychiatry, and for medicine generally, has become more
philosophically sophisticated. There is a growing appreciation for the
importance of those basic concepts that structure ethical issues in psychiatry.
This development is clearly evidenced in the burgeoning literature in
bioethics, including an Encyclopedia of
Bioethics and numerous books and journals wherein the full range of ethical
issues in psychiatry are addressed. 


Five Senses of Ethics in Psychiatry 


There are at least five different senses of ethical reflections in
psychiatry. First, one might refer to generally accepted views of proper
conduct of practitioners within a particular culture. What one will discover in
such an inquiry are various and often poorly examined views about what is
proper in life, including sexual and other social taboos. Such informal views
are often the subject of sociological or orthological study A second and
similar sense of ethics in psychiatry derives from a traditional understanding
of medical ethics vis-a-vis canons of professional etiquette. In this respect,
one might examine professional codes or procedures that are meant to guide both
professional and civil conduct. A third and more general sense of ethics
consists in following legal rules and procedures.  This sense of ethics, however, should be
distinguished from the more basic ethical notion of man’s right to refuse on
certain justifiable occasions to act in ways that are socially or legally
sanctioned. Consider the case of a psychiatrist subpoenaed to testify in court
about a patient who has been in therapy for several years and is charged with
consensual sodomy. Under oath, the psychiatrist is asked by the prosecuting
attorney whether the patient has confided that he has engaged in the actions
with which he is charged. Because the psychiatrist may regard the patient’s
utterances during therapy and his own written record and notes to be protected
by a moral obligation of confidentiality, he may be ethically justified in
refusing to answer, even though he could be in contempt of court for not
answering a direct question. Thus, ethics in the sense of abiding by legal
rules and procedures may generate conflicts with well-founded moral obligations
and so does not by itself provide a reliable guide to proper conduct. Hence, it
should not be confused with that more fundamental sense of ethics. (One might
think here of the conflict that Sophocles depicts between Antigone and Creon,
as well as the remarks made by Hegel on this subject.) 


A fourth sense of ethics in psychiatry relates ethical conduct to
various religious codes or religiously grounded views of proper conduct. This
view, because it appreciates the need for critical assessment of socially and
legally sanctioned conduct, is closer to the more basic understanding of
ethics. Its shortcoming is that, in a pluralistic society, ethics requires more
general views about human values and proper conduct. This is so for two
reasons. First, ethics should provide the basis for persons to inquire into
issues of common interest and concern. Second, ethics should provide a common
ground to critically assess socially and legally sanctioned patterns of
conduct. Thus, the fifth and most fundamental manner in which to understand
ethics is to perceive it as an enterprise through which we negotiate divergent
moral intuitions. Such an undertaking is crucial for a professional concern
such as psychiatry, since it deals directly with the anxieties, conflicts, and
interests invoked in patients by the various axiologic dimensions of life. The
goal of philosophical ethics, therefore, is not simply an ethic that is nothing
more than a general impression of the good life as it is understood by certain
groups in a particular society, but rather it is the development of reliable
means for analyzing ethical issues and indicating how ethical disputes can be
reasonably negotiated. As such, ethics applied to psychiatry should be
understood more as a set of modes for analyzing problems and solutions than as a
series of final answers to assorted questions.  alternative to force does not mean that ethics
is more efficient than open force or subtle coercion in the settling of
disputes concerning what choices of human conduct are proper. Rather, one faces
ethical issues only when one is asking a question that is at once intellectual
and practical: How, to what extent, and on what grounds, can reasonable
individuals reach agreement about disputed or uncertain areas of moral conduct?
Such ethical reflections face up to the problem of pluralism. Thus, in a
fundamental sense, philosophical ethics demands a commitment to explore the
possibilities of the logic of a pluralism of moral values.   


Psychiatry in Ethics 


Psychiatry has provided a number of important insights into how and
why particular ethical viewpoints have developed. For example, various ethical
viewpoints might be understood as different ways of coming to terms with
anxieties provoked by certain conflictual situations in life. Of course, such
causal accounts of ethical systems do not impugn the intellectual validity and
practical importance of ethical analysis. After all, an account of how
particular personality traits lead individuals to study quantum physics would
not undercut the validity and meaning of quantum mechanics. In other words,
identifying hidden or unconscious motivations for ethical views does not
provide an exhaustive account of ethics as an intellectual and practical
enterprise. What such an inquiry into causal and, in particular, motivational forces
does yield is the view that ethics is a form of intellectualization that offers
a peaceful mediation of interpersonal conflicts and values. This is a useful
notion, for it points to the understanding of ethics as an alternative to
force, an attempt to negotiate different and sometimes conflicting moral
intuitions without recourse to coercion. 


Characterizing philosophical ethics as an alternative to force does
not mean that ethics is more efficient than open force or subtle coercion in
the settling of disputes concerning what choices of human conduct are proper.
Rather, one faces ethical issues only when one is asking a question that is at
once intellectual and practical: How, to what extent, and on what grounds, can
reasonable individuals reach agreement about disputed or uncertain areas of
moral conduct? Such ethical reflections face up to the problem of pluralism.
This, in a fundamental sense, philosophical ethics demands a commitment to
explore the possibilities of the logic of pluralism of moral values. 


 Rights, Duties, and Values  


If ethics vis-à-vis psychiatry must take into account the problems
inherent in a pluralistic notion of moral values, it is first necessary to
understand the nature of a logic of pluralism and the application of that logic
to the resolution of disputes. As with disputes in other areas of moral
conduct, those in psychiatry tend to be expressed in the general philosophical
language of rights, duties, and moral values. For the purpose of this essay,
and in order to display more clearly what is at stake in such disputes, two
senses of rights claims are distinguished: (1) those advanced as a way of
enjoining the pursuit of a certain set of goods or values, and (2) those that
hold independently of any interest in particular goods or values. 


One sense of rights claims is consequentialist or teleological (from
the Greek, telos, “end”). That is,
rights claims can be taken as goal-oriented ways of appreciating legitimate
claims of patients and the corresponding duties or obligations of
professionals. For example, if one claims that psychiatrists should tell the
truth to their patients, one might mean that the practice of recognizing such a
duty will lead to the realization and protection of important goods and values
in the conduct of psychiatric treatment and care. Leon Salzman has developed
this line of thought in considering Sigmund Freud’s analysis of the importance
of truthfulness in psychiatric treatment. Freud54 stated that “psychoanalytic
treatment is founded on truthfulness. A great part of its educative effect and
its ethical value lies in this very fact.” Here Freud is arguing, in effect,
for a particular moral obligation—telling the truth to patients—on the grounds
that fulfilling that obligation will lead to the realization of an important
goal: maintaining the authority of the psychoanalyst in the context of the
therapy. The realization of this good, of course, serves another: the care and
treatment of the patient. These goods apply to the patients’ right to
truthfulness and the psychiatrist’s corresponding duty to the patient in a
manner characteristic of the teleological sense of rights. 


The second sense in which rights claims can be understood proceeds
from the recognition that one cannot understand ethics as an alternative to
force without agreeing at the same time that one must respect the free choice
of persons. After all, respect for freedom is the single alternative to force
or coercion in some form. Thus, one may hold that there are rights in the
therapeutic context that exist by virtue of the very nature of a community
based on neither force nor coercion. Rights based on the notion of such a moral
community are not reducible to interests in goods and values. 


This second justification of rights claims is deontological (from
the Greek, deon, “obligation”). One
such deontological argument has made respect for the freedom of rational
persons a condition for moral conduct. That is, the moral community is to be
founded on mutual respect of each individual’s autonomy. Insofar as psychiatry
is practiced in a pluralistic society, which lacks a single, coherent view of
the good life, and insofar as one views it as inappropriate to use the therapeutic
relationship to impose one particular view of the good life upon another
person, one is forced to acknowledge respect for the autonomy of patients as an
indispensable condition for proper professional conduct. Such a deontological
concern with freedom or autonomy should be familiar to psychiatrists, since it
has been advocated by such individuals as Thomas Szasz, who contended that
psychiatry should exist in order “to liberate the patient, to support the
autonomy and free choice of patient.” Similarly, Peter Breggin has argued that
psychiatry is a form of applied ethics because of its encouragement of an ethic
of autonomy. 


A deontological approach to ethics in psychiatry, though, has
received its sharpest focus in the context of informed consent. Because of the
pluralism that characterizes our society, neither patient nor therapist should
routinely assume that there exists between the two a ready-made consensus on
basic values and goals. Indeed, such an assumption on the part of the therapist
might lead, inadvertently, to subtle forms of coercion. This consideration
points up the inadequacy of the Golden Rule as a moral maxim, especially for
ethical inquiry into psychiatry. The problem here is that the injunction “Do
unto others as you would have them do unto you” may inadvertently, or even
advertently, become the occasion for imposing upon patients the psychiatrist’s
own view of the good. Respect for persons, as an alternative to coercion in
even subtle forms, leads to quite a different moral maxim: “Do not do unto
others what they would not have chosen to have done to themselves.” It should
be noted that respect for the autonomy of the patient does not require that the
therapist surrender his autonomy to the patient. That is, the therapist’s autonomy
should be respected by the patient. Thus, the therapist need not accept or
endorse every expression of a patient’s values. Indeed, an interest in the
patient’s autonomy may justify the therapist’s probing or even challenging a
patient’s choice of values as part of the therapeutic process. 


Even so, voluntary and informed consent functions primarily to
maintain patient autonomy. Indeed, the practice of obtaining free and informed
consent becomes increasingly important as the likelihood of disagreement
between psychiatrist and patient increases. Thus, for example, the National
Commission for the Protection of Human Subjects, in its Belmont Report, stressed that respect for autonomy grounds concern
for free and informed consent by competent individuals. 


Among psychiatrists there has been an understandable difficulty in
interpreting the force of consent by all
individuals who come under their care. After all, individuals under the care of
psychiatrists may often be in circumstances where their competency is in
question or where a choice or pattern of choices by the individual may appear
to be somewhat bizarre. At the same time, however, there is a legitimate
concern that lack of competence might be assumed without reliable evidence.
This concern is complicated by the equivocal nature of the concept of
competence. Indeed, the exact relationship between psychiatric diagnoses and
levels of competence is a far from settled matter. This concern is reflected in
those laws regarding civil commitment that guarantee due process as the means
to assure that the prerogatives of competent individuals are not abrogated. A
correlative concern is for those whose competence is clearly and substantially
diminished, for whom the same legal procedures are meant to be a means to define
and support the best interests of the individuals thus affected. These concern
for protecting the patient’s autonomy and best interests have been tied to
arguments that the involuntary commitment of a patient (“for his own good”)
imposes the obligation to treat that person adequately once committed. 


In summary, then, it seems fair to say that issues of a genuine
ethical character are an ingredient in psychiatry. These issues cannot be
resolved unless one understands that they exist as points of tension concerning
the best interests and free choices of individuals, of professionals, and of
society. Attempts to resolve these complex conflicts will be expressed in the
way in which the psychiatric profession frames particular institutions for
therapy. Inevitably, resolutions will embrace practices aimed at assuring some
but not other guarantees of autonomy, and they will achieve some but not other
goods and values. 


It is important to emphasize that these two views of ethical
analysis, which are designed to address questions of autonomy and moral goods
and values, are not to be taken as competing forms of ethical inquiry. Treating
the two views as extremes, one of which must be chosen at the expense of the
other, would create an artificial polarity that would only impede attempts to
understand the complex ethical issues at stake. Instead, the complexity of the
issues demands that these two approaches be understood and employed, when
possible, as complementary modes of analysis. One might, by way of illustration,
consider the ethical dimensions of psychiatrists engaging in sexual intercourse
with their patients as a part of therapy. Leonard Riskin, for example, has
argued that this practice should be subjected to a study designed to determine
its costs and benefits. From the perspective of philosophical ethics, this
proposal amounts to an invitation to reexamine basic practices of the
profession to determine whether they can be justified in light of their
consequences; that is, whether the goods and values that constitute the goals
of the profession will be achieved. An analysis and evaluation based on these
goods and values could thus help to determine the consequences of such
“therapies” for treatment and the chances for therapeutic success. 


Alternatively, one might evaluate this practice in terms of respect
for patient autonomy, with a view perhaps to determining whether coercion in
subtle forms is or is not an inevitable feature of such “therapies.” That is,
by inquiring into the ethics of psychiatry we seek to display alternative
ethical analyses of various practices, actual and proposed, and to critically
evaluate practices from the concomitant perspective. The final goal is to weigh
these perspectives, to achieve an adequate, thorough, and—where possible—coherent
account of the proper bounds of professional conduct. For the example in
question—sexual relations with the patient—this would require an account that
gives prominence to respect for patient autonomy and to an interest in
maximizing the benefit/cost ratio of therapy. At the very minimum, one would
not want psychiatrists to believe that sexual intercourse with a patient would
be a good therapy when it is not, either because the patient was not given an
opportunity to freely consent to it or because it would, in fact, neither
protect nor advance the patient’s choice of values. 


As this example indicates, an analysis of ethical issues in
psychiatry will rarely provide one with final answers or with concrete
admonitions or injunctions. Instead, ethical analysis, when it is done well,
will usually suggest how the inquisitive and thoughtful practitioner might
display the geography of values and the character of conflicts among diverse
moral values, rights, and duties that he is likely to encounter in research and/or
practice. Such analyses will allow one to identify better solutions and only
rarely hit upon the best solutions. Because the human moral universe is
diverse, complex, and perhaps in part incoherent, one is usually forced to
choose among values. Therefore, in many important areas of concern, one is
often forced to choose among several conflicting obligations. Ethical analyses
therefore offer suggestions on how to approach the conflict of values at stake
in psychiatric practice. It becomes necessary then to see how some of the more
prominent of these concerns arise. These analyses, however, must be appreciated
as attempts to suggest how the problem sketched might be understood, rather
than as statements of definitive resolutions of those problems. 


 Diagnosis and Values  


The diagnosis of mental illness involves complex conceptual and
normative issues. The normative issues involved, however, are not only ethical,
but include non-ethical evaluations as well. For example, judging that an
individual is abnormal, deviant, ill, or diseased involves, at least according
to the arguments of some, appeals to non-ethical norms or ideals of
psychological functions. That is, judging an individual to be mentally ill
involves more than a judgment that he or she is statistically deviant. The
abnormality that is recognized also reflects a judgment that the individual
fails to realize a minimum ideal or norm of psychological function. This
recognition allows one to hold that a mental illness might be statistically the
rule, though still an abnormality. It explains as well why individuals at the
lower end of the distribution of IQs are considered to be abnormal in a
normative sense, while those at the higher end, while equally statistically
abnormal, are considered to be normal. Holding individuals to be healthy or
diseased involves not only a description of facts and an explanation of their
occurrence, but evaluations of them as well, evaluations that often reflect the
broad, transculturally recognized minimal ideals of proper psychological or
behavioral function. 


In addition, diagnostic labeling casts individuals into sick roles,
with not only special privileges but also special obligations. Being placed in
the sick role results in limitations on an individual’s liberty and ability to
pursue certain goods and values. As a result, diagnosis involves the interplay
of (1) non-moral values concerning proper human behavioral and psychological
capacities and function; (2) explanatory, predictive, and therapeutic interests
that lead to the development of explanatory accounts (for example, notions of
particular psychiatric diseases, such as schizophrenia); and (3) special social
roles that are established, verified, and given concrete form through the
authenticating or diagnosing role of psychiatrists. Thus, psychiatrists not
only describe clinical data but join such descriptions with evaluations in
explanatory models that certify individuals as falling properly within a sick
role. 


Now, patients can, and sometimes do, abuse and take advantage of
such roles through the manipulation of psychiatrists and the health care
system. Such forms of abnormal illness behavior, as described by Izzy Pilowski,
afford patients various forms of secondary gain from certain sick roles. On the
other hand, psychiatrists and mental health institutions can be harnessed by
social groups in order to impose on others the ideals of those groups
concerning proper psychological and behavioral functions. The recent debate
concerning the classification of homosexuality in the Diagnostic and Statistical Manual (DSM-III) of the American
Psychiatric Association reflects such concerns about the nature of ideals of
sexual function and the social power of diagnostic labeling. 


Those opposed to including homosexuality in the DSM-III may believe
that terming an individual choice psychologically abnormal, deviant, or
diseased is not simply descriptive; it must necessarily involve a normative
interpretation of reality, one that can and does have a profound impact on an
individual’s autonomy and choice of values in life-style. At the same time, not labeling choices of values or
life-style as abnormal, deviant, or a stage of arrested development (and thus a
form of psychiatric disorder) also involves normative interpretations of reality.
Thus, the change in the DSM-III classification of homosexuality from a species
of sexual deviation to ego-dystonic homosexuality may be taken to imply that
this life-style is normal, healthy, and therefore good for those who choose it.
In summary, various senses of mental health and well-being, as well as mental
illness, abnormality, and deviance, express different views about not only
ideals of function but about what pains and anxieties are to be tolerated and
which are to be considered “abnormal” in the sense of being worthy of
treatment. 


Thus, one prominent set of ethical concerns about psychiatric
diagnosis has focused on the creation of a social reality in the form of
psychiatric sick roles. In addition to excusing individuals from the
consequences of certain behaviors (“He can’t help that he’s mentally ill”), the
sick role excuses one from social obligations (“He can’t be expected to work,
he is completely disabled due to his being mentally ill”), establishes duties
(“He ought to seek treatment for his problem”), and sanctions authorities (“In
fact, he should see a psychiatrist”). The normative aspect of diagnosis also
establishes certain special rights (“He will receive full disability pay until
he is well”). Psychiatric diagnoses can also lead to the loss of rights through
the relationship between psychiatric categories of diagnoses and legal concepts
of insanity (“He can’t, given his illness, be responsible for his assets or
write a new will”). Thus, such specially sanctioned sick roles are multifaceted.
They can give special protection against criminal prosecution and can also
provide grounds for civil commitment. Because of the social power that such
sick roles possess, they raise opportunities for misuse and therefore bring
about complex ethical issues. 


 Ethical Dimensions of Labeling  


When non-moral normative judgments are transmuted into performative
judgments, they create social roles with socially and often legally enforced
rights and duties. Being labeled a mentally diseased individual will, therefore,
bring normative evaluation as well as special forces to bear on that
individual. For example, a drug addict can be treated not simply as
statistically deviant, but responsible for his actions and, therefore, perhaps
a criminal. The addict, however, can also be regarded as diseased and hence in
need of treatment to turn him aside from a self-destructive habit or life
style. A more profound example of the moral import of labeling is the use of
psychiatric hospitalization in the Soviet Union. In this context the
transmutation of political judgments into psychiatric judgments changes the
political role “dissident” into the psychiatric role “insane personality,” a
deviant in need of treatment. Placing individuals in the sick role thus
involves ethical issues concerning the protection, diminishment, and
manipulation of the autonomy of individuals and of their choice of values. Such
roles involve a commitment to special transfers of goods and to the sometimes
profound alterations in the usual connotations of rights and duties." 


 Ethical Dimensions of Clinical Judgment  


The process of clinical judgment involves several genres of ethical
issues. These turn on determination of prudent balances of likely benefits and
costs in the process of working toward and then applying a diagnostic label.
This process involves a determination of what is in the best interests of a
patient, since any clinical judgment will expose a patient to a risk of false
positive diagnoses as well as false negative ones. On the one hand, one will be
inclined to hold that it is reasonable to be exposed to increased numbers of
false positive diagnoses, if the treatment involved has few noxious sequelae,
if there is sufficiently efficacious treatment available, if the disease is
serious enough to justify the risks of diagnosis and treatment, and if the
diagnostic label entails bearable social costs. On the other hand, one must try
to avoid false positives, even at the risk of increased false negative
diagnoses, if for instance there is not in fact a successful treatment (and the
treatment has noxious side effects) or if the diagnostic label carries social
risks that outweigh the benefits of treatment. In this respect, one might
consider, for example, the social costs of being labeled a schizophrenic. From
still another perspective, one must be concerned about false negative diagnoses
if, and only if, the disease is serious and there is a sufficiently promising
treatment with manageable side effects, and low enough social costs, consequent
to the label involved. 


Judgments about the prudent balance of benefits and costs are
reflected in indications for making a diagnosis. They set the threshold of
facts that ought to be established to make a diagnosis, given a risk of being
wrong and therefore of needlessly exposing the patient to danger; for example,
determining whether or not to recommend that a severely depressed suicidal
patient be hospitalized. Even the acquisition of data to make a diagnosis
involves risks of anxiety and social loss, as in studies of schizophrenia.
Thus, clinical judgment involves the issues of the costs of holding a
particular state of affairs to be the case, even if one knows that the
probability of a particular diagnosis being true is always less than 100
percent. Ethical questions arise because of differing views of which balances
of benefits and risks is justified. In fact, one must ask who in the end should
participate in setting such balances, and on what grounds. If it is possible to
do so, should the patient be consulted? What weight should be accorded by the
psychiatrist to a subsequent acceptance or refusal of a diagnosis and its label
by the patient? It should be noted that the concerns expressed in these
questions are similar to those raised in medicine generally, with the possible
exception of the concern for labeling, for which there are only a few parallel
cases in somatic medicine; for example, syphilis and leprosy. 


 Informed Consent  


In a frequently cited essay on the subject of ethics in psychiatry,
Fritz Redlich and Richard Mollica present the view that “informed consent is
the basis of all psychiatric intervention and that without it no psychiatric
intervention can be morally justified.” The only exception they allow is the
case of a patient who is “judged incompetent to give his informed consent,” in
which case consent should be sought “through proper judicial channels.” 


 Informed Consent in Psychiatric Practice  


An interesting insight into the nature of the principle of informed
consent in psychiatric practice can be gleaned from a consideration of the
legal understanding of informed consent as mandated by the Department of
Health, Education and Welfare (now Health and Human Services)* rules for
consent in research, and which has been expressed in much of case law. Together
these developments direct attention to certain obligations arising from a
patient’s right to informed consent. The psychiatrist should respect the
freedom and integrity of patients by keeping them apprised of their diagnosis,
alternative methods of treatment, the risks and benefits of each treatment
option, and the prognosis under each treatment modality. At the same time,
however, there has been a tendency in the law to recognize limits on a strict
adherence to informed consent. For example, there might be a need to balance
the principle of informed consent with prudential judgments concerning the
benefit/cost ratio of premature and thus anxiety-provoking revelations in a
therapeutic context. Thus, the psychiatrist might choose to time carefully the
revelation of new diagnoses of schizophrenia or latent homosexuality when the
diagnosis itself might be perceived as threatening by the patient. 


Both deontological and teleological aspects of the principle of
informed consent must be considered. As indicated earlier, the deontological
understanding of moral rights, duties, and values makes respect for persons an
indispensable condition for proper moral conduct. This mode of ethical analysis
captures a central feature of the principle of informed consent: respect for
autonomy. Recent philosophical analyses of the concept of autonomy have
distinguished its two dimensions. The first of these is authenticity: that is,
any person’s right to self-integrity, to choose and live out whatever values
one wants. The second dimension of autonomy is independence: that is, the right
of any person to control the circumstances of his own life. With this
understanding, the practice of informed consent can be justified as enhancing
autonomy, independent of the considerations of particular goods or evils such a
practice might promote. Consideration of a patient’s autonomy will lead to the
practice of informing patients, in a timely and routine manner, about the
features of their disease and the appropriate treatment for it. 


The practice of informed consent can have beneficial results for the
therapeutic relationship. A patient may, with the psychiatrist’s assistance and
guidance, begin to appreciate that he creates problems for himself because of
confused or even contradictory choices. Or the patient, through a process Isaac
Franck terms “reflexive thought,” might discover that in certain circumstances
he makes compulsive choices, a feature of his life that until then was hidden.
In the absence of such information about themselves, patients will remain
ignorant of their unconscious motivations and thus of the full ramifications of
a mental disturbance, disorder, or illness. That is, in the absence of a
practice of informed consent in psychiatric treatment, certain goods and values
deriving from an increased awareness of obsessions and compulsions may be lost
for the patient. Informed consent, because it increases the patient’s knowledge
of his disorder and promotes bonds of trust between the patient and the
psychiatrist, leads to increased participation by the patient in his own care
and treatment. Informed consent thus comes to be appreciated as aiding the
therapeutic process and, in effect, becomes a central element in that process.
This is but another way of saying that a right to informed consent can be
claimed as a way of securing already well-recognized goods and values in the
therapeutic process. 


The deontological and teleological analyses of informed consent thus
converge on, and provide a justification for, the principle of informed consent
for which Redlich and Mollica argue. Indeed, this principle of mutual
participation is at the heart of a common model of psychiatric treatment.
Because many forms of mental disorder or illness are best approached through
this model of patient-therapist interaction, the practice of informed consent
encourages respect for the patient’s autonomy, and protects, defines, and
advances the patient’s best interests. 


There are, however, limits on a principle of informed consent,
because mental disorders and illnesses can often imperil autonomy or distort
choices for goods and values. Indeed, it is in such terms that the very meaning
of many psychiatric diagnostic categories can be understood; for example,
psychoses. The severely psychotic will not be able to have full control of the
basic circumstances of their lives or to choose values in a consistent and
meaningful manner. In such cases the bases for informed consent may not obtain,
because the patient is unable to render an informed consent. Generally, one
implication of a psychiatric diagnosis is that competence is diminished. But
does the same mental illness diminish autonomy equally in all those who suffer
from it? And what does diminished autonomy imply for levels of competence in
making decisions? These questions suggest that the connection between
psychiatric diagnostic categories and levels of competence is not of a fixed or
logical nature, but is more open-textured and nuanced. Close study of the
issues involved is required before reliable assessments of that connection can
be offered. 


This is a significant undertaking because in clinical judgments
concerning diminished competence what is at stake are the future freedom and
best interests of the patient. That is, the patient can become an incapacitated
coworker. As a consequence, one must recognize that patients in such straits
are susceptible to even well-intentioned manipulations. If the psychiatrist,
for example, acts on the Golden Rule, he may inadvertently choose a view of the
good life for the patient that is inconsistent with what the patient might have
chosen were he not incapacitated. As a counterpoise, what is required is a
practice that respects what has been the patient’s coherent choice of
nondestructive values. That is, decision of consent to treatment should be
fashioned in a manner that is maximally consistent with the patient’s previous
history and with a view toward avoiding the sort of choices that resulted in
the present incapacitation. In short, for such patients there ought to be a
procedure of substituted consent based on the goal of reestablishing competence
and on the best estimation of what values the patient would choose to act upon
were he fully competent to choose. 


The question at this stage is: Who makes determinations of
competence? And, in cases of substantially diminished competence, who should
provide the substituted consent? The answers turn on a consideration of the
goods and values that substituted consent is meant to protect. The patient
thought to be incompetent should be shielded from those moral judgments
ingredient in the process of both clinical judgment and treatment, whose
consequences may not redound to his benefit or maximal future freedom. This
shielding on matters of great moment can best be provided by a third party who
acts as an advocate for the patient’s interests. In our society an
institutional practice most closely approximating a formal assessment of a
patient’s competence and needs by a third party would be court review. Thus, on
teleological grounds, Redlich and Mollica’s proposal for court review of
consent to treatment by the mentally incapacitated is justifiable. 


A clear disadvantage of adopting such a procedure is that it is both
cumbersome and time-consuming. Our earlier reflections on the value dimensions
of clinical diagnosis, labeling, and judgment, however, suggest that these
inconveniences may prove a prudent price to pay to protect patients from
potentially destructive alterations in the texture of rights and duties, which
the practice of informed consent is meant to protect. Still, most concrete
choices of therapy will need to remain in the hands of the therapists or the
institutions that the court or guardian chooses. It will surely be inconvenient
if not ridiculous to review all such choices in a formal fashion. Nor will it
be justified in most circumstances to place the burden of proof on families and
guardians with respect to the propriety of every choice they make on behalf of
the patient. Avenues of review and protection, however, should be provided, as
they are incorporated (at least in theory if not in fact) in procedures for
determining an individual’s level of competence. 


 Informed Consent in Psychiatric Research  


As in other areas of medicine, psychiatry depends on research to
make new discoveries and to test new therapies. Historically, the limitation on
medical research was the classic “do no harm” principle: So long as harm was
not done to the patient, research in medicine was permissible, even obligatory.
Since the revelation of Nazi medical war crimes at the Nuremberg Trials,
however, the research community and the public have recognized the need for
additional protection of subjects of
medical research. Indeed, beginning with the Nuremberg Code a consistent view
has been developed: The voluntary and informed consent of the research subjects
is the preeminent ethical consideration. This view is explicitly set out in the
various procedural safeguards established in the Department of Health,
Education and Welfare’s National Commission on the Protection of Human Subjects
in Biomedical and Behavioral Research, including guidelines for research on the
mentally infirm, as well as for the use of such techniques as psychosurgery. 


Here, too, both deontological and teleological analyses converge. On
the one hand, a rigorous application of the principle of informed consent in
psychiatric research respects the subject’s autonomy. On the other hand, such a
practice minimizes the chances that an individual’s or group’s goods and values
will be sacrificed for the sake of securing the goods and values of others.
Obviously, the one best situated to make such value judgments is the potential
research subject, and the principle of informed consent protects his freedom to
make such judgments on a voluntary and fully informed basis. At the same time,
the principle of informed consent is meant to protect those who might be
vulnerable to manipulation or public forms of coercion, particularly those
suffering from mental disorders. These two considerations have a special
bearing on informed consent for research in psychiatry. The first bears on
problems of deception in research, and the second on the use of
institutionalized patients as subjects of research. 


Research Involving Deception 


In obtaining informed consent of a potential subject for psychiatric
research, the person must be told of the method(s) to be employed in the
research project. After all, for consent to be meaningful, it must be consent
to the particular research project and not to research in general. Thus, if a
research project on behavioral responses to stressful or anxiety-provoking
situations will employ concealed observers to record and evaluate each
subject’s responses, the potential research subject should be informed of the
possibility that his reactions will be monitored. The psychiatric researcher,
however, may be concerned that such information is likely to render the data
useless. It may well be that there is no clear-cut, final resolution of the
ethical dilemma that emerges here. On the one hand, obtaining informed consent
respects the subject’s autonomy and enhances the likelihood that he will be a
more willing and thus cooperative participant in the research project. On the
other hand, deception may advance the goals of the project while sacrificing
respect for autonomy, thus challenging the project’s integrity and risking a
cynical view on the part of others about such research when the deception is
discovered, as in the much-cited studies on homosexuality by Laud Humphries. 


A similar sort of problem occurs in drug experiments matching a
possible effective agent and a placebo, as in the testing of tranquilizers. In
such circumstances, must potential research subjects be informed that placebos
will be used? A strict application of the principle of informed consent
requires that we answer “yes.” But then the “placebo effect” may be diminished
and the reliability of resultant data called into question. The use of
double-blind trials in such cases rescues the psychiatric researcher from the
dilemma. If the subject consents to the possibility of deception, the
researcher at once maintains the ignorance of both the subject and the
administrator of the “drugs” tested and gains the informed consent of the
subject to participate. 


Unfortunately, this sort of resolution to the problem of deception
in research may not be possible in research of the first type, which uses
concealed observers, unless a blanket permission has been given to some form of
deception. There are parallel examples in ordinary life of permission to be
subjected to various forms of deception, for example in the game of poker where
permission is given to some, though not all, forms of deception. The clear
trend in the public debates on these matters and in the National Commission’s
deliberations, however, is to emphasize the practice of informed consent, at
the expense of the possible good to be gained from research that does not
easily accommodate such a practice. That is, a choice has been made to protect
individual freedom and individual choices at the possible expense of a larger,
common good. Like other ethical judgments involving prudential balances of
risks and benefits, these should not be regarded as final and forever certain,
but should be routinely subject to review and evaluations. 


Research Involving the Institutionalized Mentally Ill 


The use of institutionalized mentally ill patients as subjects of
psychiatric research is attractive, for it maximizes a number of conditions for
effective research. One is dealing with an easily identifiable and controllable
population. Moreover, using this patient population for research overcomes the
difficulty of securing sufficient numbers of noninstitutionalized patients to
serve as subjects in research that is sometimes promising and thus felt to be
important or even urgent. Finally, it is often difficult to find a sufficient
number of individuals with a particular affliction except in an institutional
setting. Thus, one might argue, unless we move ahead with research programs involving
institutionalized subjects, we shall impede the development of possibly more
effective therapies, thus harming the interests of those who may be afflicted
in the future with the mental illness to be studied. 


The problem, though, is that obtaining informed consent from
institutionalized patients may be difficult, if not impossible. The potential
subjects may be so incapacitated by their mental illness, their treatment
regimen, or the institutionalization itself that they are incompetent to render
an informed consent to participate in a research project. Here again, as in the
case of informed consent for psychiatric treatment, substituted consent by a
third party would be an appropriate practice to adopt. 


The issues to be considered by the psychiatric researcher can,
however, be more complex than those involved in treatment decisions, which are
therapeutic in nature. First, a research protocol surely may involve
therapeutic measures. Second, it may be designed to determine if a treatment
regimen is in fact therapeutic for the subject’s condition. Third, research may
be interested in more basic and sustained study of psychiatric disorders in and
of themselves. The acquisition of such knowledge is not, by itself, therapeutic
for the subjects of the research, though it may someday lead to benefits for
others similarly affected. Those goods, one might argue, would be jeopardized
by an overly strict practice of informed consent. Thus, along with respect for
autonomy, important goods and values are at stake in psychiatric research. 


Here, it would seem, we are faced with a conflict between respect
for freedom and an interest in the goods and values of the research subject and
future patients, for which there is no readily apparent, exclusive solution. On
the one hand, out of respect for autonomy and a keen appreciation for the
already incapacitated status of the institutionalized mentally ill, one might
argue for provision of special protection or even complete immunity from
research for those already at increased risk. On the other hand, a vigorous
research program may increase the likelihood that research subjects or others
in the future could be deinstitutionalized, brought to the point that their
disorder is manageable with minimal supervision, or even cured. With such a
view one might argue that such research ought to be undertaken. In short, we
are faced with a classical ethical problem: how to strike a justifiable balance
between assuring some level of autonomy, while still achieving certain goods
and values. This conflict should be a familiar one to psychiatrists, since it
mirrors a basic conflict between psychiatric roles of physician and therefore
cure-giver for a particular patient, and scientist and therefore researcher. 


 Confidentiality and Privacy  


The moral issues raised by the practice of confidentiality may be
understood in terms of rights to privacy, including the right to expect that
confidences will be kept and that areas of privacy will not be intruded upon
without consent. There are two ways in which privacy can be intruded upon.
First, others can directly or indirectly disrupt one’s person or circumstances.
Second, information about oneself can be released by others into the public
domain. It is the latter feature of violation of privacy that is especially
pertinent here, since the obligation of confidentiality is designed to prevent
dispersion of private information into the public arena. 


One way to understand confidentiality is to perceive an analogue
with the patient’s personal property: The patient’s autonomy is his to dispose
of as he wishes. That is, issuing from autonomy as both a value and a
constraint is a right to privacy: One claims the right to control information
in order to protect the integrity of one’s person. Thus, the burden of proof
falls upon those who would use that information in ways other than those that
the patient would permit. In other words, information about a patient, revealed
by a patient under the assumption that it will stay between the patient and the
psychiatrist, is protected by the notion of a moral community founded in
respect for freedom, not force. Unauthorized disclosure of information about
patients would, therefore, be a form of violence against patient autonomy. The
scope of the right to confidentiality is broad, encompassing all information
about patients obtained under the guarantee of confidentiality. In addition,
the canons of informed consent apply: Permission by the patient to release
information must be explicit, voluntary, and informed. 


Now, the shortcoming of this view is that it does not apply so
readily to the patient who is less than fully autonomous. It may be difficult,
if not impossible, to gain permission to release information about the patient
who is substantially incapacitated by a mental disorder or illness, even when
it might be in the patient’s own best interests. For patients whose autonomy is
not wholly intact, how should psychiatrists understand their obligations of
confidentiality? 


In seeking an answer to this question, we should attend to the basic
purposes of professions like psychiatry. We should, in part, appeal to the
goods and values that shape the relationship between patient and psychiatrist.
An interesting suggestion along these lines has been made by Stephen Toulmin,
who has argued that confidentiality is a key feature to that relationship,
because it is a means to protect the patient in situations of vulnerability.
Patients are vulnerable (1) to mental disorders and illnesses, (2) to the
psychiatrist because of special feelings of trust and dependence, and (3) to
society because of the increasingly strong interest in psychiatric patients by
third parties. Thus, the patient’s privacy should be accorded special
protection. Moreover, choices of values may be distorted by illness, subjected
to manipulation or subtle coercion by psychiatrists, or jeopardized or even
sacrificed to the goods and values of others. By protecting and sustaining the
patient’s own best interests in these respects, in particular interests
concerning privacy, confidentiality emerges as a fundamental obligation within
the patient-psychiatrist relationship. Thus, interestingly, deontological and
teleological lines of reasoning converge, resulting in a strong obligation to
protect the patient’s privacy. 


There are, however, a growing number of conflicts causing concern
and anxiety for psychiatrist and patient alike. On the one hand, such accepted
practices as having secretaries type or transcribe notes, or presenting case
histories of patients at staff conferences, can raise substantial risks to
confidentiality. On the other hand, conflicts between different social
institutions can raise special problems. What, for example, is the proper
disposition of divergent responsibilities on the part of the psychiatrist in private
practice whose patient has expressed deep and abiding hostility toward another
person and now confides that he intends to physically harm or even kill that
person? Should the psychiatrist in such circumstances reveal to third parties
that they are in danger of harm from a patient who has expressed anger and
growing hostility toward them? The Tarasoff
case in California has described the legal conflict here: The privilege to warn
endangered third parties has been replaced by a legal duty to warn. But what of the moral obligations at stake
here? How then can the conflict between the moral obligation to maintain
confidentiality and the moral responsibility to warn third parties be resolved? 


One might consider here the extent to which the psychiatric profession
should guarantee confidentiality in the face of court subpoenas for information
when there exists the risk of danger to third parties. The choice of a rule for
practice in this regard frames a profession of a particular ethical character.
What should that character be regarding confidentiality? 


Consider the view that it is legitimate or even obligatory for
psychiatrists to report to police authorities that a patient is likely to be
dangerous to a third party. One can, on utilitarian grounds (a form of
teleological ethics that holds that the right act is the one that ensures the
greatest good for the greatest number) argue that such a practice is
justifiable if and only if one or more of the following conditions is
satisfied: (1) possibly dangerous individuals will not be dissuaded from seeking treatment when they know that full
confidentiality will not be offered to them; (2) psychiatric treatment does not
actually diminish the threat of such persons to third parties; or (3)
individuals in a society would, as a rule, feel greatly ill at ease at the
thought that a psychiatrist would not make such a report, even if a practice of
strict confidentiality would in the long run actually diminish their risk of
violence at the hands of such patients. (That is, if strict confidentiality
would effectively bring individuals to treatment, it would reduce the general
level of risk. In the last case, if one still did not allow strict
confidentiality, a greater general value would have been assigned to the
perturbation attendant to the thought of such strict confidentiality existing,
than to the risk of the violence that strict confidentiality would diminish.)
Such choices frame psychiatry as a profession more willing to be cognizant of
the impact of certain practices on the common good, even at the expense of the
goods and values of individual patients. 


In contrast, one might argue that patients require at least one
reliable sanctuary from conflicts with the interests of others and thus from
the sanctions of society while they struggle to come to terms with their
anxieties and mental conflicts. From such a view, one would urge that
psychiatrists withholding patients’ threats to others be accorded full
privilege against criminal and civil liabilities. Thus, along the lines suggested
at the beginning of this section, psychiatry can be regarded as a profession
whose fundamental obligations are consistent with respect for freedom and the
maintenance of the moral community, even when in some respects some larger,
common goods and values might (occasionally) be diminished. 


Thus, in deciding a practice of confidentiality for psychiatry, one
would expect to find a conflict between two basic roles of the psychiatrist:
(1) the psychiatrist as a particular patient’s therapist and therefore
protector of the patient’s freedom and best interests; and (2) the psychiatrist
as a public health officer and citizen and therefore responsible for the
commonweal. The preceding analysis shows that alternative resolutions of this
conflict frame the moral character of the professions of psychiatry in starkly
different ways. 


Conflicts regarding confidentiality are heightened for psychiatrists
who, because they are employed by someone other than the patient, have
obligations, not just to their patients, but to their employers. These
conflicts may be relatively minor, as in the case of a psychiatrist employed by
a Health Maintenance Organization (HMO). The psychiatrist may recommend means
of treatment more to maintain the cost effectiveness of the HMO than to aid the
patient in the best manner possible. More serious conflicts, however, are
likely to be encountered by industrial psychiatrists, military psychiatrists,
school psychiatrists, and psychiatrists retained to evaluate individuals for
job fitness, court proceedings, and the like. Consider the case of a
psychiatrist who diagnoses a patient and discovers a condition that could prove
to be very costly to his employers, as in the case of an alcoholic airline
pilot or a soldier who fears combat. On the one hand, the psychiatrist is bound
to his patient by the obligation of confidentiality not to disclose his
findings and their implications. On the other hand, he is obligated to his
employers as well as to the public, and thus must report his diagnosis and its
implications as to future fitness. One escape from this dilemma may be found in
the psychiatrist informing patients at the beginning of the relationship that
he is bound by two sets of duties and that, when duties to the patient
regarding confidentiality conflict with duties to their employer, the
psychiatrist will take himself to be obligated to disclose certain or all of
the relevant information to the employer—even if doing so might result in loss
of pay or even the end of a career for the patient. The drawback of this
approach, of course, is that it may result in less than fully frank disclosure
by the patient and thus compromise the therapeutic process. The alternative
seems to be not informing the patient of the built-in set of conflicts, which
amounts to deception. 


Similar conflicts arise in the context of therapy involving married
couples. For example, in obtaining a sexual history a patient may relate
details of an extramarital affair of which the spouse may be unaware. Such
information is protected by the obligation of confidentiality, unless the
patient explicitly and in advance consents to its being shared with the spouse.
The advantage of such a practice is that it protects the psychiatrist from
manipulation by the patient, in the form of imposing unjustifiable burdens on
the psychiatrist or of drawing the psychiatrist unwillingly into a neurotic
conspiracy against the other spouse. The patient is also protected from
manipulation by the psychiatrist who may attempt to press one party to a level of
candor with the other party to which the first (and perhaps the second) party
has not consented. 


 Patient Rights  


This chapter began by noting that many moral disputes in psychiatry
are expressed in the language of rights. It will close its inquiry into ethics
in psychiatry by considering how rights language bears on a series of issues
regarding treatment, nontreatment, and civil commitment. While some of the
issues have already received a great deal of attention in the law, our interest
will not be in strictly legal issues but rather in understanding how moral
obligations of psychiatrists to their patients can be framed in response to
rights claims (1) in treatment, (2) to treatment, (3) to refuse treatment, and
(4) regarding civil commitment. 


 Rights in Treatment  


One area in which rights claims have direct bearing on psychiatry is
in rights in treatment. That is, in the therapeutic process itself respect for
persons and an interest in securing certain goods frame psychiatrists’
obligations to their patients. This involves: (1) therapies involving barter
systems; (2) ethical dimensions of deinstitutionalization; and (3) patient
access to records. As will become clear, each of these rights claims is an
implication, in practice, of a more basic moral right: informed consent. 


Some therapeutic styles involve a form of barter economy, especially
in institutional settings where part of the goal of therapy is to encourage and
sustain responsible behavior. Thus, for example, a weekend pass is offered as a
kind of reward for a set of specified actions. Some patients may be best
treated through the use of such barter measures. Indeed, it may be that these
patients only respond well to therapy when it includes the features of a barter
economy. Thus, important goods are secured for patients through the employment
of this practice. At the same time, however, such practices may involve subtle
and perhaps unconsented to (by the patient) forms of manipulation. Such
concerns can be mitigated, though only to some extent. After all, patients who
are best suited to such a therapeutic approach may already have their autonomy
substantially diminished by their mental illness. And not employing barter
practices will not only not help such patients but might also result in further
diminishment of autonomy. 


The issues at this point intertwine paternalism and informed
consent. Recent philosophical analyses of the concept of paternalism indicate
(the view is not necessarily a settled one) that two criteria must be satisfied
to justify coercion on paternalistic grounds: (1) the person to be coerced must
be in a state of substantially diminished autonomy; and (2) the coercion must
be the only means to avoid serious, far-reaching, and irreversible diminishment
of autonomy in the future. 


One may then argue that such barter measures will be appropriate
when they are designed to restore autonomy. Thus, forms of barter economies
that diminish patient autonomy, and thus amount to coercion, could not be
justified on the account just given. Here, respect for patient’s freedom acts
as a side constraint on institutional practice and forms the basis of a right
in treatment: the protection against even subtle forms of coercive therapies. 


Similar rights claims can be advanced on behalf of patients who are
appropriate candidates for the transition from institutionalized to
deinstitutionalized care. Presumably patients become appropriate candidates for
such a change because (1) deinstitutionalized care will be of greater benefit
to them, and (2) they can more or less manage the new responsibilities that
will devolve upon them in a noninstitutionalized setting. A number of questions
should be raised about this policy change. Is deinstitutionalization indeed
what the patient really wants? Are these people being moved out of institutions
where, at least in some cases, they might prefer to stay? Will these people,
because of the area and conditions in which they will be newly located, be
subjected to greater risks without commensurate benefits? Do we sufficiently understand
the benefits and costs of deinstitutionalization, and are these benefits and
costs explained to candidates for deinstitutionalization or their guardians?
All of these questions focus on the issue of consent by candidates for
deinstitutionalization. Long-range studies and policy recommendations should
take into account these questions and the issues they raise. 


Given a justifiable emphasis on a practice of informed consent in
psychiatric practices, questions concerning patient access to records will inevitably
arise. Does the patient have the right regarding his own records and what are
the justifiable limits on these rights? Before attempting an answer, it will be
useful to distinguish rights to and rights in patients’ records. The former
set of rights can be claimed by those, such as psychiatrists and hospitals, who
own the records and thus have special interest in them. The latter rights can
be claimed by those who do not own the records but have participated in the
production directly, or indirectly, and thus have rights in the record. These include the rights of consultant psychiatrists
or family members whose remarks are recorded in the record but that were
originally offered under a promise of confidentiality by the attending
psychiatrist. In these circumstances, one’s colleagues or the patient’s family
members can legitimately demand not to have their confidential reflections
released to the patient. Thus, a patient’s right to see these portions of his
record may be overridden by claims of confidentiality on the part of third
parties. Moreover, revelations of this material may not redound to the
patient’s benefit and progress in therapy, thus giving additional weight to the
view that the right of access to records by patients may be a limited one. 


 The Rights to Treatment  


Rights to treatment have been claimed principally on behalf of
institutionalized psychiatric patients. Historically, people have been
institutionalized without their consent for specialized care or psychiatric
supervision for a variety of reasons, including: (1) public offensiveness—for
example, compulsive public exposure; (2) long-term incapacity to function in
our complex and demanding society, as in the case of those suffering profound
mental retardation; (3) the collapse of alternative social institutions so that
many in psychiatric institutions (especially public ones) are there, in part,
because they have nowhere else to go; (4) dangerousness to others; and (5)
dangerousness to self. It is with respect to the last of these, dangerousness
to self, that the concept of a right to treatment has been articulated in legal
terms. From an ethical standpoint, such a right can be articulated in a fairly
straightforward manner. If patients have been institutionalized because of
dangerousness to self, for example, presumably they have been treated in this
way “for their own good.” This phrase can be analyzed in terms of goods served
by traditional goals in psychiatry: diagnosis and effective treatment to
restore a person to mental well-being. Thus, in order to secure the goods and
values of psychiatry for institutionalized patients, courts have claimed on
their behalf: (1) a right to treatment, and (2) a right to public funding to
provide adequate treatment. The right to treatment, if there is an effective
treatment, secures the means to restoring autonomy. In addition, it serves the
good of returning to society an intact, productive citizen. The right to
funding for adequate levels of treatment is tied logically to the right to
treatment, as its necessary condition. That is, a quid pro quo arrangement is analyzed in terms of a teleological
justification for the conjoint rights to treatment and to funding to provide
adequate treatment. 


 The Right to Refuse Treatment  


The right to refuse psychiatric as well as medical treatment is
based principally on concerns for respect for autonomy. If, in the moral
community, we accord persons the right to control the fundamental circumstances
of their lives, then surely refusing psychiatric treatment falls within the
scope of autonomy and can be recognized formally in a right to that effect.
This view is coincident with the already recognized legal and moral right of
competent adult citizens, once fully informed of their condition and need for
medical treatment, to refuse such treatment. To coerce medical or psychiatric
treatment in such cases is clearly to resort to force and thus to violate the
notion of a moral community. 


Again, a recurrent problem is that many patients are substantially
diminished in their capacity to make free choices of values, a necessary
condition for the right to refuse psychiatric treatment. Thus, the question of
the right of such patients to refuse treatment is arguable. What is the
conscientious psychiatrist to do when a substantially less than autonomous
patient refuses treatment because of his mental illness? It is unlikely that
the long-range interests of such patients will be well served by respect for
their refusals. At the same time, respect for freedom cautions against the possibility
of the psychiatrist imposing his own view of the good life on the patient,
because commitment, by itself, may not eliminate the right to informed consent
to treatment. Such considerations might lead one to argue that review of the
refusal of treatment should be provided, perhaps by courts, as in the context
of informed consent for treatment of the mentally incapacitated. Such a
mechanism seems best suited to satisfy the ethical requirements of determining
the patient’s best interests, the actual absence of autonomy, and that
reasonable criteria for incompetence have been fairly and impartially applied
(that is, in a way that all would accept, even for themselves). 


 Civil Commitment  


Decisions regarding involuntary commitment are made on a variety of
grounds, but principally on dangerousness to self and to others. The latter
concerns the state’s legitimate interest in providing for the safety of its
citizens. The arguments made in support of such authority are traditional ones,
appealing to constitutionally mandated police power and the rights of innocent
third parties to protection from gratuitous acts of violence against their
person or possessions. The former involves committing someone involuntarily,
for his own best interests, for his “own good.” This practice raises
fundamental and troubling ethical issues concerning the proper bounds of
psychiatric and (taken broadly) institutional authority. 


The first set of issues concern the special status of psychiatric
diagnoses. First, alone among physicians, psychiatrists possess a peculiar
sanctioned authority: to recommend involuntary commitment. Second, there are
subtle incentives—tied to risks of error on the part of the psychiatrist—to
commit people involuntarily. Little or no harm comes to the psychiatrist who
mistakenly commits someone. But if the psychiatrist mistakenly diagnoses
someone as a non-candidate for commitment and that person subsequently harms
himself or others, then the psychiatrist may be open to malpractice actions as
well as social opprobrium. Thus, there may be considerable legal and social
pressure to diagnosis in favor of diminished mental (and consequently moral and
legal) status. 


A second set of issues centers on the concept of dangerousness. Is
dangerousness, for example, a disease or medical concept, or is it a social
concept? And how best (or at all) can dangerousness be determined? Even if we
could answer these questions in a reliable way, a third set of issues would
emerge, for involuntary civil commitment involves justifying coercive
paternalistic intervention in the choices of a citizen for his “own good.” 


Thus, for example, on the basis of criteria for justifying such
paternalism, a rational willed dangerousness to oneself in the form of suicidal
intentions or actions, for example, might not warrant involuntary commitment.
Recall here that respect for freedom and an interest in preserving the moral
community require that each of us respect another’s free choice of values. It
may be unfortunate or even tragic that someone comes to view suicide
rationally, deliberately, and with due consideration as the only solution, but
such is the scope of freedom. Here, themes concerning manipulation of patients
have bearing. An interest in the moral community and, consequently, respect for
freedom together entail an obligation for the psychiatrist not to impose his
view of the good life on the autonomous patient. 


By contrast, a teleological approach, expressed perhaps in
utilitarian terms, might take a dimmer view of a practice of so-called “rational”
suicide because of likely or feared negative consequences for important social
institutions such as being a parent, employer, employee, public servant, or
friend. With this in mind, psychiatrists can attempt a more intrusive
paternalism, a development that might give pause to those who practice
psychiatry in societies committed to individual freedom. The upshot of this
teleological view of matters is, of course, increased obligations on the part
of psychiatrists to discourage suicidal intentions and to assist in the
commitment and treatment of those who arrive at even a “rational” determination
to end their lives. Perhaps, as Daniel Creson has suggested, civil commitment
does in fact function as an alternative social means (even if often unjustified)
of dealing with deviance. 


A final complication here are religious injunctions against suicide.
From a number of religious perspectives, suicide is regarded as one of the most
serious offenses a believer can commit against God, and hence it is almost
always absolutely prohibited. Based on the notion of respect for autonomy and
the analysis of defects in the Golden Rule approach, the psychiatrist should
avoid imposing his own religious views on the patient, either directly by
recommending commitment or indirectly in arriving at a clinical judgment of
incompetence. The case of a patient whose religious views prohibit suicide, but
who nonetheless is considering such an act, is more complex. Should the
psychiatrist regard such intentions as contradictory and thus evidence of
diminished autonomy and therefore a warrant for protection? If so, then the
psychiatrist encounters the problems of the role of a moral enforcer. Or should
the psychiatrist take expressions of suicidal intentions as a genuine change of
belief? If so, then one must thread one’s way through the difficulties involved
in making such a clinical judgment in a reliable way. 


On all of these issues, the moral options clearly diverge, and the
profession of psychiatry is faced with a stark choice. If it moves in one
direction, psychiatry will be conceived as a liberal profession, in the sense
that it is committed to preserving and fostering the moral community, perhaps
at some cost to particular social institutions. If it moves in the other
direction, psychiatry will be conceived as a profession committed to the
preservation of fundamental social institutions, perhaps at some cost to the
moral community. The resolution to be found here, perhaps, is not a factual one
that we could somehow discover and thus, in an empirically reliable way, settle
upon. Instead, the resolution will have to be more created than discovered, on
the basis of fundamental moral choices whose character and bearing on
psychiatry this chapter has attempted to sketch. 


 Conclusion  


The final resolution of ethical conflicts may not always be
possible. This is so because the logic of pluralism in moral values must be
broad enough to embrace the full spectrum of free choices for values by moral
agents. The risk of such a generous view of ethics is that it may not be able
to resolve tough issues in a way that will prove satisfactory, once and for
all, to everyone. That this is sometimes the case has been vividly illustrated
in the issue of civil commitment. Even on more tractable issues, where diverse
ethical approaches begin to assume the form of coherent analyses, difficult and
fundamental questions nevertheless emerge, as in the case of confidentiality.
The most urgent of these questions addresses the ethical center of the
profession of psychiatry: How shall it frame its enterprise so that it at once
protects and sustains the notion of a moral community not based on force, while
fostering those moral goods and values to which persons freely commit
themselves? It seems reasonable that the answer to this question cannot be
discovered, but instead must be created as the fruit of sustained inquiry into
the complex dimensions of ethics in psychiatry. 
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TABLE 5-3 Assessment of Outcome in Schizophrenic Patients Treated With and Without Antipsychotic Drugs
and Psychotherapy (May, 1978)

No Drugs Drug
NO NO
PSYCHOTHERAPY PSYCHOTHERAPY PSYCHOTHERAPY PSYCHOTHERAPY

Percent released 58.8 64.4 951 96.3
Nurses’ rating MACC total 377 377 478 481
Menninger nurses’ health- 26 22.7 28.9 29.8

sickness rating
Nurses’ idiosyncratic symptoms 37-3 28.8 65.7 742

(125-X)
Therapists’ rating on symptom 22.1 20.9 26.4 27.3

rating sheet (50-X)
Analysis rating of insight 34 3.3 3.7 41
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“++. Symptom areas showing marked drug-control group differences; +, those showing significant but less striking differences; o, areas not showing differential drug superiority. H.R. heterogeneity
of regression found on analysis of covariance of the measures indicated. (This invalidates this particular statistical procedure but does not mean that there was no drug effect (Cole, et al. 1966].)
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